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Estimation of the value \( f(0) \) of a density function evaluated at 0 is
studied, \( f : \mathbb{R}_m \to \mathbb{R}, 0 \in \mathbb{R}_m \). Sequences of estimators \( \{g_n, n \geq 1\} \), one
estimator for each sample size, are studied. We are interested in the
problem, given a set \( C \) of density functions and a sequence of numbers
\( \{a_n, n \leq 1\} \), how rapidly can \( a_n \) tend to zero and yet have

\[
\lim \inf_{n \to \infty} \inf_{f \in C} P_{\gamma_n}(X_1, \ldots, X_n) - f(0) \leq a_n > 0?
\]

In brief, by "rate of convergence" we will mean the rate which \( a_n \) tends
to zero. For a continuum of different choices of the set \( C \) specified by
various Lipschitz conditions on the \( k \)th partial derivatives of \( f, k \geq 0, \)
lower bounds for the possible rate of convergence are obtained. Combi-
nation of these lower bounds with known methods of estimation give
best possible rates of convergence in a number of cases.

1. Introduction. This paper is to be considered a continuation of Farrell
(1967). Throughout \( \{X_n, n \geq 1\} \) is a sequence of independently and identically
distributed \( m \)-dimensional vector valued random variables such that \( X_1 \) has a
density function \( f \) relative to \( m \)-dimensional Lebesgue measure. In Farrell,
op. cit., and in this paper, the problem considered is that of estimating the
value of \( f(0) \). In some recent literature, for example Leadbetter [3], the prob-
lem of estimating the entire density function is considered, i.e., given \( m = 1, \)
simultaneously estimate the value of \( f(x) \) for all \( x \in \mathbb{R}_m \). However for the
problem considered in this paper we restrict attention to the point estimation
problem.

There are many different reasonable methods of constructing consistent se-
quenices of estimators. The kernel method was introduced by Rosenblatt [6], and
basic properties of the kernel method, when used for point estimation, were
obtained by Parzen [4]. It was shown by Parzen that when \( m = 1, \) and \( f \) has
two continuous derivatives, then many different kernels give rise to estimator
sequences for which the square error converges to zero at a rate, a constant
times \( n^{-1} \). The constant is the product of a factor depending only on the kernel
and a factor depending only on the particular \( f \). It is thus possible to choose
an optimal kernel, something apparently first done by Epsncnikov [1]. The
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same asymptotic rate seems invariably to come up when other methods are used. For example Weiss and Wolfowitz [12], who used a maximum likelihood method. The fact that different approaches to the estimation problem (including M.I.S.E. = mean integrated square error) give the same asymptotic rate suggests that in fact this might be best possible, which we show to be the case in this paper.

Using mean integrated square error and working on the problem of estimating the entire function, Leadbetter [3] and Watson and Leadbetter [10] studied question, the if \( f \) is known, what kernel minimizes the asymptotic M.I.S.E. Pickands [5] has used Watson and Leadbetter, \( op. cit. \), to study the asymptotic efficiency of a large class of kernels. Schuster [8], using Russian work as a start, has necessary and sufficient condition that an estimator sequence converge uniformly to \( f \) with probability one. Density estimators may be constructed using orthogonal series, e.g., see Schwartz [9] and Watson [11]. The series methods yield the same asymptotic rates as do the other methods.

Several recent articles have begun the process of generalizing the one-dimensional methods to estimation of density functions of several variables. The paper by Epsncnikov [1] is of interest here in that his asymptotic rates of convergence are best possible, as will be shown in the sequel.

Most authors consider the problem of estimating one density. The methods they develop in fact give a uniform rate of convergence over a class of density functions. Rosenblatt [7] as well as Farrell [2] consider problems involving the uniform asymptotic rates of convergence over a class of density functions. Rosenblatt, \( op. cit. \), has initiated the consideration of a class of density functions specified by Lipschitz condition rather than by bounds on the derivatives or asymptotic rates in the tails of the Fourier transform of \( f \). Rosenblatt's type of condition is considered further in this paper and bounds are obtained on the asymptotic rate of convergence which may be obtained.

The results of this paper are concerned with the question of how good, asymptotically, a sequence of estimators may be. Our results are stated for confidence intervals. Use of standard inequalities allow derivation of bounds for measures of loss other than zero-one loss functions. Our results depend on assumptions that a given estimator sequence is uniformly "good" over a specified class of density functions. The assumptions, made explicit below, hold for kernel type methods if the kernel has compact support (the optimal kernel obtained by Epsncnikov [1] has compact support), and satisfies an orthogonality condition.

We now describe the classes of density functions to be considered. In order to do this some definitions are needed. We let \( \eta : [0, \infty) \to [0, \infty) \) be a continuous function satisfying

\begin{align}
(1.1a) & \quad \text{the derivative } \eta' \text{ exists on } [0, \infty) \text{ and } \eta(0) = \eta'(0) = 0. \\
(1.1b) & \quad \eta' \text{ is a strictly increasing concave function.}
\end{align}
(1.1) \( \lim_{x \to 0} \frac{\gamma'(bx)}{\gamma'(x)} = \mu(b) \) exists, is finite, and \( \lim_{b \to \infty} \mu(b) = \infty \).

In the sequel \( |x| = (x^2 + \cdots + x_m^2)^{\frac{1}{2}} \), where \( x = (x_1, \ldots, x_m) \). A function \( f \) of \( m \) real variables will be said to be in the class \( C_k \) if

(1.2a) all the \( k \)-th order partial derivatives of \( f \) exist and are continuous;

(1.2b) there exists a polynomial \( p \) of degree \( k \) in the variables \( x_1, \ldots, x_m \) such that for all \( x \), \( |f(x) - p(x)| \leq 2(k!)^{-1}||x||^k \gamma'(||x||) \).

A limiting case of condition (1.2) is the function \( \eta(x) = x, x > 0 \). We shall say that \( f \in C_\infty \) if

(1.3a) \( f \) and its first \( k - 1 \) derivatives are continuous;

(1.3b) the \( (k - 1) \)-st partial derivatives of \( f \) are absolutely continuous relative to each of the \( m \) possible \( k \)-th order partial derivative of \( f \);

(1.3c) the \( k \)-th order partial derivatives exist almost everywhere and satisfy

\[
\left| \frac{\partial^k f}{\partial x_1^{k_1} \cdots \partial x_m^{k_m}} \right| \leq \alpha, \quad k_1 + \cdots + k_m = k.
\]

In the sequel, Case I will refer to the estimation problem restricted to a set \( C_k, k \geq 0 \). Case II will refer to the estimation problem restricted to a set \( C_{\infty} \), \( k \geq 1 \). The proofs given in Section 3 for Theorems 1.1 and 1.2 are given only for Case I since similar proofs give the corresponding results for Case II.

When \( m = 1 \), in terms of Farrell [2], the class of density functions considered in that paper is a subset of \( C_{\infty} \). In this paper, Case II, we are concerned with \( m \geq 1 \) and \( k \geq 1 \). When \( m = 1 \) it is known, see for example Parzen [9], that given \( k \geq 1 \), one may write a sequence of estimators \( \{\hat{\gamma}_n, n \geq 1\} \) such that if \( n \geq 1 \) then \( \hat{\gamma}_n \) is a measurable function of \( n \) variables and

\[
1 = \lim_{n \to \infty} \lim_{m \to \infty} \inf_{f \in C_k} P_f(|\gamma_n(X, \ldots, X_n) - f(0)| \leq an^{-k/(2k+1)}).
\]

This uniformity may be established for a large class of kernel functions including those of compact support that are orthogonal to \( x, x^2, \ldots, x^{k-1} \). This may be established by use of Lemma 1.4 given below. Using results of Epsnecnikov [1] a similar result probably can be established when \( m \geq 2 \) for which the appropriate asymptotic rate of convergence is \( n^{-k/(2k+m)} \). We have not checked this guess.

The theorems below establish, subject to a uniformity condition, that for density functions of \( m \) variables in \( C_k \), the rate \( n^{-k/(2k+m)} \) is the best possible rate. To describe our results for Case I, some additional notation is needed.

We define a function \( \lambda \) by

\[
\beta = (\lambda(\beta))^{2k+m-2}(\gamma(\lambda(\beta)/2))^{\lambda}.
\]

It is easy to check that \( x^\lambda(\gamma(x))^{\lambda} \) is a strictly increasing function that takes all
values from 0 to \( \infty \). Thus \( \lambda(\beta) \) is uniquely defined. We show that relative to \( C_{k\gamma} \) the best possible rate is \( (n(\lambda(n^{-1})))^{-1} \). In case \( \eta(\beta) = \beta^{\tau} \) a calculation shows this rate to be \( n^{-\frac{(k-1+\tau)(2k-2+m+2r)}{2k+m+2r-2}} \). Case II is a special subcase in which \( \tau = 1 \).

In the sequel we suppose always that if \( n \geq 1 \), \( \gamma_n(X_1, \ldots, X_n) \) is the estimate based on \( X_1, \ldots, X_n \).

**Theorem 1.1.** Suppose \( \{a_n, n \geq 1\} \) is a real number sequence such that

\[
\liminf_{n \to \infty} \inf_{f \in C_{k\gamma}} P_f(\gamma_n(X_1, \ldots, X_n) - f(0)) \leq a_n = 1.
\]

Then,

\[
\liminf_{n \to \infty} n(\lambda(n^{-1}))^m a_n^2 = \infty.
\]

In Case II, \( k \geq 1 \), (1.7) still holds.

**Theorem 1.2.** Suppose \( \{a_n, n \geq 1\} \) is a real number sequence such that

\[
\limsup_{n \to \infty} \sup_{f \in C_{k\gamma}} a_n^{-2} E_f(\gamma_n(X_1, \ldots, X_n) - f(0))^2 < \infty.
\]

Then,

\[
\liminf_{n \to \infty} n(\lambda(n^{-1}))^m a_n^2 > 0.
\]

In Case II, \( k \geq 1 \), (1.9) still holds.

**Theorem 1.3.** Suppose in Case I the hypotheses of Theorem 1.2 hold and that \( \gamma(t) = t^\tau \) for some \( \tau \geq 1 \). Suppose

\[
\limsup_{n \to \infty} a_n n^{k+\tau - 1/(2k+m+2r-2)} < \infty.
\]

Let \( k^* \leq k \) and \( \eta^*(t) = t^\tau \) where \( \tau^* \leq \tau \). Assume \( k + \tau > k^* + \tau^* \). There exists a sequence of functions \( \{f_n, n \geq 1\} \) in \( C_{k\gamma^*} \) such that

\[
\lim_{n \to \infty} P_{f_n}(\gamma_n(X_1, \ldots, X_n) - f_n(0)) \leq a_n = 0.
\]

Theorem 1.3 says in effect that a sequence of estimators good relative to the class \( C_{k\gamma^*} \) will not give uniformly good results over the larger class \( C_{k\gamma} \). Thus the statistician who constructs his sequence of estimators relative to the wrong class of functions is likely to obtain bad estimates.

Theorem 1.1 to 1.3 assume that the estimators used satisfy a uniformity condition. The kernel method of Parzen, if the kernel satisfies conditions listed above, automatically has the requisite uniformity expressed in (1.4). This is easily shown using the following Lemma 1.4.

**Lemma 1.4.** Let \( \{x_n, n \geq 1\} \) and \( \{y_n, n \geq 1\} \) be real number sequences in the interval \( [a, b] \) such that \( \lim_{n \to \infty} (x_n - y_n) = 0 \). If \( \{f_n, n \geq 1\} \) is a sequence of functions in \( C_{k\alpha} \) then \( \lim_{n \to \infty} (f_n(x_n) - f_n(y_n)) = 0 \).

**Proof.** Let \( m \geq 1 \) be the least integer such that for some constant \( \alpha_m \), \( \max_{n \geq 1} \sup_{x \in [a, b]} |f_n^{(m)}(x)| \leq \alpha_m \), where \( f_n^{(m)} \) is the \( m \)th derivative of \( f_n \). By
definition of $C_{ka}$, it follows that $m \leq k$. We show an assumption that $m \geq 2$

is contradictory. If $m \geq 2$ then there exists a subsequence $\{f_{a_1}, n \geq 1\}$ of the

functions and sequence $\{w_n, n \geq 1\}$ in $[a, b]$ such that

$$(1.12) \quad \lim_{n \to \infty} |f_{n_1}^{m-1}(w_n)| = \infty.$$ 

Since $|f_{n_1}^{m-1}(x) - f_{n_1}^{m-1}(y)| \leq \alpha |x - y|, n \geq 1$, the relation (1.12) implies

$\lim_{n \to \infty} |f_{n_1}^{m-1}(x)| = \infty$ uniformly in $x \in [a, b]$. Choose $\epsilon_1 = \pm 1$ so that

$\lim_{n \to \infty} \epsilon_1 f_{n_1}^{m-1}(x) = \infty$ uniformly in $x \in [a, b]$. Then

$$(1.13) \quad \lim_{n \to \infty} \epsilon_1 (f_{n_1}^{m-2}(y) - f_{n_1}^{m-2}(x)) = \lim_{n \to \infty} \int_0^t \epsilon_1 f_{n_1}^{m-1}(t) \ dt = \infty.$$ 

This implies that in one of the intervals $[a, (2a + b)/3]$ and $[(a + 2b)/3, b]$, for

some number $\epsilon_2 = \pm 1$, that $\lim_{n \to \infty} \epsilon_2 f_{n_1}^{m-2}(x) = \infty$ uniformly in $x$. Repeating

this argument $m$ times we see there is a nondegenerate subinterval $[a', b'] \subset [a, b]$ and

$\epsilon_3 = \pm 1$ such that $\lim_{n \to \infty} f_{n_1}(x) = \lim_{n \to \infty} \epsilon_3 f_{n_1}(x) = \infty$ uniformly in $x \in [a', b']$. However, $f_{n_1} \geq 0$ and $\int_0^1 f_{n_1}(t) \ dt = 1, n \geq 1$. Therefore $\epsilon_3 = 1$ and we obtain the contradiction that

$$1 = \lim_{n \to \infty} \int_0^1 f_{n_1}(t) \ dt \geq \lim_{n \to \infty} \int_0^1 \epsilon_3 f_{n_1}(t) \ dt = \infty.$$ 

Consequently $m = 1$.

We complete the proof of the lemma by denying the conclusion of the lemma and obtaining a contradiction. Using the hypotheses of the lemma, by taking a subsequence if necessary, we may suppose $|f_n(x_n) - f_n(y_n)| \geq \epsilon$. Using the mean value theorem, there exists a real number sequence $\{x_n, n \geq 1\}$ such that if $n \geq 1$ then $x_n$ is between $x$ and $y_n$ and such that

$$(1.14) \quad |x_n - y_n| |f_n'(x_n)| \geq \epsilon.$$ 

Since $\lim_{n \to \infty} (x_n - y_n) = 0$, the inequality (1.14) implies that $\lim_{n \to \infty} |f_n'(x_n)| = \infty$. This clearly contradicts the conclusion of the first paragraph that $m = 1$. [ ]

The method of this paper is to investigate modifications $f + e$ of a density function $f$ such that $e(0)$ is "large" but $f + e$ changes the probabilities of events "very little." In Section 2 we construct a sequence of functions $\{e_{k}, k \geq 1, 0 < \delta < \infty\}$. In Section 3 by considering density functions of the form $f + e_{k}$ we obtain proofs of the three theorems.

2a. Constructions for Case II. In this section we construct recursively a sequence $\{g_{k}, k \geq 0\}$ of functions satisfying

(2.1 a) if $x \in [-2^k \delta, 2^k \delta]$ then $g_{k}(x) = 0$.

(2.1 b) $g_{k}$ is an odd function of the variable.

(2.1 c) the $(k - 1)$st derivative of $g_{k}$ is absolutely continuous.

(2.1 d) $\sup_{x \in R} |g_{k}(x)| = 2^k \delta^k$, where $\gamma = (k - 1)(k - 2)/2$.

(2.1 e) There exists a real number sequence $\{c_k, k \geq 1\}$ such that

$\int_0^\infty g_k^2(x) \ dx = c_k \delta^{2k+1}$.
Here $k$ is an integer index, and $\delta$ a real number $\geq 0$. The main technique of computation in the sequel is the Fourier transform.

Define

\begin{align*}
(2.2) \quad g_{0\delta}(x) &= 1 \quad \text{if} \quad -\delta \leq x < 0, \\
g_{0\delta} &= -1 \quad \text{if} \quad 0 \leq x < \delta.
\end{align*}

Proceeding recursively, $g_{(k-1)\delta}$ has been defined then

\begin{align*}
(2.3) \quad g_{k\delta}(x) &= \int_{-2^{(k-1)\delta}}^{2^{(k-1)\delta}} g_{(k-1)\delta}(t) \, dt, \quad \text{if} \quad -2^{(k-1)\delta} \leq x \\
&\leq 2^{(k-1)\delta}, \quad \text{and} \quad g_{k\delta}(x) = 0 \quad \text{otherwise}.
\end{align*}

Define

\begin{align*}
(2.4) \quad g_{k\delta}(x) &= g^*_k(x + 2^{(k-1)\delta}) - g^*_k(x - 2^{(k-1)\delta}).
\end{align*}

The following four lemmas require only simple calculations and their proofs are omitted.

**Lemma 2.1.** If $k \geq 1$ and $x \in \mathbb{R}$ then

1. $g_{k\delta}(x) \geq 0$, \hspace{1cm} (2.4a)
2. $g^*_{k\delta}(2^k\delta) = 0$. \hspace{1cm} (2.4b)

**Lemma 2.2.** If $k \geq 1$ then $g_{k\delta}$ has $(k - 1)$ continuous derivatives and the $(k - 1)$st derivative is absolutely continuous. The function $g_{k\delta}$ is an odd function.

**Lemma 2.3.** The Fourier transform of $g_{k\delta}$ is

\begin{equation}
(2.5) \quad \hat{g}_{k\delta}(t) = 2(i\lambda)^{-(1 - \cos t\delta)}.
\end{equation}

**Lemma 2.4.** The Fourier transform of $g_{k\delta}$, $k \geq 1$ is

\begin{equation}
(2.6) \quad \hat{g}_{k\delta}(t) = 2^{k+1-i-1} r^{-i(k+1)} (\sin t\delta) \cdots (\sin 2^{k-1} t\delta)(1 - \cos t\delta).
\end{equation}

**Lemma 2.5.** $g_{k\delta}$ has its maximum at $t = -2^{k-1} \delta$ and $g_{k\delta}(-2^{k-1} \delta) = 2i^k \delta^k$ where $\gamma = (k - 1)(k - 2)/2$.

**Proof.** If $t < 0$ then $g_{k\delta}(t) \geq 0$, and if $t \geq 0$ then $g_{k\delta}(t) \leq 0$. Thus the maximum of $g_{k\delta}$ is the maximum of

\begin{equation}
(2.7) \quad g_{k\delta}(t + 2^{k-1} \delta) = \int_{-2^{k-1} \delta}^{2^{k-1} \delta} g_{(k-1)\delta}(x) \, dx.
\end{equation}

Since $g_{(k-1)\delta}$ is an odd function which is positive for negative arguments and negative for positive arguments, the value of $t$ maximizing (2.7) is $t = -2^{k-1}\delta$.

In order to compute the value of the maximum let $\lambda = 2^{k-2} \delta$. Make two changes of variable and use the fact that the functions $g_{k\delta}$ have compact support to obtain

\begin{equation}
(2.8) \quad g_{k\delta}(-2\lambda) = \int_{-\lambda}^{\lambda} \int_{-\lambda}^{\lambda} g_{(k-2)\delta}(z) \, dz.
\end{equation}

We may evaluate the integral (2.8) by computing the Fourier transform of

\begin{equation}
(2.9) \quad \int_{-\lambda}^{\lambda} \int_{-\lambda}^{\lambda} g_{(k-2)\delta}(z) \, dz.
\end{equation}
and evaluating the Fourier transform at zero. This process yields
\begin{equation}
(2.10) \quad g_{\delta}(t) = \lim_{t \to 0} - (it)^{-1} \hat{g}_{\delta}(t) = 2i \delta^t,
\end{equation}
where
\[ \gamma = (k - 1)(k - 2)/2. \]
In this calculation we have used formula (2.6). \]

We complete this section by stating and proving

**Lemma 2.6.** There exists a sequence of positive real numbers \( \{ c_k, k \geq 1 \} \) such that
\begin{equation}
(2.11) \quad \int_{-\infty}^{\infty} (g_{\delta}(x))^2 \, dx = c_k \delta^{(2k+1)}.
\end{equation}

**Proof.** We use Parseval's identity for the Fourier transform, see Wiener [13]. Thus, using (2.6) and making the change of variable \( s = t\delta \) in the integral \( \int |\hat{g}_{\delta}(t)|^2 \, dt \) yields (2.11).

**2b. Constructions for Case I.** In this section we construct a sequence of functions \( \{ g_{k\delta}, k \geq 1 \}, \delta \geq 0 \), used to modify density functions in Case I. We suppose given \( \eta : [0, \infty) \to [0, \infty) \) such that
\begin{equation}
(2.12) \quad \eta(0) = 0, \text{ the derivative } \eta' \text{ exists and is continuous, } \eta'(0) = 0, \text{ } \eta' \text{ is a strictly increasing concave function.}
\end{equation}

A standard result about concave functions then states that
\begin{equation}
(2.13) \quad \text{if } x, y \in [0, \infty) \text{ then } |\eta'(x) - \eta'(y)| \leq \eta'(|x - y|).
\end{equation}
In the sequel we will need to assume
\begin{equation}
(2.14) \quad \text{there exists a real valued function } \mu \text{ such that if } b \in (0, \infty) \text{ then } \lim_{x \to \infty} \eta'(bx)/\eta(x) = \mu(b) > 0, \text{ and } \lim_{b \to \infty} \mu(x) = \infty.
\end{equation}
The sequence of functions to be constructed satisfy
\begin{align}
(2.15a) & \quad \text{if } x \in [-2^k\delta, 2^k\delta] \text{ then } g_{k\delta}(x) = 0. \\
(2.15b) & \quad g_{k\delta} \text{ is an odd function.} \\
(2.15c) & \quad \text{the } k\text{th derivative of } g_{k\delta} \text{ is continuous and satisfies } |g_{k\delta}'(x + p\delta)| \leq \eta'(|x|) \text{ for all } x \in R \text{ and integers } p. \\
(2.15d) & \quad \sup_{x \in R} |g_{k\delta}(x)| = 2^{k+1} \delta^{k-1} \eta(\delta/2), \quad \gamma = (k - 1)(k - 2)/2. \\
(2.15e) & \quad \text{there exists a real number sequence } \{ c_k', k \geq 1 \} \text{ such that if } k \geq 0 \text{ then}
\end{align}
\[ \int_{-\infty}^{\infty} (g_{k\delta}(x))^2 \, dx \leq c_k' \delta^{2k-1}(\gamma(\delta/2))^2. \]

The proofs required parallel those of Section 2a. Consequently we omit.
most detail. We note that we now define

\[(2.16\ a)\quad \text{if } x > 0 \text{ then } g_{0\delta}(x) = - g_{0\delta}(-x) ;\]

\[(2.16\ b)\quad \text{if } 0 \leq x \leq \delta/2 \text{ then } g_{0\delta}(x) = - \gamma'(x) .\]

\[(2.16\ c)\quad \text{if } \delta/2 \leq x \leq \delta \text{ then } g_{0\delta}(x) = - \gamma'(\delta - x) ;\]

\[(2.16\ d)\quad \text{if } \delta < x \text{ then } g_{0\delta}(x) = 0 .\]

The functions $g_{k\delta}$ and $g_{k\delta}$, $k \geq 1$ are then defined recursively by the relations (2.3) and (2.4). Then (2.15a) and (2.15b) follow immediately. (2.15e) is an immediate consequence of (2.15a) and (2.15d). It is easily verified that if $x \in \mathbb{R}$ then the $k$th derivative of $g_{k\delta}$ exists, is continuous, and satisfies (2.15c).

We now verify (2.15d). From (2.10) and (2.6) we require the value

\[(2.17)\quad \lim_{t \to \infty} (it)^{-1} [2^{k-2} - t^{-k+3} \sin \delta t] \cdots (\sin 2^{k-5} \delta t) \tilde{g}_{0\delta}(t) = 2^{\gamma} \delta^{k-2} \lim_{t \to 0} (it)^{-1} \tilde{g}_{0\delta}(t) = 2^{\gamma} \delta^{k-1} \gamma(\delta/2) .\]

2c. Functions of several variables. In this section we suppose $x$ and $x_0$ are in $\mathbb{R}_m$ and that $x' = (x_1, \ldots, x_m)$ and $x_0' = (x_{01}, \ldots, x_{0m})$. We define

\[(2.18)\quad e_{k\delta}(x) = m^{-1} \sum_{i=1}^m g_{k\delta}(x_i - 2^{k-1} \delta) .\]

Then there exists a constant $c_i$ such that

\[(2.19)\quad \text{if } ||x|| > c_i \delta \text{ then } e_{k\delta}(x) = 0 .\]

As defined the functions $e_{k\delta}$ have their maximum at 0. From (2.15d),

\[(2.20)\quad e_{k\delta}(0) = 2^{\gamma} \delta^{k-1} \gamma(\delta/2) .\]

A combination of (2.19) and (2.20) imply there exists a constant $c_2$ such that

\[(2.21)\quad \int (e_{k\delta}(x))^2 \, dx \leq c_2 \delta^{2k-2+m} (\gamma(\delta/2))^2 .\]

We now show that $e_{k\delta}$ is in $C_{k/\delta, \delta}$. Using Taylor's formula with remainder one obtains at once for an expansion about $(x_{10} - 2^{k-i} \delta, \ldots, x_{m0} - 2^{k-i} \delta)$ that

\[(2.22)\quad |e_{k\delta}(x) - m!^{-1} \sum_{i=1}^m \sum_{j=1}^k j! (j!)^{-1} g_{k\delta}^{(j)}(x_{10} - 2^{k-i} \delta)(x_i - x_{i0})^j | \leq (mk!)^{-1} \sum_{i=1}^m |x_i - x_{i0}|^k |g_{k\delta}^{(k)}(\theta(x_i, x_{i0})) - g_{k\delta}^{(k)}(x_{i0} - 2^{k-i} \delta)| ,\]

where $\theta(x_i, x_{i0})$ is a number between $x_i - 2^{k-i} \delta$ and $x_{i0} - 2^{k-i} \delta$. We use the fact that $|g_{k\delta}^{(k)}(x + p \delta)| \leq \gamma'(||x||)$ for all real $x$ and integers $p$, as stated in (2.15c).

Setting $x_0 = 0$ we obtain from (2.22) that

\[(2.23)\quad |e_{k\delta}(x) - m!^{-1} \sum_{i=1}^m \sum_{j=1}^k j! (j!)^{-1} g_{k\delta}^{(j)}(-2^{k-i} \delta x_i)^j | \leq (k! m!)^{-1} \sum_{i=1}^m |x_i|^k |g_{k\delta}^{(k)}(\theta(x_i, 0))| \leq (k!)^{-1} \gamma'(||x||) m!^{-1} \sum_{i=1}^m |x_i|^k \leq (k!)^{-1} ||x||^k \gamma'(||x||) .\]
The mixed partial derivatives of $e_{k\delta}$ are all zero. We find $(\partial^k / \partial x_i^k) e_{k\delta}(x) = g_{k\delta}^{(i)}(x_i)$. Therefore the $k$th order partial derivatives of $e_{k\delta}$ are all continuous. Thus $e_{k\delta} \in C_{k(\tau/2)}$.

Finally, since $e_{k\delta}$ has compact support, it is integrable and

$$\int e_{k\delta}(x) \, dx = 0.$$  

3. Proofs of the theorems.

Proof of Theorem 1.1. Case I may be treated as a special subcase of Case II with $\gamma(x) = x$ for all $x \in \mathbb{R}$. Thus we do not treat the two cases separately.

The set $C_{k(\tau/2)}$ contains a function nonzero and constant near zero. Thus let $\varepsilon > 0$ and $a > 0$ and $f \in C_{k(\tau/2)}$ such that if $||x|| \leq \varepsilon$ then $f(x) = a$. There exists $\delta_0 > 0$ such that if $0 \leq \delta \leq \delta_0$ then $h_\delta$ defined by

$$h_\delta(x) = f(x) + e_{k\delta}(x), \quad e_{k\delta} \in C_{k(\tau/2)},$$

is a density function that is in $C_{k\tau}$. The constant $\delta_0$ is to be chosen that $c_1 \delta_0 < \varepsilon$, where $c_1$ is given in (2.19). Then the support of $e_{k\delta}$ is in the sphere $||x|| < \varepsilon$. Thus

$$h_\delta(x) = a + e_{k\delta}(x), \quad \text{if } ||x|| \leq \varepsilon \text{ then } h_\delta(x) = f(x).$$

Let $x_\alpha$ be the indicator function of the event $|\gamma_\alpha(X_1, \ldots, X_n) - h_\alpha(0)| \leq a_\alpha$. Then

$$P_{k\delta}(|\gamma_\alpha(X_1, \ldots, X_n) - h_\delta(0)| \leq a_\alpha)$$

$$= \int \cdots \int x_\alpha(x_1, \ldots, x_n) \prod_{i=1}^n (h_\delta(x_i)/f(x_i)) \prod_{i=1}^n f(x_i) \prod_{i=1}^n dx_i$$

$$\leq (P f(|\gamma_\alpha(X_1, \ldots, X_n) - h_\delta(0)| \leq a_\delta)^k$$

$$\times (\int \cdots \int (h_\delta(x_i))^2 (\prod_{i=1}^n f(x_i))^{-1} \prod_{i=1}^n dx_i)^k.$$

Using (3.2) and (2.24) we obtain

$$\int (h_\delta(x)/f(x))^2 f(x) \, dx = 1 + a^{-1} \int (e_{k\delta}(x))^2 \, dx.$$

Using (2.19) and (2.21) and defining $c_2 = a^{-1} c_2$ we obtain

$$a^{-1} \int (e_{k\delta}(x))^2 \, dx \leq c_1 \delta^{k+\gamma - \gamma(\delta/2)}.$$  

Defining a function $\lambda$ by (1.5) we make the choice

$$\delta = \lambda(\beta) \text{ where } \beta = c_1^{-1} b'|n, \text{ and } b' \text{ is an arbitrary constant.}$$

Abbreviating notation in an obvious way we obtain,

$$P_{k\beta}(|\gamma_\alpha - h_{k\beta}(0)| \leq a_\alpha) \leq (P f(|\gamma_\alpha - h_{k\beta}(0)| \leq a_\alpha)^k (1 + b'|n)^{n/2}.$$

The value

$$h_{k\beta}(0) = a + 2^{\gamma+1}(\lambda(\beta))^{k-1}(\gamma(\lambda(\beta)/2),$$

where $\gamma = (k - 1)(k - 2)/2$. Our hypothesis is that

$$\lim_{n \to \infty} P f(|\gamma - f(0)| \leq a_n) = 1.$$
uniformly in \( f \in C_{k,p} \). Thus the left side of (3.7) tends to one so that

\[
(3.10) \quad \liminf_{n \to \infty} P_f(|\gamma_n - h_{2\lambda(\beta)}(0)| \leq a_n) > 0.
\]

Comparison of (3.9) and (3.10) show that there must exist an \( n_0 \) such that if \( n \geq n_0 \) then the events \( |\gamma_n - f(0)| \leq a_n \) and \( |\gamma_n - h_{2\lambda(\beta)}(0)| \leq a_n \) have non-void intersection. Thus

\[
(3.11) \quad 2a_n \geq 2^{r+1}(\lambda(\beta))^{k-r}(\lambda(\beta)/2).
\]

Let \( b = c_\alpha^{-1}b' \), so that \( \beta = b/n \). Square both sides of (3.11) and multiply by \( \lambda^n \) to obtain

\[
(3.12) \quad n(\lambda(b/n))^{n}(a_n 2^{-r})^2 \geq b.
\]

Use (1.5) with \( \beta = b/n \) and \( \beta = 1/n \), divide the two identities, to obtain

\[
(3.13) \quad b = (\lambda(bn^{-1})/\lambda(n^{-1}))^{2k+n-2}(\lambda(bn^{-1})/\lambda(n^{-1})/2)/(\lambda(n^{-1})/2)^2.
\]

Substitution of (3.13) into (3.12) and cancellation yields

\[
(3.14) \quad n(\lambda(n^{-1}))^{n}(a_n 2^{-r})^2 \geq (\lambda(bn^{-1})/\lambda(n^{-1}))^{2k-2}(\lambda(bn^{-1})/\lambda(n^{-1})/2)/(\lambda(n^{-1})/2)^2.
\]

Let \( a(b) = \liminf_{n \to \infty} \lambda(bn^{-1})/\lambda(n^{-1}) \). Then one easily shows

\[
(3.15) \quad \liminf_{n \to \infty} \lambda(bn^{-1})/\lambda(n^{-1}) \geq a(b) \mu(a(b) - ).
\]

See (1.1 c) for a definition of \( \mu \).

Thus using (3.14) and (3.15) we obtain

\[
(3.16) \quad \liminf_{n \to \infty} n(\lambda(n^{-1}))^{n}(a_n 2^{-r})^2 \geq (a(b))^{2k}(\mu(a(b) - ))^2.
\]

Again from (3.13) we obtain

\[
(3.17) \quad b = (a(b))^{2k+n}(\mu(a(b) + ))^2.
\]

Since \( \mu(a(b)) > 0 \) and \( \mu \) is a nondecreasing function, it follows that

\[
(3.18) \quad \lim_{b \to \infty} a(b) = \infty.
\]

Let \( b_0 \) be a constant such that if \( b \geq b_0 \) then \( a(b) \geq 1 \). Then, since \( 2k \geq 0 \), if \( b \geq b_0 \) we obtain from (3.16) that

\[
(3.19) \quad \liminf_{n \to \infty} n(\lambda(n^{-1}))^{n}(a_n 2^{-r})^2 \geq (\mu(a(b) - ))^2.
\]

The constant \( b > 0 \) is arbitrary. Hence (1.7) follows from (3.19) together with (1.1 c). \( \square \)

**Proof of Theorem 1.2.** The hypothesis (1.8) implies that if \( \{b_n, n \geq 1\} \) is a sequence tending to \( \infty \) then

\[
(3.20) \quad \lim_{n \to \infty} \inf_{f \in C_{k,p}} P_f(|\gamma_n - f(0)| \leq a_n b_n) = 1.
\]

By Theorem 1.1,

\[
(3.21) \quad \liminf_{n \to \infty} n(\lambda(n^{-1}))^{n}(a_n b_n)^2 = \infty.
\]
This clearly implies that
\[
(3.22) \quad \liminf_{n \to \infty} n(\lambda(n^{-1}))^m a_n^2 > 0.
\]

**Proof of Theorem 1.3.** In this proof we set
\[
(3.23) \quad h(x) = f(x) + e_{x+y}(x), \quad k^* \leq k, \quad \tau^* \leq \tau, \text{ and}
\]
let \( \delta = \delta(n) \) be given by (3.6), which for the special choice of \( \tau \) is
\[
(3.24) \quad \delta(n) = \frac{(b/n)^{k^*+m+2(r^*-1)}}{2(r^*-1)}.
\]
Let \( \{d_n, n \geq 1\} \) be a subsequence of the integers on which
\[
(3.25) \quad \liminf_{n \to \infty} P_h(d_n)(|\gamma_{d_n} - h(d_n)| \leq a_{d_n}) > 0.
\]
Let \( \{b_n, n \geq 1\} \) be a real number sequence increasing to \( \infty \). Repeating steps (3.3) to (3.10) we obtain
\[
(3.26) \quad \liminf_{n \to \infty} P(h_{d_n})(|\gamma_{d_n} - h_{d_n}(0)| \leq a_{d_n} b_{d_n}) > 0, \quad \text{and}
\]
\[
\liminf_{n \to \infty} P(h_{d_n})(|\gamma_{d_n} - f(0)| \leq a_{d_n} b_{d_n}) = 1.
\]
Therefore, as in (3.11), there exists \( n_0 \) such that if \( n \geq n_0 \) then
\[
(3.27) \quad 2a_{d_n} b_{d_n} \geq e_{x+y}(d_n)(0) = 2^{r^*-1} \delta(d_n) \gamma(\delta(d_n))/2.
\]
Substitution of (1.10) for \( a_{d_n} \) and (3.24) for \( \delta(d_n) \) shows (3.27) to be contradictory. Thus (1.11) holds with \( f_n = h_{\delta(n)} \).
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