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1. Introduction. Let $S = \{u_s\}$ be a set of real numbers. A discrete random variable will be said to be $S$-valued if $S$ represents the totality of all possible values of the random variable. If $P[X = u_s] = p_s$, then the entropy of $X$ is defined to be $H_s = -\sum sp_s \log p_s$ where the logarithm is taken to the base 2. It is of some interest to find the maximum value of $H_s$ over the set of all $S$-valued random variables.

When $S$ is a finite set consisting of $n$ elements, $\max H_s = \log n$ [1]. However, if the set $S$ is countably infinite, then an $S$-valued random variable may have infinite entropy. Since this is the case, it is natural to place some restrictions on the set of random variables and to then determine the maximum entropy. Again, if $S$ is a finite set, this has been done and the result will be stated in Theorem 1.

Let $S = \{u_1, \ldots, u_m\}$ be a set of real numbers. Let $f_1, f_2, \ldots, f_m$ $(m < n)$ be $m$ linearly independent real-valued functions. We define

$$Z(x_1, \ldots, x_m) = \sum_{k=1}^n \exp \left\{ -\sum_{j=1}^n x_j f_j(u_k) \right\}$$

and $H = \max H_s$ where the maximum is taken over the set of $S$-valued random variables under the condition that $Ef_j = f_j^{(0)}$, $j = 1, 2, \ldots, m$, for a fixed collection of numbers $\{f_j^{(0)}\}$.

Theorem 1. (i) $H = \sum_{k=1}^n \hat{x}_j f_j^{(0)} + \log Z(\hat{x}_1, \ldots, \hat{x}_m)$ where $(\hat{x}_1, \ldots, \hat{x}_m)$ is the unique solution of the set of equations

$$\frac{\partial}{\partial \hat{x}_j} [\log Z(x_1, \ldots, x_m)] = -f_j^{(0)}, \quad j = 1, 2, \ldots, m$$

(ii) $H = -\sum_{k=1}^n p_k \log p_k$ and $\sum_{k=1}^n p_k f_j(u_k) = f_j^{(0)}$, $j = 1, 2, \ldots, m$ if and only if

$$p_k = \exp \left\{ -\lambda - \sum_{j=1}^n \hat{x}_j f_j(u_k) \right\}, \quad k = 1, 2, \ldots, n$$

where $\lambda = \log Z(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_m)$.

A proof of this result may be found in [2] or [3]. We will use it in the case $m = 1$ and $f(x) = x$.
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2. Relation of maximum entropy between finite and infinite cases. Let \( S = \{u_1, u_2, \ldots, u_n, \ldots\} \). We will assume that \( S \) is an increasing sequence of points. \( H_\infty \) is defined as follows

\[
H_\infty = \sup \left\{ -\sum_{k=1}^\infty p_k \log p_k \mid p_k \geq 0, \sum_{k=1}^\infty p_k = 1, \sum_{k=1}^\infty p_k u_k = \bar{u} \right\}.
\]

Then \( H_\infty \) is the supremum of entropy of all \( S \)-valued random variables with mean \( \bar{u} \). We note here that \( H_\infty \) may be infinite. \( \bar{u} \) will be assumed to be greater than \( u_i \) since no \( S \)-valued random variable may have mean smaller than \( u_i \) and \( \bar{u} = u_i \) is trivial. The following theorem relates \( H_\infty \) to the maximum entropy of random variables taking values in finite subsets of \( S \) and having \( \bar{u} \) as their mean value. Let \( H_{S'} \), denote the maximum entropy of \( S' \)-valued random variables with mean \( \bar{u} \).

**Theorem 2.** \( H_\infty = \sup_{S' \subseteq S} H_{S'} \) where \( S' \) is a finite subset of \( S \).

**Proof.** Let \( S' \subseteq S \) be arbitrary. Since each \( S' \)-valued random variable is also \( S \)-valued, we see immediately that \( H_{S'} \leq H_\infty \). Hence, it follows that

\[
\sup_{S' \subseteq S} H_{S'} \leq H_\infty.
\]

We set \( H = \sup H_{S'} \). It will be shown that equality must hold in (2.1) by assuming that \( H < H_\infty \) and having this lead to a contradiction of the definition of \( H \).

Let \( M \) be a real number such that \( H < M < H_\infty \). From the definition of \( H_\infty \), there exists a set of probabilities \( \{p_k\}, k = 1, 2, \ldots \) such that

\[
-\sum_{k=1}^\infty p_k \log p_k > M
\]

and there exists an \( N \) such that \( u_{N+1} > 0 \) and

\[
-\sum_{k=1}^N p_k \log p_k > H.
\]

Let

\[
d_N = \bar{u} - \sum_{k=1}^N p_k u_k > 0
\]

and

\[
q_N = 1 - \sum_{k=1}^N p_k > 0.
\]

To complete the proof, we need only find \( q_1 \geq 0, q_2 \geq 0 \) and \( u_{n_1}, u_{n_2} \in \{u_n \mid n \geq N + 1\} \) such that

\[
q_1 u_{n_2} + q_2 u_{n_2} = d_N
\]

and

\[
q_1 + q_2 = q_N
\]

since we would then have a probability distribution for an \( S' \)-valued random variable with mean \( \bar{u} \) where \( S' = \{u_1, u_2, \ldots, u_N, u_{n_1}, u_{n_2}\} \subseteq S \) and such that

\[
H_{S'} \geq -\sum_{k=1}^N p_k \log p_k - q_1 \log q_1 - q_2 \log q_2 > H
\]

which would be a contradiction of the definition of \( H \) since \( H \geq H_{S'} \).
Equations (2.2) and (2.3) have the solution
\[ q_1 = \frac{(d_N - u_{n_2} q_N)}{(u_{n_1} - u_{n_2})} \]
\[ q_2 = \frac{(u_{n_1} q_N - d_N)}{(u_{n_1} - u_{n_2})}. \]

By choosing \( u_{n_2} = u_{N+1} \) and \( u_{n_1} \in \{u_n\mid n \geq N + 2\} \) where \( u_{n_1} > d_N/q_n \), we see that \( q_1 > 0 \) and \( q_2 > 0 \).

Instead of Theorem 2, we will use the following corollary in our application of this result:

**Corollary 1.** \( H_\infty = \lim_{m \to \infty} H_m \) where \( H_m \) denotes the maximum entropy of a random variable taking values in the set \( S_m = \{u_1, \ldots, u_m\} \) and having mean value \( \bar{u} \).

The proof follows trivially from Theorem 2.

**Lemma 1.** \( H_m \) and \( H_m \) are invariant under additive shift.

**Proof.** Here we need only note that if \( \sum p_k u_k = \bar{u} \) then \( \sum p_k (u_k + c) = \bar{u} + c \). Since the entropy is the same in each case, the supremum will give the same result.

3. **Properties of \( \hat{x}_n \).** Let \( S \) be defined as in Section 2, but with the added assumption that \( u_1 > 0 \) and \( u_n \to +\infty \) as \( n \to +\infty \). This can be done without loss of generality by Lemma 1. Then, there exists an \( N \) such that \( u_N \leq \bar{u} < u_{N+1} \). To find \( H_\infty \), we can, by virtue of Corollary 1, examine the sequence \( H_n \) for \( n \geq N + 1 \). Let

\[ Z_n(x) = \sum_{k=1}^{n} e^{-u_k x} \]

and

\[ \lambda_n(x) = \log Z_n(x). \]

From Theorem 1, we see that there exists a unique \( \hat{x}_n \) (for each \( n \geq N + 1 \)) such that

\[ (3.1) \quad H_n = \hat{x}_n \bar{u} + \lambda_n(\hat{x}_n) \]

which is the entropy of the random variable \( X \) where

\[ P[X = u_k] = \exp\{ -u_k \hat{x}_n - \lambda_n(\hat{x}_n) \}, \quad k = 1, 2, \ldots, n \]

and \( \hat{x}_n \) is the solution of the equation

\[ (3.2) \quad Z_n'(x) + \bar{u} Z_n(x) = 0. \]

In this way, we form a sequence \( \{\hat{x}_n\}, n = N + 1, N + 2, \ldots \) where each \( \hat{x}_n \) satisfies (3.2). A number of lemmas concerning \( \{\hat{x}_n\} \) will be needed.

**Lemma 2.** There exists \( N_0 \) such that \( \hat{x}_n > 0 \) for all \( n \geq N_0 \).

**Proof.** We can rewrite (3.2) for each \( n \) as,

\[ -\sum_{k=1}^{n} u_k e^{-u_k \hat{x}_n} + \bar{u} \sum_{k=1}^{n} e^{-u_k \hat{x}_n} = 0 \]
or

\[(3.3) \quad L_n(\hat{x}_n) = R_n(\hat{x}_n) \]

where

\[L_n(x) = \sum_{k=1}^{N} (\bar{u} - u_k)e^{-u_kx} \]

and

\[R_n(x) = \sum_{k=N+1}^{n} (u_k - \bar{u})e^{-u_kx}. \]

Suppose that Lemma 2 is not true and that for each \(N_0\), there exists \(n_0 > N_0\) such that \(\hat{x}_{n_0} \leq 0\). Let \(N_0 > N(u_{N+1} - \bar{u})/(u_{N+1} - \bar{u}) + N\). Then, by our assumption, there exists \(n_0 \geq N_0\) such that \(\hat{x}_{n_0} \leq 0\) and

\[L_{n_0}(\hat{x}_{n_0}) \leq N(\bar{u} - u_1) \exp[-\hat{x}_{n_0}u_N] \]

and

\[R_{n_0}(\hat{x}_{n_0}) \geq (n_0 - N)(u_{N+1} - \bar{u}) \exp[-\hat{x}_{n_0}(u_{N+1} - u_N)]. \]

From (3.3), we see that

\[N(\bar{u} - u_1) \geq (n_0 - N)(u_{N+1} - \bar{u}) \exp[-\hat{x}_{n_0}(u_{N+1} - u_N)]. \]

Since \(\hat{x}_{n_0} \leq 0\),

\[N(\bar{u} - u_1) \geq (n_0 - N)(u_{N+1} - \bar{u}) \]

or

\[n_0 \leq N(\bar{u} - u_1)/(u_{N+1} - \bar{u}) + N < N_0 \]

which contradicts the fact that \(n_0 \geq N_0\) so that \(\hat{x}_n > 0\) for \(n\) sufficiently large.

**Lemma 3.** There exists an \(\varepsilon > 0\) and an \(N_1\) such that for all \(n \geq N_1\), \(\hat{x}_n \geq \varepsilon > 0\).

**Proof.** It is easy to see that \(L_n(\hat{x}_n)\) and \(R_n(\hat{x}_n)\) are bounded sequences of numbers, since

\[L_n(\hat{x}_n) = \sum_{k=1}^{N} (\bar{u} - u_k)e^{-u_k\hat{x}_n} \leq \sum_{k=1}^{N} (\bar{u} - u_k) = C' \]

for \(n \geq N_0\) where \(N_0\) is given by Lemma 2. Hence,

\[(3.4) \quad 0 \leq L_n(\hat{x}_n) \leq C = \max\{L_{N+1}(\hat{x}_{N+1}), \ldots, L_{n_0}(\hat{x}_{n_0}), C'\} \]

and it follows from (3.3) that

\[(3.5) \quad 0 \leq R_n(\hat{x}_n) \leq C. \]

Thus, from (3.4), (3.5) and the definitions of \(L_n(\hat{x}_n)\) and \(R_n(\hat{x}_n)\), it follows that for each \(n\),

\[C \geq (\bar{u} - u_j)e^{-u_j\hat{x}_n}, \quad 1 \leq j \leq N \]

and

\[C \geq (u_j - \bar{u})e^{-u_j\hat{x}_n}, \quad N + 1 \leq j \leq n \]

or

\[C \geq |u_j - \bar{u}|e^{-u_j\hat{x}_n}, \quad 1 \leq j \leq n. \]
Thus,
\begin{equation}
\hat{x}_n \geq \frac{1}{u_j} \log \frac{|u_j - \bar{u}|}{C}, \quad 1 \leq j \leq n.
\end{equation}

Since $u_j \to +\infty$, there exists an $N_1$ such that $(u_{N_1} - \bar{u})/C > 1$ so that
\[ \log |u_{N_1} - \bar{u}|/C > 0. \]

Let
\[ \epsilon = u_{N_1}^{-1} \log |u_{N_1} - \bar{u}|/C > 0. \]

Since (3.6) holds for each $j \leq n$, fixing $j = N_1$, implies that (3.6) holds for all $n \geq N_1$. Hence $\hat{x}_n \geq \epsilon > 0$ for all $n \geq N_1$.

We will need Lemma 3 in the proof of Theorem 3 in the next section.

The following result illustrates some of the relationship between $\{\hat{x}_n\}$ and $H_\infty$.

**Lemma 4.** If $\lim \sup_n \hat{x}_n = +\infty$ then $H_\infty = +\infty$.

**Proof.** From (2.1), we see that
\[ H_n = \hat{x}_n \bar{u} + \lambda_n(\hat{x}_n) = \log \sum_{k=1}^{\hat{x}_n} \exp \{(\bar{u} - u_k)\hat{x}_n\}. \]

Since each of the terms in the above sum is positive, it follows that
\[ H_n \geq \log \exp \{(\bar{u} - u_k)\hat{x}_n\} = (\bar{u} - u_k)\hat{x}_n \]
so that $H_\infty \geq (\bar{u} - u_k)\hat{x}_n$ for each $n \geq N + 1$.

But $\lim \sup_n \hat{x}_n = +\infty$ implies immediately that $H_\infty = +\infty$.

4. **Unbounded sets.** We may now proceed to find necessary and sufficient conditions on $S$ for $H_\infty$ to be finite. It will be seen that the important factor for this will be the rate at which the sequence $\{u_n\}$ converges infinity. Theorem 3 gives a sufficient condition for $H_\infty$ to be infinite.

**Theorem 3.** If $\lim \sup_n \log n/u_n = +\infty$, then $H_\infty = +\infty$.

**Proof.** From (3.5), we note that there exists a $C > 0$ such that for every $n \geq N + 1$, $C \geq R_n(\hat{x}_n)$ or
\begin{equation}
Ce^{\hat{x}_n} \geq \sum_{k=N+1}^{n} u_k' e^{-\hat{x}_n u_k'}
\end{equation}
where $u_k' = u_k - \bar{u}$, $k = N + 1, N + 2, \ldots$. Furthermore, from Lemma 3, there exists an $N_1$ and $\epsilon > 0$ such that $\hat{x}_n > \epsilon$ or $\epsilon^{-1} > \hat{x}_n^{-1}$ for $n \geq N_1$. Since $u_k'$ is increasing, there exists an integer $M$ such that
\begin{equation}
u_k' \geq \epsilon^{-1} > \hat{x}_n^{-1}, \quad k \geq M, \quad n \geq N_1.
\end{equation}

We note that $ue^{-u_k}$ is a monotonically decreasing function in $u$ for $u > k^{-1}$ so that for $n$ fixed but arbitrary $u_k'e^{-\hat{x}_n u_k'}$ is strictly decreasing in $k$ for $u_k' > \hat{x}_n^{-1}$. (4.1) and (4.2) then imply that for $n \geq A = \max \{N_1, M\}$,
\[ Ce^{\hat{x}_n} \geq \sum_{k=A}^{n} u_k' e^{-u_k' \hat{x}_n} \geq (n - A + 1)u_n' e^{-\hat{x}_n u_n'} \]
\[ = (n - A + 1)(u_n - \bar{u}) \exp[-\hat{x}_n(u_n - \bar{u})] \]
or
\[ e^{x_n} \geq (n - A + 1)(u_n - \bar{u})/C \quad \text{as } n \to +\infty. \]

Hence
\[ \hat{x}_n \geq \frac{\log n}{u_n} + \frac{1}{u_n} \log \frac{(n - A + 1)(u_n - \bar{u})}{nC} \]
\[ = \frac{\log n}{u_n} + o(1) \quad \text{as } n \to +\infty. \]

This means that \( \lim \sup_n \hat{x}_n = +\infty \) and Lemma 4 immediately implies that \( H_\infty = +\infty \).

We are now ready to state the following result which together with Theorem 3 provides the necessary and sufficient conditions for \( H_\infty \) to be finite.

**Theorem 4.** Let \( \lim \sup_n \log n/u_n < +\infty \). Then \( H_\infty < +\infty \).

**Proof.** The first step in the proof is to show that the sequence \( \{\hat{x}_n\} \) is bounded. We assume that this is not true and show that this contradicts the inequality \( \bar{u} > u_1 \).

From Lemma 2, it is seen that for \( n \) sufficiently large, \( \hat{x}_n > 0 \). Hence, \( \{\hat{x}_n\} \) unbounded implies that there exists a subsequence \( \{\hat{x}_{n_j}\} \) such that \( \hat{x}_{n_j} \to +\infty \) as \( j \to +\infty \). We see from Theorem 1, that \( H_{n_j} \) is achieved by the set of probabilities
\[ P_{l,n_j} = \exp \left\{ -u_l \hat{x}_{n_j} - \hat{x}_{n_j} \hat{x}_{n_j} \right\} \]
\[ = \exp \left\{ -u_l \hat{x}_{n_j} / \sum_{k=1}^{n_j} \exp \left\{ -u_k \hat{x}_{n_j} \right\} \right\}, \quad l = 1, 2, \ldots, n_j \]
where \( \sum_{l=1}^{n_j} P_{l,n_j} u_l = \bar{u} \).

Then, for \( l > 1 \),
\[ P_{l,n_j} \leq \exp \left\{ -u_l \hat{x}_{n_j} / \exp \left\{ -u_1 \hat{x}_{n_j} \right\} \right\} \]
\[ = \exp \left\{ (u_1 - u_l) \hat{x}_{n_j} \right\} \to 0 \quad \text{as } n_j \to +\infty \]

since \( \hat{x}_{n_j} \to +\infty \).

Let \( 0 < \varepsilon < 1 \) be an arbitrary real number. Then there exists an \( N' \) such that for \( n_j > N' \), \( P_{2,n_j} < \varepsilon \). This implies that
\[ \exp \left\{ -u_2 \hat{x}_{n_j} \right\} \leq \varepsilon \sum_{k=1}^{n_j} \exp \left\{ -u_k \hat{x}_{n_j} \right\} \quad n_j > N' \]
so that for \( l \geq 2 \),
\[ \exp \left\{ -u_l \hat{x}_{n_j} \right\} = (\exp \left\{ -u_2 \hat{x}_{n_j} \right\})^{u_l/u_2} \]
\[ < \varepsilon^{u_l/u_2} \left( \sum_{k=1}^{n_j} \exp \left\{ -u_k \hat{x}_{n_j} \right\} \right)^{u_l/u_2} \quad n_j > N'. \]

From (4.3), (4.4), (4.5) and the fact that \( P_{1,n_j} \leq 1 \), for all \( n \); it is seen that
\[ \bar{u} < u_1 + \sum_{k=1}^{n_j} \varepsilon^{u_k/u_2} u_k \left( \sum_{l=1}^{n_j} \exp \left\{ -u_l \hat{x}_{n_j} \right\} \right)^{u_k/u_2 - 1}. \]
Now, $\lim \sup_n \log n/u_n < +\infty$ implies that there exists a $c > 0$ such that for all $n$,
\begin{equation}
\log n/u_n \leq c.
\end{equation}
This in turn implies that $e^{-c u_n} \leq n^{-1}$ or $e^{-2c u_n} \leq n^{-2}$ so that
\begin{equation}
\sum_{n=1}^{\infty} e^{-2c u_n} \leq \sum_{n=1}^{\infty} n^{-2} < +\infty.
\end{equation}
Since $x_{n_j} \to +\infty$, there exists an $N''$ such that $x_{n_j} > 2c$ for $n_j > N''$. Hence for $n_j > N''$
\begin{equation}
\sum_{i=1}^{n_j} \exp[-u_i x_{n_j}] \leq \sum_{i=1}^{n_j} \exp[-u_i x_{n_j}] \leq \sum_{i=1}^{\infty} e^{-2c u_i} = \beta < +\infty.
\end{equation}
We let $\eta = -\log \epsilon > 0$ and $\mu = \log \beta$. Then using (4.8) we see that (4.6) becomes
\begin{equation}
\tilde{u} < u_i + \sum_{k \geq 2} u_k \exp \left\{ -\eta \frac{u_k}{u_2} + \left( \frac{u_k}{u_2} - 1 \right) \mu \right\}
\end{equation}

\begin{equation}
= u_i + e^{-\mu} \sum_{k \geq 2} u_k \exp \left\{ -u_k (\eta - \mu)/u_2 \right\}, \quad n_j \geq M = \max \{N', N''\}.
\end{equation}
Let $\tau(\epsilon) = (\eta - \mu)/u_2 = -\log \epsilon/\beta/u_2$. Since $\beta$ is independent of $\epsilon$, we see that $\tau(\epsilon) \to +\infty$ as $\epsilon \to 0$. We limit the range of $\epsilon$ to $0 < \epsilon < \epsilon'$ where $\epsilon'$ is such that $\tau(\epsilon') > C/\log 3$ where $C$ is determined from (4.7). By noting that $u_k \exp[-(\tau(\epsilon))u_k]$ is decreasing in $k$ for $u_k > \tau(\epsilon')^{-1}$, we see from (4.7) and (4.9) that for $n_j \geq M$,
\begin{align*}
\tilde{u} &< u_i + e^{-\mu} \left[ u_k \exp[-u_k \tau(\epsilon)] + \sum_{k \geq 2} \frac{\log k}{C} \exp \left\{ -\left[ \frac{\log k}{C} \right] \tau(\epsilon) \right\} \right] \\
&\leq u_i + e^{-\mu} \left[ u_k \exp[-u_k \tau(\epsilon)] + \frac{1}{C} \sum_{k \geq 2} \left( \frac{1}{k} \right)^{\tau(\epsilon)/C-1} \right], \quad \epsilon \leq \epsilon', \quad n_j \geq M
\end{align*}
since $\log k \leq k$ for $k > 2$.

Hence, if $\epsilon$ is chosen sufficiently small so that $\tau(\epsilon) > 3C$, we see that
\begin{align*}
\tilde{u} &< u_i + e^{-\mu} u_k \exp[-u_k \tau(\epsilon)] + C^{-1} \sum_{k \geq 2} (k^{-1})^{\tau(\epsilon)/C-1} \\
&\leq u_i + e^{-\mu} u_k \exp[-u_k \tau(\epsilon)] + C^{-1} \sum_{k=1}^{\infty} (k^{-1})^{\tau(\epsilon)/C-1} \\
&= u_i + g(\epsilon) < +\infty \quad n_j \geq M.
\end{align*}
Since $g(\epsilon)$ converges for at least one value of $\epsilon$ and since $\tau(\epsilon) \to +\infty$ as $\epsilon \to 0$, we see that $g(\epsilon) \to 0$ as $\epsilon \to 0$ and it follows immediately that $\tilde{u} \leq u_i$. This contradicts the fact that $\tilde{u} > u_i$ so that \{\hat{x}_n\} is bounded. For each $n$, we note that
\begin{equation}
\sum_{k=1}^{n} (\tilde{u} - u_k) e^{-u_k \hat{x}_n} = \sum_{n=N+1}^{n} (u_k - \tilde{u}) e^{-u_k \hat{x}_n}.
\end{equation}
Since the sequence \{\hat{x}_n\} is bounded we see that for some constant $C$ and each $n \geq N + 1$,
\begin{align*}
C &\geq \sum_{k=1}^{n} (\tilde{u} - u_k) e^{-u_k \hat{x}_n} = \sum_{k=N+1}^{n} (u_k - \tilde{u}) e^{-u_k \hat{x}_n} \geq (u_{N+1} - \tilde{u}) \sum_{k=N+1}^{n} e^{-u_k \hat{x}_n}
\end{align*}
or
\[ C/(u_{N+1} - \bar{u}) \geq \sum_{k=N+1}^{n} e^{-u_{k}^{2}}. \]

Hence for some constant \( C_{1} \),
\[ C_{1} \geq \sum_{k=1}^{n} e^{-u_{k}^{2}} \quad n \geq N + 1. \]

But this implies that
\[ H_{n} = \dot{x}_{n} \bar{u} + \log \sum_{k=1}^{n} e^{-u_{k}^{2}} \leq \dot{x}_{n} \bar{u} + \log C_{1} \leq M \bar{u} + \log C_{1} < +\infty \]
where \( M \) is an upper bound for the sequence \( \{\dot{x}_{n}\} \).

From Corollary 1, we see that \( H_{\infty} = \lim_{n \to \infty} H_{n} < +\infty \), which proves the theorem.

The previous theorem gives a sufficient condition for \( H_{\infty} \) to be finite but does not provide means to find this value apart from evaluating the limit. Theorem 5 will provide the means to do this under certain conditions. We will first need the following lemma:

**Lemma 5.** Let \( \lim \sup \log n/u_{n} = \gamma (\leq +\infty) \). Then \( \sum e^{-u_{k}^{2}} \) and \( \sum u_{n}^{x} e^{-u_{k}^{2}} \) diverge for \( x < \gamma \) and converge for \( x > \gamma \) for each integer \( n \).

**Proof.** We first prove that \( \sum_{k=1}^{\infty} e^{-u_{k}^{2}} \) converges for \( x > \gamma \). Let \( \varepsilon > 0 \) be arbitrary. Then, by the definition of \( \gamma \), there exists an \( n_{0}(\varepsilon) \) such that
\[ \log k/u_{k} \leq \gamma + \varepsilon, \quad k \geq n_{0}(\varepsilon). \]

Hence, for any \( x > 0 \),
\[ \frac{x}{\gamma + \varepsilon} \log k \leq u_{k} x, \quad k \geq n_{0}(\varepsilon) \]
or
\[ e^{-u_{k}^{2}} \leq (k^{-1})^{x/\gamma + \varepsilon}, \quad k \geq n_{0}(\varepsilon). \]

Thus, for each \( m > n_{0}(\varepsilon) \)
\[ \sum_{k=n_{0}}^{m} e^{-u_{k}^{2}} \leq \sum_{k=n_{0}}^{m} (k^{-1})^{x/\gamma + \varepsilon} < \sum_{k=n_{0}}^{\infty} (k^{-1})^{x/\gamma + \varepsilon}. \]

This implies that \( \sum_{k=n_{0}}^{\infty} e^{-u_{k}^{2}} < +\infty \) for \( x > \gamma + \varepsilon \). Since \( \varepsilon \) is arbitrary, we see that the series converges for each \( x > \gamma \). To show that \( \sum_{k=1}^{\infty} e^{-u_{k}^{2}} \) diverges for \( x < \gamma \) we will need the following lemma:

**Lemma (Kronecker's lemma).** Let \( \{a_{k}\} \) be a sequence of non-decreasing real numbers such that \( \lim_{k \to +\infty} a_{k} = +\infty \). Let \( x_{k} \) be an arbitrary sequence of real numbers. If \( \sum_{k=1}^{\infty} x_{k}/a_{k} \) converges, then \( \lim_{n \to \infty} \sum_{k=1}^{n} x_{k}/a_{n} = 0 \).

We can assume without loss of generality that \( \gamma > 0 \) since for \( x < 0 \), \( \sum_{k=1}^{\infty} e^{-u_{k}^{2}} \) diverges. Suppose for purpose of reaching a contradiction that \( \sum_{k=1}^{x_{0}} e^{-u_{k}^{2}} < +\infty \) for some \( x_{0} \) such that \( 0 < x_{0} < \gamma \). Let \( a_{k} = e^{u_{k}^{2}} \) and \( x_{k} = 1 \). Then
\[ \sum_{k=1}^{x_{0}} x_{k}/a_{k} = \sum_{k=1}^{x_{0}} e^{-u_{k}^{2}} < +\infty. \]
By Kronecker's lemma this implies that
\[ \lim_{n \to \infty} a_k^{-1} \sum_{k=1}^{n} x_k = 0 \]
or
\[ \lim_{n \to \infty} e^{-u_k x_n} = 0. \]
Hence for \( n > N_0, e^{-u_k x_n} \cdot n < 1. \)
Taking the logarithm of both sides, we see that this implies that
\[ \log n/u_n < x_0 < \gamma \]
which contradicts the definition of \( \gamma. \) It can be noted here that nothing can be said about convergence or divergence of \( \sum_{k=1}^{\infty} e^{-u_k} \) since examples of both cases exist. The rest of the lemma now follows easily from what has been shown.
\[ \sum_{k=1}^{\infty} u_k^n e^{-u_k x} > u_1^n \sum_{k=1}^{\infty} e^{-u_k x} \]
implies that the left-hand side diverges for \( x < \gamma. \) To prove convergence for \( x > \gamma, \) we let \( x' \) be some number such that \( \gamma < x' < x. \) Then
\[ \sum_{k=1}^{\infty} e^{-u_k x'} = \sum_{k=1}^{\infty} e^{-u_k x'} \exp[u_k(x - x')] \geq \sum_{k=1}^{\infty} \frac{u_k^n(x - x')^n}{n!} e^{-u_k x} \]
\[ = \frac{(x - x')^n}{n!} \sum_{k=1}^{\infty} u_k^n e^{-u_k x} \]
since \( e^x \geq x^n/n! \) for \( x > 0. \) The left-hand side of the above inequality converges for \( x' > \gamma \) and hence so does the right-hand side.

**Theorem 5.** Suppose that \( \lim \sup_n \log n/u_n = \gamma < +\infty \) and \( \sum_{k=1}^{\infty} u_k e^{-u_k} = +\infty. \) Then there exists an \( x_m < +\infty \) such that

(i) \( x_m = \lim_{n \to \infty} x_n \)
(ii) \( H_m = u x_m + \lambda(x_m) \) where
\[ \lambda(x_m) = \log \sum_{k=1}^{\infty} e^{-u_k x_m} \]
and
(iii) \( H_m \) is attained by the random variable \( X \) where \( P[X = u_k] = \exp[-u_k x_m - \lambda(x_m)] \) for \( k = 1, 2, \ldots. \)

**Proof.** In the proof of Theorem 4, we have already seen that the sequence \( \{x_n\} \) is bounded. Now every bounded sequence of real of numbers has an accumulation point. Let \( x_0 \) be such a point. We will show first that \( x_0 > \gamma. \) Let \( \{x_{n_j}\} \) be a subsequence of \( \{x_n\} \) which converges to \( x_0. \) Then for arbitrary \( \varepsilon > 0, \) there exists an \( n(\varepsilon) \) such that
\[ x_{n_j} \leq x_0 + \varepsilon \]
\[ n_j \geq n(\varepsilon). \]
Combining statements (4.10) and (4.11) we see that there exists a constant \( K \) such that for each \( n, \)
\[ K \geq \sum_{k=1}^{n} u_k e^{-u_k x_n} \]
so that for \( n_j \geq n_0(\varepsilon) \)

\[
K \geq \sum_{k=1}^{n_j} u_k \exp[-u_k(x_0 + \varepsilon)]
\]

for each \( \varepsilon > 0 \). Thus letting \( n_j \to +\infty \) gives

\[
K \geq \sum_{k=1}^{n_0} u_k \exp[-u_k(x_0 + \varepsilon)] , \quad \varepsilon > 0 .
\]

Now, for each fixed \( n \)

\[
K \geq \sum_{k=1}^{n} u_k \exp[-u_k(x_0 + \varepsilon)] \geq e^{-u \varepsilon} \sum_{k=1}^{n} u_k e^{-u_k x_0} , \quad \varepsilon > 0 .
\]

or

\[
e^{u \lambda} K \geq \sum_{k=1}^{n} u_k e^{-u_k x_0} , \quad \varepsilon > 0 .
\]

Letting \( \varepsilon \to 0 \) gives

\[
K \geq \sum_{k=1}^{n} u_k e^{-u_k x_0} .
\]

This is true for each \( n \), so we see that

\[
\sum_{k=1}^{\infty} u_k e^{-u_k x_0} < +\infty .
\]

Since we have assumed that \( \sum_{k=1}^{\infty} u_k e^{-u_k x} = +\infty \) it is easily seen that \( x_0 > \gamma \).

Next we show that

\[
\sum_{k=N}^{n} (u_k - \bar{u}) \exp[-u_k \hat{x}_{n_j}] \to \sum_{k=N}^{\infty} (u_k - \bar{u}) e^{-u_k x_0}
\]

where \( \hat{x}_{n_j} \to x_0 \).

Let \( \epsilon > 0 \) be given. Then there exists \( N_1 \) such that for all \( n \geq N_1 \),

\[
\sum_{k=n}^{\infty} (u_k - \bar{u}) \exp[-u_k(x_0 + \gamma)/2] < \epsilon/3
\]

since the series converges for all \( x > \gamma \). We note that this also implies that

\[
\sum_{k=n}^{\infty} (u_k - \bar{u}) e^{-u_k x} < \epsilon/3 \text{ for all } x \geq (x_0 + \gamma)/2 .
\]

Thus for \( n \geq N_1 \)

\[
\left| \sum_{k=N+1}^{n} (u_k - \bar{u}) \exp[-u_k \hat{x}_{n_j}] - \sum_{k=N+1}^{\infty} (u_k - \bar{u}) e^{-u_k x_0} \right|
\]

\[
\leq \left| \sum_{k=N+1}^{n} (u_k - \bar{u}) \exp[-u_k \hat{x}_{n_j}] - e^{-u_k x_0} \right| + \left| \sum_{k=N+1}^{\infty} (u_k - \bar{u}) e^{-u_k x_0} \right|
\]

Since \( \hat{x}_{n_j} \to x_0 \), there exists an \( N_2 \) such that for \( x_{n_j} \geq N_2, \hat{x}_{n_j} \geq (x_0 + \gamma)/2 \).

Similarly there exists an \( N_3 \) such that the first term on the right-hand side above is smaller than \( \epsilon/3 \) for \( n_j \geq N_3 \). Hence for \( n_j \geq \max(N_1, N_2, N_3) \) we see that the right-hand side may be made less than \( \epsilon \). It can now be shown that the limit point is unique.

Now, every bounded sequence of real numbers has an accumulation point. Let \( x_i \) be such a point. We will show that it is unique: Suppose \( x_2 \neq x_1 \) is also an accumulation point. We may assume without loss of generality that \( x_i > x_1 \). There must exist subsequences \( \{\hat{x}_{n_j}\} \) and \( \{\hat{x}_{n_j}\} \) of \( \{\hat{x}_n\} \) which converge to \( x_1 \) and \( x_2 \), respectively. Since

\[
\sum_{k=1}^{n} (u_k - \bar{u}) e^{-u_k \hat{x}_n} = \sum_{k=N+1}^{\infty} (u_k - \bar{u}) e^{-u_k \hat{x}_n}
\]

for each \( n \), this is true in particular each \( n_j \) and \( m_j \). Taking the limits of both
sides in (4.12) as $j \to +\infty$, we see that
\begin{equation}
\sum_{k=1}^{N} (\bar{u} - u_k)e^{-u_k x_k} = \sum_{k=N+1}^{\infty} (u_k - \bar{u})e^{-u_k x_1}
\end{equation}
and
\begin{equation}
\sum_{k=1}^{N} (\bar{u} - u_k)e^{-u_k x_2} = \sum_{k=N+1}^{\infty} (u_k - \bar{u})e^{-u_k x_2}.
\end{equation}
Multiplying (4.13) by $e^{x_2}$ and (4.14) by $e^{x_2}$, and taking the difference, we get
\begin{equation}
\sum_{k=1}^{N} (\bar{u} - u_k)[\exp[(\bar{u} - u_k)x_1] - \exp[(\bar{u} - u_k)x_2]] = \sum_{k=N+1}^{\infty} (u_k - \bar{u})[\exp[(\bar{u} - u_k)x_1] - \exp[(\bar{u} - u_k)x_2]].
\end{equation}
Since $x_2 > x_1$, we see that the left side of (4.15) is negative and the right side is positive. This is a contradiction and the accumulation point is unique. We now let $x_\infty = \lim_{n \to \infty} x_n$ and result (i) has been shown. Now,
\[ H_n = \hat{x}_n \bar{u} + \log \sum_{k=1}^{n} e^{-x_k \hat{x}_n} \]
implies that, as $n \to \infty$
\[ H_n \to x_\infty \bar{u} + \log \sum_{k=1}^{\infty} e^{-x_k x_\infty} = \bar{H}.
\]
To see that $\bar{H}$ is finite, we note from (4.11) that
\[ \sum_{k=1}^{\infty} e^{-x_k x_\infty} \leq [u_{N+1} - \bar{u}]^{-1} \sum_{k=N+1}^{\infty} (u_k - \bar{u})e^{-u_k x_\infty} < +\infty. \]
We apply Corollary 1 and see that
\[ H_\infty = \lim_{n \to \infty} H_n = \bar{H} < +\infty \]
which is result (ii). Finally, statement (iii) can be verified by direct calculation. We can now use Lemma 1 to extend the results of Theorems 3, 4, and 5:

**Theorem 6.** Let $S = \{u_n\}$, $n = 1, 2, \ldots$ be an arbitrary increasing sequence of real numbers such that $\lim_{n \to \infty} u_n = +\infty$ and let $u_1 < \bar{u}$. Then $H_\infty$ is finite if and only if $\lim_{n \to \infty} \sup \log n/u_n < +\infty$.

The proof of this statement will follow directly from Lemma 1. We note also that it has been no restriction to consider only increasing sequences of real numbers. If $u_n \to -\infty$ as $n \to +\infty$, we need only consider the sequence of points $v_k = -u_k$ and $\bar{v} = -\bar{u}$ and apply the previous results to this new set of points.

5. **Bounded sequences.** If the set of points $\{u_k\}$ is bounded from above as well as below, the situation becomes somewhat simpler. Theorem 7 gives a complete solution to this problem.

**Theorem 7.** Let $S = \{u_n\}$ be a strictly increasing sequence of real numbers such that $\lim_{k \to \infty} u_k = C < +\infty$. Let $\bar{u}$ be such that $u_1 < \bar{u} < c$. Then $H_\infty = +\infty$.

**Proof.** We may assume without loss of generality that $u_1 > 0$. Since $u_k \to C$ as $k \to +\infty$, there exists an $N$ such that $u_N \leq \bar{u} < u_{N+1}$.
Let $j$ be an arbitrary positive integer. We define $\bar{v}_j = (u_{N+1} + \cdots + u_{N+j})/j$ and $p = (\bar{u} - u_i)/j(\bar{v}_j - u_i)$.

Letting
\[
p_k = 1 - jp \quad k = 1
\]
\[
= p \quad N + 1 \leq k \leq N + j
\]
\[
= 0 \quad \text{otherwise},
\]
we see that
\[
\sum_{k=1}^{\infty} p_k = (1 - jp) + \sum_{k=1}^{j} p_{N+k} = 1 - jp + jp = 1
\]
and
\[
\sum_{k=1}^{\infty} p_k u_k = (1 - jp)u_i + \sum_{k=1}^{j} u_{N+k} p
\]
\[
= (1 - jp)u_i + pj\bar{v}_j
\]
\[
= u_i + jp(\bar{v}_j - u_i) = u_i + \frac{\bar{u} - u_i}{\bar{v}_j - u_i} (\bar{v}_j - u_i) = \bar{u}.
\]

Since $0 \leq p_k \leq 1$ for all $k$, we see that
\[
H_\infty \geq - \sum_{k=1}^{\infty} p_k \log p_k \geq - \sum_{k=1}^{j} p_{N+k} \log p_{N+k}
\]
\[
= -jp \log p = \frac{\bar{u} - u_i}{\bar{v}_j - u_i} \left\{ \log j + \log \frac{\bar{v}_j - u_i}{\bar{u} - u_i} \right\}.
\]

Since $\bar{u} < \bar{v}_j < c$ for all $j$ and since $j$ is arbitrary we see that $H_\infty = +\infty$. More general bounded sets $S$ may be treated by choosing appropriate subsequences of $S$ and applying the results of Theorem 7 to show that $H_\infty = +\infty$ for $S$.
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