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For a simulated annealing process $X_{t}$ on $S$ with transition rates $q_{i j}(t)=p_{i j} \exp (-(U(i, j)) / T(t))$ where $i, j \in S$ and $T(t) \downarrow 0$ in a suitable way, we study the exit distribution $P_{t, i}\left(X_{\tau}=a\right)$ and mean exit time $E_{t, i}(\tau)$ of $X_{t}$ from a cycle $c$ as $t \rightarrow \infty$. A cycle is a particular subset of $S$ whose precise definition will be given in Section 1. Here $\tau$ is the exit time of the process from $c$ containing $i$ and $a$ is an arbitrary state not in $c$. We consider the differential (backward) equation of $P_{t, i}\left(X_{\tau}=a\right)$ and $E_{t, i}(\tau)$ and show that $\lim _{t \rightarrow \infty} P_{t, i}\left(X_{\tau}=a\right) / \exp (-(U(c, a)-V(c)) / T(t))$ and $\lim _{t \rightarrow \infty} E_{t, i}(\tau) / \exp (V(c) / T(t))$ exist and are independent of $i \in c$. The constant $U(c, a)$ is usually referred to as the cost from $c$ to $a$ and $V(c)$, $(\leq U(c, a))$ is the minimal cost coming out of $c$. We also obtain estimates of $\left|P_{t, i}\left(X_{\tau}=a\right)-P_{t, j}\left(X_{\tau}=a\right)\right|$ and $\left|E_{t, i}(\tau)-E_{t, j}(\tau)\right|$ for $i \neq j$ as $t \rightarrow \infty$. As an application, we shall show that similar results hold for the family of Markov processes with transition rates $q_{i j}^{\varepsilon}=p_{i j} \exp (-U(i, j) / \varepsilon)$ where $\varepsilon>0$ is small.

1. Introduction. On a finite set $S=\{1,2, \ldots, M\}$, consider a (time) inhomogeneous Markov chain $X_{t}$ with the following transition rates:

$$
q_{i j}(t)= \begin{cases}p_{i j} \exp \left(-\frac{U(i, j)}{T(t)}\right), & \text { for } j \neq i  \tag{1.1}\\ -\sum_{k \neq i} q_{i k}(t), & \text { for } j=i\end{cases}
$$

where $P=\left(p_{i j}\right)$ is an irreducible neighborhood choosing matrix with nonnegative entries, $U(i, j)$ is an arbitrary (cost) function from $S \times S$ to [0, $\infty$ ] and $T(t)>0$ is a suitable temperature function converging to 0 . Originally, $U(i, j)=[U(j)-U(i)]^{+}$in (1.1) and such a chain is called a simulated annealing process ([7], [8], [9] and [11]). We shall, however, abuse the name and call any Markov process of the form (1.1) a simulated annealing process. For convenience, we always assume $p_{i j}=0$ if and only if $U(i, j)=\infty$. We refer readers to [7], [11] and [16] for some of their applications and motivation.

In [3] and [4], the asymptotic behavior of processes (1.1) was obtained by solving the associated forward equation. Indeed, if $F_{i}(t)=P\left(X_{t}=i\right)$ and $\lambda(t)=\exp (-1 / T(t))$, then the forward equation of $X_{t}$ takes the following

[^0]form:
\[

$$
\begin{equation*}
\dot{F}(t)=Q^{T}(t) F(t) \tag{1.2}
\end{equation*}
$$

\]

where $Q^{T}(t)$ is the transpose of $\left(q_{i j}(t)\right)$ in (1.1), and there are constants $\beta_{i}>0$ and a certain function $h$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} F_{i}(t) / \lambda(t)^{h(i)}=\beta_{i} \tag{1.3}
\end{equation*}
$$

for any initial distribution $X_{0}$. The function $h$ depends only on $U$ and $h(i)=$ $U(i)-\min U$ in the potential case, that is, $U(i, j)=[U(j)-U(i)]^{+}$for some potential function $U$. For a more probabilistic approach, see [1], [9] and [10]. In this paper we shall study, by solving backward equations, the behavior of (1.1) before the limit (1.3) is reached for low temperatures. This method is new and powerful in the sense that it can solve both the exit distribution and mean exit time problems simultaneously. Moreover, it yields finer estimates than the probabilistic methods ([2] and [13]). To describe our method, let $c$ be a subset of $S$ and " $\alpha$ " an (absorbing) state not in $c$. Later, we shall consider only cycles which are in some sense "nice" subsets of $S$ and its definition will be given below. Let $x_{i}(t)=P_{t, i}\left(X_{\tau}=a\right)$ and $y_{i}(t)=E_{t, i}(\tau)$ where $\tau$ in the first exit time from $c, P_{t, i}$ is the distribution and $E_{t, i}$ is the expectation of a simulated annealing process starting at time $t$ from $i \in c$. The differential (backward) equations associated with $x_{i}(t)$ and $y_{i}(t)$ take the following forms, respectively:

$$
\begin{align*}
\dot{x}_{i}(t) & =-\sum_{j \in c} q_{i j}(t) x_{j}(t)-q_{i a}(t), \quad i \in c,  \tag{1.4}\\
\dot{y}_{i}(t) & =-\sum_{j \in c} q_{i j}(t) y_{j}(t)-1, \quad i \in c . \tag{1.4}
\end{align*}
$$

In matrix notation, we have

$$
\begin{aligned}
& \dot{x}_{c}(t)=-Q_{c}(t) x_{c}(t)-Q_{c, a}(t), \\
& \dot{y}_{c}(t)=-Q_{c}(t) y_{c}(t)-\mathbf{1},
\end{aligned}
$$

where $x_{c}$ and $y_{c}$ are the column vectors of $x_{i}$ and $y_{i}, i \in c, Q_{c}$ is the submatrix of $Q$ restricted to $c$ and $Q_{c, a}$ is the column vector of $q_{i a}, i \in c$. In Sections 2 and 3 , we shall use (1.4) and (1.4)' to establish results of the following type: there exist some positive constants $\alpha, \alpha^{\prime}, \theta, \theta^{\prime}$ and $\gamma$, such that for any $i, j \in c$,

$$
\lim _{t \rightarrow \infty} \frac{x_{i}(t)}{\lambda^{\alpha}(t)}=\theta>0, \quad\left|x_{i}(t)-x_{j}(t)\right|=O\left(\lambda^{\alpha+\gamma}(t)\right)
$$

and

$$
\lim _{t \rightarrow \infty} \frac{y_{i}(t)}{\lambda^{-\alpha^{\prime}}(t)}=\theta^{\prime}>0, \quad\left|y_{i}(t)-y_{j}(t)\right|=O\left(\lambda^{-\alpha^{\prime}+\gamma}(t)\right) .
$$

To precisely describe our results, we shall briefly recall the definition of cycles and state some technical assumptions on (1.1). Please see [3] and [9] for their origins and necessity. Let $U$ be a cost function on $S$ as in (1.1). Let $V(i)=\min _{j \neq i} U(i, j)$. We start with such a triplet $\left(S^{0}, U^{0}, V^{0}\right)=(S, U, V)$.

For two different states $i, j \in S^{0}$, we say that $i \rightarrow j$ if there exists a path $i=i_{0}, i_{1}, \ldots, i_{n}=j$ such that $U\left(i_{k}, i_{k+1}\right)=V\left(i_{k}\right)$ for each $0 \leq k \leq n-1$. A state $i \in S^{0}$ is called minimal if $j \rightarrow i$ whenever $i \rightarrow j$. It follows that if $i$ is minimal and $i \rightarrow j$, then $j$ is also minimal and $j \rightarrow i$. Two states $i$ and $j$ in $S^{0}$ are said to be equivalent $(i \leftrightarrow j$ ) if either $i=j$ or if $i \rightarrow j$ and $j \rightarrow i$. It is easy to see that " $\leftrightarrow$ " is an equivalence relation and if an equivalence class has one minimal state, all the states in this class are minimal. We shall call equivalence classes that consist of minimal states a (nontrivial) cycle. A state which is not minimal will also be called a (trivial) cycle. Hence a cycle is either an equivalence class under " $\leftrightarrow$ " consisting of all minimal states or only nominal and consisting of only one nonminimal state. Let $S^{1}$ be the collection of all the cycles thus formed. We next define $U^{1}(\cdot, \cdot)$ and $V^{1}$ on $S^{1}$ as follows. For $c$ and $\widetilde{c}$ in $S^{1}$, let

$$
\begin{gather*}
d^{1}(c)=\max _{i \in c} V^{0}(i),  \tag{1.5}\\
U^{1}(c, \tilde{c})=d^{1}(c)+\min _{\substack{i \in c \\
j \in \widetilde{c}}}\left(U^{0}(i, j)-V^{0}(i)\right) \quad \text { and } \quad V^{1}(c)=\min _{c^{\prime} \neq c} U^{1}\left(c, c^{\prime}\right) . \tag{1.6}
\end{gather*}
$$

Finally, let

$$
\begin{equation*}
J^{1}(c)=V^{1}(c)-d^{1}(c) . \tag{1.7}
\end{equation*}
$$

We thus have a new triplet ( $S^{1}, U^{1}, V^{1}$ ) and ( $S^{n}, U^{n}, V^{n}$ ) can then be defined inductively until $S^{N+1}$ becomes a singleton for some $N$. An example is given to illustrate the process to form $\left(S^{k}, U^{k}\right), k=1,2, \ldots, N$ in the Appendix. Elements in $S^{n}$ shall be called $n$th order cycles in the sequel but the 0 th order cycles will still be called "states." In theory, elements in $S^{n}, n \geq 1$, can be equivalence classes of equivalence classes and the statement that a state $i \in c^{n}$ where $c^{n} \in S^{n}$ does not necessarily make sense. However, we shall abuse the notation and say that a state $i$ belongs to $c^{n}$ if there are $k$ th order cycles $c^{k} \in S^{k}, k=1, \ldots, n-1$ such that $i \in c^{1} \in \cdots \in c^{n}$. Such a chain of cycles is unique if it exists. The functions $d^{n}$ and $J^{n}$ for $n$th order cycles in $S^{n}$ are similar: For $c \in S^{n}$,

$$
\begin{equation*}
d^{n}(c)=\max _{\widetilde{c} \in c}\left(V^{n-1}(\widetilde{c})\right) \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
J^{n}(c)=V^{n}(c)-d^{n}(c) . \tag{1.9}
\end{equation*}
$$

For convenience, we inductively define the cost between a cycle and a state: for $c \in S^{n}$ and $i \in S, i \notin c$,

$$
U^{n}(c, i)=d^{n}(c)+\min _{\widetilde{c} \in c}\left(U^{n-1}(\widetilde{c}, i)-V^{n-1}(\widetilde{c})\right) .
$$

A technical condition we shall always assume throughout the paper on $\lambda(t)=\exp (-1 / T(t))$ is the following:

$$
\begin{equation*}
\dot{\lambda}(t) / \lambda(t)=o\left(\lambda(t)^{d^{N+1}\left(S^{N+1}\right)}\right) \quad \text { and } \quad \lambda(t) \rightarrow 0 \text { as } t \rightarrow \infty . \tag{1.10}
\end{equation*}
$$

(See [4] or [8] for a reason.)

The results can now be described as follows.
Theorem 1.1. Let $X_{t}$ be a simulated annealing process on $S$ satisfying (1.10). For any states $i, j$ in an $n$th order cycle $c \in S^{n}, 0 \leq n \leq N$, and $a \notin c$, we have the following:

$$
\begin{align*}
& \lim _{t \rightarrow \infty} P_{t, i}\left(X_{\tau}=a\right) / \lambda^{\alpha}(t)=\theta \quad \text { where } \theta \text { is a positive constant }  \tag{i}\\
& \text { independent of } i
\end{align*}
$$

$$
\begin{equation*}
\left|P_{t, i}\left(X_{\tau}=a\right)-P_{t, j}\left(X_{\tau}=a\right)\right|=O\left(\lambda^{\gamma(i, j)+\alpha}(t)\right) \quad \text { as } t \rightarrow \infty . \tag{ii}
\end{equation*}
$$

Here $\tau$ is the exit time from $c, \alpha=U^{n}(c, a)-V^{n}(c)$ and $\gamma(i, j)=$ $\sum_{r=k(i, j)}^{n} J^{r}\left(c^{r}\right)$ where $c^{k(i, j)} \in S^{k(i, j)}$ is the cycle of the lowest order that contains both $i$ and $j$ and $c^{k(i, j)} \in c^{k(i, j)+1} \in \cdots \in c^{n}=c$.

Remark. The above statement (i) precisely describes the exit distribution from cycles when $t$ is large. It is also obvious that from (i) with overwhelming probability, the process will exit to those states $a \in S$ where $U^{n}(c, a)=V^{n}(c)$.

Theorem 1.1'. Let $X_{t}, c, \tau, \gamma$ and $\alpha$ be as in Theorem 1.1. Then for any $i, j \in c$, we have the following:

$$
\begin{align*}
& \lim _{t \rightarrow \infty} E_{t, i}(\tau) / \lambda^{-V^{n}(c)}(t)=\delta \quad \text { where } \delta \text { is a positive constant in- }  \tag{i}\\
& \text { dependent of } i ;
\end{align*}
$$

$$
\begin{equation*}
\left|E_{t, i}(\tau)-E_{t, j}(\tau)\right|=O\left(\lambda^{-V^{n}(c)+\gamma(i, j)}(t)\right) \quad \text { as } t \rightarrow \infty . \tag{ii}
\end{equation*}
$$

If $c$ is an arbitrary set of $S$, our method is still valid but the expression of $h$ will be much more complicated and it will also depend on the starting state $i$. We shall only concentrate on the cycle case. Our analysis actually asserts that the first-order approximation of the asymptotic behaviors of $x_{i}(t)$ and $y_{i}(t)$ can be obtained by first equating $\dot{x}_{c(t)}$ and $\dot{y}_{c(t)}$ to 0 in (1.4) and (1.4)', respectively, and then by solving the systems of linear (variable coefficient) inhomogeneous equations: for $i \in c$ and $a \notin c$,

$$
\begin{align*}
& 0=-\sum_{j \in c} q_{i j}(t) x_{j}(t)-q_{i a}(t) \quad \text { as } t \rightarrow \infty,  \tag{1.11}\\
& 0=-\sum_{j \in c} q_{i j}(t) y_{j}(t)-1 \quad \text { as } t \rightarrow \infty \tag{1.11}
\end{align*}
$$

Equations (1.11) and (1.11)' are actually the equations corresponding to the same problem for a family of homogeneous Markov chains $X_{t}^{\varepsilon}$ with transition rates

$$
q_{i j}^{\varepsilon}= \begin{cases}p_{i j} \exp \left(-\frac{U(i, j)}{\varepsilon}\right), & \text { for } j \neq i  \tag{1.12}\\ -\sum_{k \neq i} q_{i k}^{\varepsilon}, & \text { for } j=i\end{cases}
$$

where $\varepsilon>0$ is fixed. Indeed, let $x_{i}^{\varepsilon}=P_{i}^{\varepsilon}\left(X_{\tau}=a\right)$ and $y_{i}^{\varepsilon}=E_{i}^{\varepsilon}(\tau)$. Then we have

$$
\begin{align*}
& 0=-\sum_{j \in c} q_{i j}^{\varepsilon} x_{j}^{\varepsilon}-q_{i a}^{\varepsilon}  \tag{1.13}\\
& 0=-\sum_{j \in c} q_{i j}^{\varepsilon} y_{j}^{\varepsilon}-1 \tag{1.13}
\end{align*}
$$

Theorems 1.1 and $1.1^{\prime}$ can then be translated to processes (1.12) without any change.

ThEOREM 1.2. Let $X_{t}^{\varepsilon}$ be the family of Markov chains with transition rates (1.12). For any states $i, j$ in an nth order cycle $c \in S^{n}, 0 \leq n \leq N$, and $a \notin c$, we have:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} P_{i}^{\varepsilon}\left(X_{\tau}=a\right) / \exp (-\alpha / \varepsilon)=\theta>0 \tag{i}
\end{equation*}
$$

(ii) $\quad\left|P_{i}^{\varepsilon}\left(X_{\tau}=a\right)-P_{j}^{\varepsilon}\left(X_{\tau}=a\right)\right|=O(\exp [-(\gamma(i, j)+\alpha) / \varepsilon])$ as $\varepsilon \rightarrow 0$.

Here $\varepsilon, \alpha, \theta$ and $\gamma$ are defined in Theorem 1.1.
Theorem 1.2'. Let $X_{t}^{\varepsilon}, c$ and $\tau$ be as in Theorem 1.2. Then for any $i, j \in c$, we have the following:
(i) $\lim _{\varepsilon \rightarrow 0} E_{i}^{\varepsilon}(\tau) / \exp \left(V^{n}(c) / \varepsilon\right)=\delta \quad$ where $\delta$ is the same as in Theorem 1.1';

$$
\begin{equation*}
\left|E_{i}^{\varepsilon}(\tau)-E_{j}^{\varepsilon}(\tau)\right|=O\left(\exp \left(V^{n}(c)-\gamma(i, j)\right) / \varepsilon\right) \quad \text { as } \varepsilon \rightarrow 0 \tag{ii}
\end{equation*}
$$

Processes of the form (1.12) have been studied extensively in [6]. In the context of metastability, this form was studied more recently in [12] and [14] for the case where $U$ is the positive part of the Hamiltonian difference of stochastic Ising models with a small external field. Let $H(\sigma)=-\frac{1}{2} \sum_{|x-y|=1} \sigma(x) \sigma(y)-$ $(h / 2) \sum_{x} \sigma(x)$ where $\sigma$ is a configuration on $\Lambda_{N}=\left\{1, \ldots, N^{2}\right\}, \sigma(x)=1$ or -1 for $x \in \Lambda_{N}$ and $h$ is assumed positive. At a fixed temperature $T$, the Gibbs state is given by $\mu_{T}(\sigma)=(1 / z) \exp (-H(\sigma) / T)$. For any fixed $N$ and $T \rightarrow 0$, $\mu_{T}$ concentrates its mass on the configuration with all positive spins, which will be denoted by $+\underline{1}$. The Metropolis algorithm in this set-up is a continuous time Markov chain on the space of all configurations where the transition is only possible between configurations which differ at only one site:

$$
q\left(\eta, \eta^{x}\right)=\exp -\left(\frac{H\left(\eta^{x}\right)-H(\eta)}{T}\right)^{+}
$$

where

$$
\eta^{x}(y)= \begin{cases}\eta(y), & \text { if } x \neq y \\ -\eta(y), & \text { if } x=y\end{cases}
$$

Obviously, the Metropolis algorithm is reversible with respect to $\mu_{T}$, and starting from any configuration (particularly -1) will thus result in a neighborhood of $+\underline{1}$ for $T$ small. The physical interest in this phenomenon is the behavior of the process from $-\underline{1}$ to $+\underline{1}$. It was shown in [12] that for small $h$ and $T$, if the Metropolis algorithm starts from $-\underline{1}$, it stays close to $-\underline{1}$ for a long time while small rectangles of +1 's appear and disappear at various places in the lattice. Then all of a sudden a big rectangle (critical droplet) appears and, in a relatively short period of time, nucleates to the configuration with all +1 's. The precise size of the critical droplet and time needed to form a critical droplet were also calculated in [12]. In the language of cycles, we shall describe the process as follows.

Let $S^{0}$ be the space of all configurations and $U\left(\eta, \eta^{x}\right)=\left(H\left(\eta^{x}\right)-H(\eta)\right)^{+}$. Let $-\underline{1}=c_{-}^{0} \in c_{-}^{1} \in \cdots \in c_{-}^{k}$ and $+\underline{1}=c^{0}+0 \in c_{+}^{1} \in \cdots \in c_{+}^{k}$ be the unique sequences of cycles containing -1 and +1 respectively such that $c_{-}^{k}, c_{+}^{k}$ will be the first cycles to be included in the same cycle in $S^{k+1}$. Starting from $-\underline{1}$, the process will spend some time in $c_{-}^{k}$ whose expected value is given in Theorem 1.2'. A critical droplet then corresponds to a state in $c_{+}^{k}$ and its exact shape is predicted by Theorem 1.2. The fact that the time the process stays close to $+\underline{1}$ will be much longer than $-\underline{1}$ is be predicted by the inequality $V^{k}\left(c_{+}^{k}\right)>V^{k}\left(c_{-}^{k}\right)$. Actually, their ratio is $\exp \left(\left(V^{k}\left(c_{+}^{k}\right)-V^{k}\left(c_{-}^{k}\right)\right) / T\right)$, which is not contained in [12]. Moreover, the appearance of small droplet of +1 's corresponds to the lower order cycles $c_{-}^{1}, c_{-}^{2}, \ldots$ and the lengths of their duration are also predicted in Theorem 1.2.

We remark that solving the backward equations (1.4) and (1.4)' is very different from the forward equation (1.2). First, (1.4) is not an initial value problem and we can only study its positive bounded solutions. Equation (1.4)' is similar to (1.4) but it does not have bounded positive solutions. Actually, an a priori estimate of $E_{t, i}(\tau)$ is necessary to distinguish $E_{t, i}(\tau)$ from other solutions of (1.4)'. This estimate will be pointed out in Section 2. Once this is done, the asymptotic behavior of (1.4)' can be obtained similarly to (1.4). Our method is complicated but, we think, worthwhile because it can treat two different problems simultaneously and yield precise estimates.
2. Case I. First order cycles. All of our techniques in this paper can actually be traced to a simple observation of a first-order ordinary differential equation. This is the content of the following three lemmas and will be used repeatedly throughout.

Let $\lambda(t)$ be a positive function converging to 0 with $\lambda^{\prime}(t) / \lambda(t)=o\left(\lambda^{k}(t)\right)$ as $t \rightarrow \infty$. The following lemma will be useful for (1.4).

LEMMA 2.1. Let $f(t)$ be a bounded complex function. If $f^{\prime}(t)=\left(b \lambda^{k}(t)+\right.$ $\left.o\left(\lambda^{k}(t)\right)\right) f(t)-c \lambda^{k+d}(t)+o\left(\lambda^{k+d}(t)\right)$ where $\operatorname{Re} b>0$, then $f(t)=-c \lambda^{d}(t) / b+$ $o\left(\lambda^{d}(t)\right)$ as $t \rightarrow \infty$.

Remark. The lemma implies that we can equate $f^{\prime}(t)$ to 0 and solve an algebraic equation to obtain a first-order approximation of $f(t)$.

Proof. Multiplying both sides of the equation by an integration factor, we have
$f(t) \cdot \exp \int_{t_{0}}^{t}\left(-b \lambda^{k}+o\left(\lambda^{k}\right)\right)=f\left(t_{0}\right)+\int_{t_{0}}^{t}\left(-c \lambda^{k+d}+o\left(\lambda^{k+d}\right)\right) \exp \int_{t_{0}}^{u}\left(-b \lambda^{k}+o\left(\lambda^{k}\right)\right)$.
Under the assumptions on $\lambda$ it is easy to show that $\int_{t_{0}}^{\infty} \lambda^{k}(s) d s=\infty$ and for any $L>0, \exp \int_{t_{0}}^{t}(\operatorname{Re} b) \lambda^{k}(s) d s \geq \lambda^{-L}(t)$ holds for $t$ large. Since $f$ is bounded, the right-hand side of the above equation must converge to 0 as $t \rightarrow \infty$. If $c \neq 0$, then by l'Hospital's rule,

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \frac{f(t)}{\frac{c}{b} \lambda^{d}(t)} \\
& \quad=\lim _{t \rightarrow \infty}\left[f(t) \exp \int_{t_{0}}^{t}\left(-b \lambda^{k}+o\left(\lambda^{k}\right)\right)\right] /\left[\frac{c}{b} \lambda^{d}(t) \exp \int_{t_{0}}^{t}\left(-b \lambda^{k}+o\left(\lambda^{k}\right)\right)\right] \\
& \quad=\lim _{t \rightarrow \infty}\left[-c \lambda^{k+d}+o\left(\lambda^{k+d}\right)\right] /\left[(c d / b) \lambda^{d} o\left(\lambda^{k}\right)-c \lambda^{d+k}+o\left(\lambda^{d+k}\right)\right]=1
\end{aligned}
$$

Hence $f(t)=c \lambda^{d}(t) / b+o\left(\lambda^{d}(t)\right)$. The case $c=0$ can be treated similarly.
Since solutions of (1.4)' are never bounded, we need the following two lemmas in place of Lemma 2.1 for (1.4)'.

LEMMA 2.1'. Let $f(t)$ be a complex function satisfying $f(t)=O\left(\lambda^{-N}(t)\right)$ for some $N>0$. If $f^{\prime}(t)=\left(b \lambda^{k}(t)+o\left(\lambda^{k}(t)\right)\right) f(t)-1+O(\lambda)$ where $\operatorname{Re} b>0$, then $f(t)=\lambda^{-k}(t) / b+o\left(\lambda^{-k}(t)\right)$.

Proof. It is routine as in Lemma 2.1 to show

$$
f(t)=\exp \int_{t_{0}}^{t} b \lambda^{k}(1+o(1))\left\{f\left(t_{0}\right)+\int_{t_{0}}^{t}(-1+O(\lambda)) \exp \int_{t_{0}}^{u}-b \lambda^{k}(1+o(1))\right\}
$$

Because of the a priori estimate $f=O\left(\lambda^{-N}\right)$, the right-hand side of the above equation can be of order $\lambda^{-N}$ only if the sum inside the parenthesis converges to 0 as $t \rightarrow \infty$. Hence $f\left(t_{0}\right)=-\int_{t_{0}}^{\infty}(-1+O(\lambda)) \exp \int_{t_{0}}^{u}-b \lambda^{k}(1+O(1))$ and then

$$
f(t) \exp \int_{t_{0}}^{t}-b \lambda^{k}(1+o(1))=-\int_{t}^{\infty}(-1+O(\lambda)) \exp \int_{t_{0}}^{u}-b \lambda^{k}(1+o(1))
$$

The conclusion follows by applying the l'Hospital's rule as in Lemma 2.1.
Lemma 2.1". Let $f$ be in Lemma 2.1 and satisfy $\dot{f}(t)=\left(b \lambda^{k}(t)+\right.$ $\left.o\left(\lambda^{k}(t)\right)\right) f(t)+O(\lambda)$. Then $f=O\left(\lambda^{-k+1}\right)$.

The proof is similar to that of Lemma $2.1^{\prime}$ and will be omitted. The a priori estimate $f=O\left(\lambda^{-N}\right)$ in Lemmas $2.1^{\prime}$ and $2.1^{\prime \prime}$ is not trivial. Actually, Lemmas $2.1^{\prime}$ and $2.2^{\prime \prime}$ are false without such a condition. This, however, does not pose a problem to our case. It is known ([4], Theorem 0.2) that $P_{t, i}(\tau>s) \leq$
$\exp \int_{t}^{s}\left(-\delta \lambda^{V^{n}(c)}+O\left(\lambda^{V^{n}(c)+1}\right)\right)$ for some $\delta>0$ and $s$ large. In fact, by adopting the method used in [5], there is a constant $N>0$ such that the estimate above holds for $s$ and $t$ large with $s \geq t+\lambda^{-N}(t)$. Hence for $t$ large,

$$
\begin{aligned}
E_{t, i}(\tau) & =\int_{t}^{\infty} P_{t, i}(\tau>s) d s \\
& \leq \int_{t}^{t+\lambda^{-N}(t)} 1+\int_{t+\lambda^{-N}(t)}^{\infty} \exp \int_{t}^{s}\left(-\delta \lambda^{V^{n}(c)}+O\left(\lambda^{V^{n}(c)+1}\right)\right) \\
& \leq \lambda^{-N}(t)+\int_{t}^{\infty} \exp \int_{t}^{s}\left(-\delta \lambda^{V^{n}(c)}+O\left(\lambda^{V^{n}(c)+1}\right)\right) \\
& \leq \lambda^{-N}(t)+2 \lambda^{-V^{n}(c)}(t) / \delta
\end{aligned}
$$

where an integration by parts and (1.10) have been used in the last inequality.
Let $c$ be a first-order cycle and $a \in S$ but $a \notin c$. Let $d^{1}(c)=m, V^{1}(c)=m+r$ and $U^{1}(c, a)=m+r+s$ for some $r \geq 1$ and $s \geq 0$. For two disjoint sets $A, B$ contained in $c$, let $Q_{A, B}(t)$ be the transition between $A$, and $B$, that is, $Q_{A, B}(t)=\left(q_{i j}(t)\right)_{i \in A, j \in B}$. We define a diagonal matrix $D_{A, B}(t)$ of size $|A| \times|A|$ whose $(i, i)$ position is $-\sum_{j \in B} q_{i j}$. Defined in this way, the row sums of $Q_{A, B}(t)$ and $D_{A, B^{c}}(t)$ are equal but opposite in sign. Hence $D_{A, B^{c}}(t) \mathbf{1}+$ $Q_{A, B}(t) \mathbf{1}=0$ where $\mathbf{1}$ is the column vector of suitable size whose entries are all 1's. Similarly, let $Q_{A}(t)$ be the transitions among the states in $A$, that is, $Q_{A}(t)=\left(q_{i j}^{A}(t)\right)_{i, j \in A}$. Here $q_{i j}^{A}=q_{i j}$ if $i \neq j$ but on the diagonal, $q_{i i}^{A}(t)=-\sum_{j \neq i, j \in A} q_{i j}(t)$ which is different from $q_{i i}(t)$ defined in (1.1). $Q_{A}(t)$ is defined in such a way that the row sums of $Q_{A}(t)$ are 0 .

If we use $\dot{x}_{A}$ for the column vector $\left(\dot{x}_{i} ; i \in A\right)$ and let $c(k)=\left\{i \in c ; V^{1}(c)=\right.$ $k\}$, then the master equation (1.4) and (1.4)' can be grouped in the following forms, respectively:

$$
\begin{align*}
\dot{x}_{c(k)}= & -Q_{c(k)} x_{c(k)}-D_{c(k), c \backslash c(k)} x_{c(k)}-Q_{c(k), c \backslash c(k)} x_{c(k)} \\
& -D_{c(k), S \backslash c} x_{c(k)}-Q_{c(k), a} \quad \text { for } 0 \leq k \leq m  \tag{2.1}\\
\dot{y}_{c(k)}= & -Q_{c(k)} y_{c(k)}-D_{c(k), c \backslash c(k)} y_{c(k)}-Q_{c(k), c \backslash c(k)} y_{c(k)}  \tag{2.1}\\
& -D_{c(k), S \backslash c} y_{c(k)}-1 \quad \text { for } 0 \leq k \leq m .
\end{align*}
$$

To make (2.1) shorter and easier to handle, we shall abbreviate $c(k)$ and $c \backslash c(k)$ to $k$ and $\hat{k}$, respectively, when there is no confusion. Since $Q_{c(k)}(t)$ and $D_{c(k)}(t)$ and $D_{c(k), c \backslash c(k)}(t)$ are polynomials in $\lambda(t)$ with lowest term degree $k$, we can write $-Q_{c(k)}(t)-D_{c(k), c \backslash c(k)}(t)=-Q_{k}(t)-D_{k, \hat{k}}(t)=M_{k}(1+$ $O(\lambda(t))) \lambda^{k}(t)$. Similarly, $-Q_{c(k), c \backslash c(k)}(t)=N_{k}(1+O(\lambda(t))) \lambda^{k}(t),-D_{c(k), S \backslash c}(t)=$ $-R_{k}(1+O(\lambda(t))) \lambda^{k+r}(t)$ and $-Q_{c(k), a}(t)=S_{k}(1+O(\lambda(t))) \lambda^{k+r+s}(t)$ where $r, s$ are defined above. Hence we arrive at the following: for $0 \leq k \leq m$,

$$
\begin{gather*}
\dot{x}_{k}=M_{k}(1+O(\lambda)) \lambda^{k} x_{k}+N_{k}(1+O(\lambda)) \lambda^{k} x_{\hat{k}} \\
+R_{k}(1+O(\lambda)) \lambda^{k+r} x_{k}+S_{k}(1+O(\lambda)) \lambda^{k+r+s}  \tag{2.2}\\
\dot{y}_{k}=M_{k}(1+O(\lambda)) \lambda^{k} y_{k}+N_{k}(1+O(\lambda)) \lambda^{k} y_{k}+R_{k}(1+O(\lambda)) \lambda^{k+r} y_{k}-\mathbf{1} \tag{2.2}
\end{gather*}
$$

where $M_{k}, N_{k}, R_{k}$ and $S_{k}$ are constant matrices satisfying the following characteristic properties:

$$
\begin{equation*}
M_{k}(1+O(\lambda(t)) \text { is the negative of a transition rate matrix, } \tag{2.3}
\end{equation*}
$$

that is, its off-diagonal elements are negative and all its row sums are positive for each $t$. Note that this implies $M_{k}$ is also the negative of a transition rate matrix:
$N_{k}(1+O(\lambda))$ has all negative entries and $M_{k}(1+O(\lambda)) \mathbf{1}+$ $N_{k}(1+O(\lambda)) \mathbf{1}=0$,
$R_{k}(1+O(\lambda))$ is a positive, diagonal matrix and $S_{k}(1+O(\lambda))$ is a negative column vector such that $R_{k}(1+O(\lambda)) \mathbf{1}+S_{k}(1+$ $O(\lambda) \lambda^{s} \geq 0$.

The reason that we prefer (2.2) rather than (1.4) is that we can eliminate $c(0), \ldots, c(m-1)$ successfully from (2.2). By first showing $\dot{x}_{0}$ is $O\left(\lambda^{r+s+1}\right)$, we then can express $x_{0}$ in terms of $x_{k}$ 's, $k \geq 1$. Substituting this expression into (2.2) for $k \geq 1$, we thus obtain a system similar to (2.2) [i.e., satisfying (2.3)(2.5) but without $x_{0}$ ]. Repeating this elimination process until there is only one equation left, Lemma 2.1 then yields the desired result. In the process showing that $\dot{x}_{k}=O\left(\lambda^{k+r+s+1}\right)$, we also have to show that all the terms involving $O(\lambda)$ in (2.2) do not really matter and can be absorbed into an error term $O\left(\lambda^{k+r+s+1}\right)$. We want to remark that (2.2)' can be treated similarly. Actually, the exact same proof for $x_{k}$ can be used for $y_{k}$ except that one uses Lemmas $2.1^{\prime}$ and $2.1^{\prime \prime}$ instead of Lemma 2.1 and keeps in mind the a priori estimate $y_{k}=O\left(\lambda^{-m-r}\right)$ in (2.2)' compared with $x_{k}=O\left(\lambda^{0}\right)$ in (2.2). Hence for the sake of brevity, we shall only work on (2.2) and omit the obvious translation to (2.2)'. This scheme will be carried out in Steps 1-3 and Lemmas 2.2-2.4.

Step 1. Treat $R_{k}$ and $S_{k}$ as error terms and (2.2) becomes

$$
\begin{equation*}
\dot{x}_{k}=M_{k}(1+O(\lambda)) \lambda^{k} x_{k}+N_{k}(1+O(\lambda)) \lambda^{k} x_{\hat{k}}+O\left(\lambda^{k+r}\right), \quad k \geq 0 . \tag{2.6}
\end{equation*}
$$

Since $x_{k}$ is a bounded function, we shall start the induction from the following weaker form (2.7) and trivial estimate (2.8):

$$
\begin{align*}
& \dot{x}_{k}=M_{k} \lambda^{k} x_{k}+N_{k} \lambda^{k} x_{\hat{k}}+O\left(\lambda^{k+1}\right),  \tag{2.7}\\
& \dot{x}_{k}=O\left(\lambda^{k}\right) \quad \text { and } \quad x_{i}-x_{j}=O\left(\lambda^{0}\right) \quad \text { for } i, j \in S . \tag{2.8}
\end{align*}
$$

The next lemma shows that we can improve the error terms in (2.7) from $O\left(\lambda^{k+1}\right)$ to $O\left(\lambda^{k+r}\right)$ and in (2.8) from $O\left(\lambda^{k}\right), O\left(\lambda^{0}\right)$ to $O\left({ }^{k+r}\right), O\left(\lambda^{r}\right)$, respectively.

Lemma 2.2. In (2.6), we have $\dot{x}_{0}=M_{0} x_{0}+N_{0} x_{\hat{0}}+O(\lambda)$.

Proof. By (2.7), $\dot{x}_{0}=M_{0} x_{0}+N_{0} x_{\hat{0}}+O(\lambda)$. Since $-M_{0}$ is a subtransition rate matrix, all the eigenvalues of $M_{0}$ have positive real parts by the PerronFrobenius theorem [15]. Let $\mu$ be an eigenvalue of $M_{0}$ and $v$ a corresponding left eigenvector. Multiplying (2.7) by $v$, we have

$$
\begin{equation*}
v \dot{x}_{0}=\mu v x_{0}+v N_{0} x_{\hat{o}}+O(\lambda) \tag{2.9}
\end{equation*}
$$

Let $g=v x_{0}+(1 / \mu)\left(v N_{0} x_{\hat{0}}\right)$. Since, $\dot{x}_{\hat{0}}=O\left(\lambda^{1}\right)$ from (2.8), we have $\dot{g}=$ $\mu g+O(\lambda)$. Hence by Lemma 2.1, $g=O(\lambda)$ and $v \dot{x}_{0}=O(\lambda)$. If $w$ is a generalized eigenvector corresponding to $\mu$, that is, $w M_{0}=\mu w+v$ where $v$ is an eigenvector, then

$$
w \dot{x}_{0}=\mu w x_{0}+v x_{0}+w N_{0} x_{\hat{0}}+O(\lambda)
$$

Let $g=w x_{0}+\left(v x_{0}+w N_{0} x_{\hat{0}}\right) / \mu+O(\lambda)$. Then $\dot{g}=\mu g+O(\lambda)$ by (2.8) and (2.9) and $g=O(\lambda)$ by Lemma 2.1. Thus $w \dot{x}_{c_{0}}=O(\lambda)$. Since all such $v$ 's and $w$ 's form a basis of $R^{\left|C_{0}\right|}$ by Jordan's theorem, we thus conclude $\dot{x}_{0}$ is actually $O(\lambda)$, which improves the first statement in (2.8) for $k=0$. Solving (2.7) for $k=0$, we have

$$
\begin{equation*}
x_{0}=-M_{0}^{-1} N_{0} x_{\hat{0}}+O(\lambda)=-M_{0}^{-1}\left(Q_{0, k}(0) x_{k}+Q_{0, \widehat{0, k}}(0) x_{\widehat{0, k}}\right)+O(\lambda) \tag{2.10}
\end{equation*}
$$

Here $x_{\widehat{0, k}}$ is the column vector of $\left\{x_{i}, i \in c \backslash c_{0} \cup c_{k}\right\}, Q_{0, k}$ and $Q_{0, \widehat{0, k}}$ are abbreviation of $Q_{c_{0}, c_{k}}$ and $Q_{c_{0}, c \backslash c_{0} \cup c_{k}}$, respectively. Note that $M_{0}^{-1}$ is a nonnegative matrix and $M_{0} \mathbf{1}+N_{0} \mathbf{1}=0$ in (3.9) implies $-M_{0}^{-1} N_{0} \mathbf{1}=\mathbf{1}$, that is, $-M_{0}^{-1} N_{0}$ is a usual Markov chain transition matrix. Substituting (2.10) into (2.7) for $k \geq 1$, we have

$$
\begin{aligned}
\dot{x}_{k}= & M_{k} \lambda^{k} x_{k}+Q_{k, 0}(k) \lambda^{k} x_{0}+Q_{k, \widehat{0, k}}(k) \lambda^{k} x_{\widehat{0, k}}+O\left(\lambda^{k+1}\right) \\
= & M_{k} \lambda^{k} x_{k}+Q_{k, 0}(k) \lambda^{k}\left(-M_{0}^{-1}\right)\left(Q_{0, k}(0) x_{k}+Q_{0, \widehat{0, k}}(0) x_{\widehat{0, k}}\right) \\
& +Q_{k, \widehat{0, k}}(k) \lambda^{k} x_{\widehat{0, k}}+O\left(\lambda^{k+1}\right) \\
= & \left(M_{k}+Q_{k, 0}(k)\left(-M_{0}^{-1}\right) Q_{0, k}(0)\right) \lambda^{k} x_{k}+\left(Q_{0, \widehat{0, k}}(k)\right. \\
& +\left(Q_{k, 0}(k)\left(-M_{0}^{-1}\right) Q_{0, \widehat{0, k}}^{(0)}\right) \lambda^{k} x_{\widehat{0, k}}+O\left(\lambda^{k+1}\right) \\
= & M_{k}^{\prime} \lambda^{k} x_{k}+N_{k}^{\prime} \lambda^{k} x_{\widehat{k}}+O\left(\lambda^{k+1}\right), \quad k=1,2, \ldots, m
\end{aligned}
$$

Since $M_{0}^{-1}$ is a positive matrix and

$$
\begin{aligned}
M_{k}^{\prime} \mathbf{1}+N_{k}^{\prime} \mathbf{1} & =M_{k} \mathbf{1}+Q_{k, \widehat{0, k}}(k) \mathbf{1}+Q_{k, 0}(k)\left(-M_{0}^{-1}\right) N_{0} \mathbf{1} \\
& =M_{k} \mathbf{1}+Q_{k, \widehat{0, k}}(k) \mathbf{1}+Q_{k, 0}(k) \mathbf{1} \\
& =M_{k} \mathbf{1}+Q_{k, \widehat{k}}(k) \mathbf{1}=M_{k} \mathbf{1}+N_{k} \mathbf{1}=0
\end{aligned}
$$

properties (2.3)-(2.5) can easily be checked for $M_{k}^{\prime}$ and $N_{k}^{\prime}$. We thus have successfully eliminated $x_{0}$ from the system (2.2). An obvious induction then follows to establish

$$
\begin{equation*}
\dot{x}_{k}=O\left(\lambda^{k+1}\right), \quad 0 \leq k \leq m-1 \tag{2.11}
\end{equation*}
$$

and we finally obtain

$$
\begin{equation*}
\dot{x}_{m}=M_{m} \lambda^{m} x_{m}+O\left(\lambda^{m+1}\right), \tag{2.12}
\end{equation*}
$$

where $-M_{m}$ is a transition rate matrix because $c$ is a cycle. The same arguments establishing (2.10) can now be applied to show that

$$
\begin{equation*}
\dot{x}_{m}=O\left(\lambda^{m+1}\right) \tag{2.13}
\end{equation*}
$$

Hence $M_{m} x_{m}=O(\lambda)$. By the Perron-Frobenius theorem, there are $v_{1}, v_{2}, \ldots$, $v_{\left|c_{m}\right|-1}$ generalized left eigenvectors corresponding to nonzero eigenvalues of $M_{m}$. Then, for each $i, v_{i}$ is orthogonal to $\mathbf{1}$, which is the unique right eigenvector corresponding to eigenvalue 0 . Thus $\operatorname{span}\left\{v_{1}, \ldots, v_{\left|c_{m}\right|-1}\right\}=\{\mathbf{1}\}^{\perp}=$ $\operatorname{span}\left\{e_{i}-e_{i+1} ; i=1, \ldots,\left|c_{m}\right|-1\right\}$. Since $v x_{m}=O(\lambda)$ for each $v \in \operatorname{span}\left\{v_{1}, \ldots\right.$, $\left.v_{c_{m}-1}\right\}$, we have

$$
\left(e_{i}-e_{i+1}\right) x_{m}=x_{i}-x_{i+1}=O(\lambda) \quad \text { for each } i \in c_{m} .
$$

Substituting it into (2.10) from $k=m-1$ to 0 successively yields that

$$
\begin{equation*}
x_{i}-x_{j}=O(\lambda) \quad \text { for all } i, j \in c . \tag{2.14}
\end{equation*}
$$

Hence (2.12), (2.13) and (2.14) improve (2.8) by increasing the power of $\lambda$ by 1. Again, (2.4), (2.12), (2.13) and (2.14) imply that (2.6) can be written as

$$
\dot{x}_{k}=M_{k}(1+O(\lambda)) \lambda^{k} x_{k}+N_{k}(1+O(\lambda)) \lambda^{k} x_{\hat{k}}=O\left(\lambda^{2}\right) .
$$

Hence we can start over again with an error term $O\left(\lambda^{2}\right)$. An induction obviously follows to establish the lemma.

Step 2. Treat $S_{k}$ as the only error term and (2.2) becomes

$$
\begin{align*}
\dot{x}_{k}= & M_{k}(1+O(\lambda)) \lambda^{k} x_{k}+N_{k}(1+O(\lambda)) \lambda^{k} x_{\hat{k}} \\
& +R_{k}(1+O(\lambda)) \lambda^{k+r} x_{k}+O\left(\lambda^{k+r+s}\right) . \tag{2.15}
\end{align*}
$$

By (2.4) and Lemma 2.2, we have from (2.15) the following: for $0 \leq k \leq m$ and $i, j \in S$,

$$
\begin{equation*}
\dot{x}_{k}=M_{k} \lambda^{k} x_{k}+N_{k} \lambda^{k} x_{\hat{k}}+R_{k} \lambda^{k+r} x_{k}+O\left(\lambda^{k+r+1}\right) \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{x}_{k}=O\left(\lambda^{k+r}\right), \quad x_{i}-x_{j}=O\left(\lambda^{r}\right) \quad \text { and } \quad x_{i}=O\left(\lambda^{0}\right) . \tag{2.17}
\end{equation*}
$$

The next lemma shows that we can improve the error terms in (2.16) from $O\left(\lambda^{k+r+1}\right)$ to $O\left(\lambda^{k+r+s}\right)$ and in (2.17) from $O\left(\lambda^{k+r}\right), O\left(\lambda^{r}\right)$ and $O\left(\lambda^{0}\right)$ to $O\left(\lambda^{k+r+s}\right), O\left(\lambda^{r+s}\right)$ and $O\left(\lambda^{s}\right)$, respectively.

Lemma 2.3. In (2.15), we have $\dot{x}_{k}=O\left(\lambda^{k+r+s}\right), x_{i}-x_{j}=O\left(\lambda^{r+s}\right)$ and $x_{i}=O\left(\lambda^{s}\right)$.

Proof. The process is the same as that in Lemma 2.2. We start with $k=0$ in (2.16): $\dot{x}_{k}=M_{0} x_{0}+N_{0} x_{\hat{0}}+R_{0} \lambda^{r} x_{0}+O\left(\lambda^{r+1}\right)$. For any left eigenvector $v$ of $M_{0}$ corresponding to an eigenvalue $\mu$, we have $\left(\dot{v} x_{0}\right)=\mu\left(v x_{0}\right)+v N_{0} x_{\hat{0}}+$ $v R_{0} \lambda^{r} x_{0}+O\left(\lambda^{r+1}\right)$. Let $g=\mu\left(v x_{0}+(1 / \mu) v N_{0} x_{\hat{0}}+(1 / \mu) v R_{0} \lambda^{r} x_{0}\right)$. Then $\dot{g}=$ $\mu g+O\left(\lambda^{r+1}\right)$ because of (2.17) and (1.10). Hence $g=O\left(\lambda^{r+1}\right)$ and $v \dot{x}_{0}=$ $O\left(\lambda^{r+1}\right)$. Thus by the same reason as in (2.10), we have $\dot{x}_{0}=O\left(\lambda^{r+1}\right)$ and thus $x_{0}=-\left(M_{0}+R_{0} \lambda^{r}\right)^{-1} N_{0} x_{\hat{0}}+O\left(\lambda^{r+1}\right)$. Since
$-\left(M_{0}+R_{0} \lambda^{r}\right)^{-1}=\left(I+M_{0}^{-1} R_{0} \lambda^{r}\right)^{-1}\left(-M_{0}^{-1}\right)=\left(I-M_{0}^{-1} R_{0} \lambda^{r}\right)\left(-M_{0}^{-1}\right)+O\left(\lambda^{2 r}\right)$,
we have

$$
\begin{aligned}
x_{0} & =\left(I+M_{0}^{-1} R_{0} \lambda^{r}\right)\left(-M_{0}^{-1}\right) N_{0} x_{\hat{0}}+O\left(\lambda^{r+1}\right) \\
& =\left(I-M_{0}^{-1} R_{0} \lambda^{r}\right)\left(-M_{0}^{-1}\right)\left(Q_{0, k} x_{k}+Q_{0, \widehat{0, k}} x_{\widehat{0, k}}\right)+O\left(\lambda^{r+1}\right)
\end{aligned}
$$

Substituting $x_{0}$ into (2.16) for $k \geq 1$, we have

$$
\begin{align*}
\dot{x}_{0}= & M_{k} \lambda^{k} x_{k}+Q_{k, 0}(k) \lambda^{k} x_{0}+Q_{k, \widehat{0, k}}(k) \lambda^{k} x_{\widehat{0, k}} \\
& +R_{k} \lambda^{k+r} x_{k}+O\left(\lambda^{k+r+1}\right) \\
= & M_{k} \lambda^{k} x_{k}+Q_{k, 0}(k) \lambda^{k}\left(I-M_{0}^{-1} R_{0} \lambda^{r}\right)\left(-M_{0}^{-1}\right) \\
& \times\left(Q_{0, k}(k) x_{k}+Q_{0, \widehat{0, k}}(k) x_{\widehat{0, k}}\right)  \tag{2.18}\\
& +Q_{k, \widehat{0, k}}(k) \lambda^{k} x_{\widehat{0, k}}+R_{k} \lambda^{k+r} x_{k}+O\left(\lambda^{k+r+1}\right) \\
= & M_{k}^{\prime} \lambda^{k} x_{k}+N_{k}^{\prime} \lambda^{k} x_{\widehat{0, k}}+\left(R_{k}+\widetilde{R}_{k}\right) \lambda^{k+r} x_{k} \\
& +\bar{R}_{k} \lambda^{k+r} x_{\widehat{0, k}}+O\left(\lambda^{k+r+1}\right)
\end{align*}
$$

where

$$
\begin{aligned}
M_{k}^{\prime} & =M_{k}+Q_{k, 0}(k)\left(-M_{0}^{-1}\right) Q_{0, k} \\
N_{k}^{\prime} & =Q_{k, \widehat{0, k}}(k)+Q_{k, 0}(k)\left(-M_{0}^{-1}\right) Q_{0, \widehat{0, k}}(k) \\
\widetilde{R}_{k} & =Q_{k, 0}(k) M_{0}^{-1} R_{0} M_{0}^{-1} Q_{0, k}(k)
\end{aligned}
$$

and

$$
\bar{R}_{k}=Q_{k, 0}(k) M_{0}^{-1} R_{0} M_{0}^{-1} Q_{0, \widehat{0, k}}(k)
$$

Since $\widetilde{R}_{k}$ is a positive matrix and $x_{i}-x_{j}=O\left(\lambda^{r}\right)$ by the induction hypothesis, we can replace $\widetilde{R}_{k}$ by a positive diagonal matrix $\widetilde{D}$ whose diagonal elements are row sums of $\widetilde{R}_{k}$ and $\widetilde{R}_{k} x_{k}-\widetilde{D} x_{k}=O\left(\lambda^{r}\right)$. Similarly, $\bar{R}_{k}$ can be replaced by a positive diagonal matrix $\bar{D}$ so that $\bar{R}_{k} x_{\widehat{0, k}}-\bar{D} x_{k}=O\left(\lambda^{r}\right)$. If $R_{k}^{\prime}=R_{k}+\widetilde{D}+\bar{D}$, then $R_{k}^{\prime} x_{k}=\left(R_{k}+\widetilde{R}_{k}\right) x_{k}+\bar{R} x_{\widehat{0, k}}+O\left(\lambda^{r}\right)$. Hence

$$
\begin{equation*}
\dot{x}_{k}=M_{k}^{\prime} \lambda^{k} x_{k}+N_{k}^{\prime} \lambda^{k} x_{\widehat{0, k}}+R_{k}^{\prime} \lambda^{k+r} x_{k}+O\left(\lambda^{k+r+1}\right), \tag{2.19}
\end{equation*}
$$

where $M_{k}^{\prime}, N_{k}^{\prime}$ and $R_{k}^{\prime}$ satisfy (2.3)-(2.5). An induction thus follows until $k=$ $m$, in which case (2.19) becomes

$$
\begin{equation*}
\dot{x}_{m}=M_{m}^{\prime} \lambda^{m} x_{m}+R_{m}^{\prime} \lambda^{m+r} x_{m}+O\left(\lambda^{m+r+1}\right) . \tag{2.20}
\end{equation*}
$$

Let $v$ be the unique positive unit left eigenvector of $M_{m}^{\prime}$ corresponding to 0 . Then $\left(v \dot{x}_{m}\right)=\alpha \lambda^{m+r}\left(v x_{m}\right)+O\left(\lambda^{m+r+1}\right), v x_{m}=O(\lambda)$ and $x_{m}=O(\lambda)$ by Lemma 2.1. Again, $\dot{x}_{m}=M_{m}^{\prime} \lambda^{m} x_{m}+O\left(\lambda^{k+r+1}\right)$ from (2.20) and we obtain

$$
\begin{equation*}
\dot{x}_{m}=O\left(\lambda^{k+r+1}\right), \quad x_{i}-x_{j}=O\left(\lambda^{r+1}\right) \quad \text { and } \quad x_{i}=O(\lambda) \quad \text { for } i, j \in c \tag{2.21}
\end{equation*}
$$

as in the proof of Lemma 2.2. This proves the case $s=1$ and an obvious induction follows for any $s$.

We remark that the eigenvector $v$ for $M_{m}^{\prime}$ in (2.20) is the ergodic distribution of $M_{m}^{\prime}$ since it is a transition rate matrix. Let $x_{c}=v x_{m}$. Then obviously,

$$
\begin{equation*}
\dot{x}_{c}=O\left(\lambda^{k+r+s}\right) . \tag{2.22}
\end{equation*}
$$

Also, we only take the leading term in the expansion of $\left(I+M_{0}^{-1} R_{0} \lambda^{r}\right)^{-1}$. This can be justified by the estimate of $x_{i}$ 's in (2.21).

Step 3. Consider now the full equation (2.2). Lemma 2.3 implies that

$$
\begin{equation*}
\dot{x}_{k}=M_{k} \lambda^{k} x_{k}+N_{k} \lambda^{k} x_{\hat{k}}+R_{k} \lambda^{k+r} x_{k}+S_{k} \lambda^{k+r+s}+O\left(\lambda^{k+r+s+1}\right) . \tag{2.23}
\end{equation*}
$$

Lemma 2.4. In (2.21), we have $\dot{x}_{k}=O\left(\lambda^{k+r+1}\right), 0 \leq k \leq m$, and $x_{i}=$ $\theta \cdot \lambda^{s}+o\left(\lambda^{s}\right)$.

Proof. Following the same method as in Lemma 2.3, we shall obtain that $\dot{x}_{0}=O\left(\lambda^{r+s+1}\right)$ and $x_{0}=-\left(M_{0}+R_{0} \lambda^{r}\right)^{-1}\left(N_{0} x_{\hat{0}}+S_{0}^{r+s}\right)+O\left(\lambda^{k+r+s+1}\right)$ in (2.21). Similarly to (2.19), we therefore have $\dot{x}_{k}=M_{k}^{\prime} \lambda^{k} x_{k}+N_{k}^{\prime} \lambda^{k} x_{\widehat{0, k}}+R_{k}^{\prime} \lambda^{k+r} x_{k}+$ $S_{k}^{\prime} \lambda^{k+r+s}+O\left(\lambda^{k+r+s+1}\right)$ with $M_{k}^{\prime}, N_{k}^{\prime}, R_{k}^{\prime}$ and $S_{k}^{\prime}$ satisfying (2.3) to (2.5). When $k=m$, we have $\dot{x}_{m}=M_{m}^{\prime} \lambda^{m} x_{m}+R_{m}^{\prime} \lambda^{m+r} x_{m}+S_{m}^{\prime} \lambda^{m+r+s}+O\left(\lambda^{m+r+1}\right)$. Hence $\left(v \dot{x}_{m}\right)=\alpha \lambda^{m+r}\left(v x_{m}\right)+\beta \lambda^{m+r+s}+O\left(\lambda^{m+r+s+1}\right)$. Therefore $v x_{m}=\theta \lambda^{s}+o\left(\lambda^{s}\right)$ for some $\theta>0$. This completes the proof.

Combining Lemmas 2.2-2.4, we arrive at the main conclusion of this section.

Theorem 2.5. Let $c$ be a first order cycle and $a \notin c$. If $\tau$ is the first exit time from $c$, then $P_{t, i}\left(X_{\tau}=a\right)=\theta \cdot \lambda^{s}(t)+o\left(\lambda^{s}(t)\right)$ and $\mid P_{t, i}\left(X_{\tau}=a\right)-P_{t, j}\left(X_{\tau}=\right.$ $a) \mid=O\left(\lambda^{r+s}\right)$ for $i, j \in c$. Here $r=V^{1}(c)-d^{1}(c) \geq 1$ and $s=U^{1}(c, a)-$ $V^{1}(c) \geq 0$.
3. Case II. Second- and higher order cycles. We shall treat secondorder cycles in some detail in this section and one should easily see that higher order cycles can be treated similarly. Since we will be dealing with second-order cycles, we shall use $\mathfrak{C} \in S^{2},\left(\mathfrak{U}=U^{1}\right)$ and $\mathfrak{V}\left(=V^{1}\right)$ for secondorder cycles and $c, U, V$ for first-order cycles. Let $\mathfrak{C}(k)=\{c \in \mathfrak{C} ; \mathfrak{V}(c)=k\}$ for $0 \leq k \leq M$ where $M=d^{1}(\mathfrak{C})\left(=\max _{c \in \mathfrak{C}} \mathfrak{V}(c)\right)$. As in Section 2, for $c \in \mathfrak{C}$, let $c(k)=\{i \in c, V(i)=k\}$ for $0 \leq k \leq m$ where $m=d(c)\left(=\max _{i \in c} V(i)\right)$. We remark that $J^{1}(c)=k-m>0$. If $V^{2}(\mathfrak{C})=M+R, R \geq 1$, and $U^{2}(\mathfrak{C}, a)=$ $M+R+S, S \geq 0$ then the backward equation of $x_{i}, i \in c(k)$ takes the following form: for $0 \leq k \leq m=\max _{i \in c} V(i)$,

$$
\begin{align*}
\dot{x}_{c(k)}=\left(\dot{x}_{i}\right)_{i \in c(k)}= & M_{c(k)}(1+O(\lambda)) \lambda^{k} x_{c(k)}+N_{c(k)}(1+O(\lambda)) \lambda^{k} x_{c(\hat{k})} \\
& +E_{c(k)}(1+O(\lambda)) \lambda^{k+K-m} x_{c(k)} \\
& +F_{c(k)}(1+O(\lambda)) \lambda^{k+K-m} x_{\mathfrak{C} \backslash c}  \tag{3.1}\\
& +R_{c(k)}(1+O(\lambda)) \lambda^{k+K-m+R} x_{c(k)} \\
& +S_{c(k)}(1+O(\lambda))^{k+K-m+R+S}
\end{align*}
$$

Here, as in Section 2, $M_{c(k)}$ represents transitions among $c(k)$ and $N_{c(k)}$ represents the transitions between $c(k)$ and the rest of $c . E_{c(k)}$ and $R_{c(k)}$ are diagonal matrices representing the transition rates from $c(k)$ to $\mathfrak{C} \backslash c$ and $S \backslash \mathfrak{C}$ respectively. Obviously, $c(\hat{k})=\{i \in c, V(i) \neq k)\}$ and $\hat{c}=\mathfrak{C} \backslash c$. The coefficient matrices in (3.1) satisfy the following:

$$
\begin{equation*}
M_{c(k)}(1+O(\lambda)) \mathbf{1}+N_{c(k)}(1+O(\lambda)) \mathbf{1}=0 \tag{3.2}
\end{equation*}
$$

that is, the row sums of $M_{k}$ and $N_{k}$ are 0 . In particular, $M_{c(k)} \mathbf{1}+N_{c(k)} \mathbf{1}=0$,

$$
\begin{gather*}
E_{c(k)}(1+O(\lambda)) \mathbf{1}+F_{c(k)}(1+O(\lambda)) \mathbf{1}=0 \quad \text { and } \quad E_{c(k)} \mathbf{1}+F_{c(k)} \mathbf{1}=0  \tag{3.3}\\
R_{c(k)}(1+O(\lambda)) \mathbf{1}+S_{c(k)}(1+O(\lambda)) \lambda^{s} \mathbf{1} \geq 0 \tag{3.4}
\end{gather*}
$$

and
$M_{k}$ is a transition rate matrix and $E_{k}$ and $R_{k}$ are diagonal
matrices.

Like (2.3)-(2.5), properties (3.2)-(3.5) are characteristic of (3.1). The method for treating second-order cycles is similar to that for first-order cycles, only slightly more complicated. Our ultimate goal is to show $\dot{x}_{c(k)}=$ $O\left(\lambda^{k+(K-m)+R+S+1}\right)$ and eliminate $c(k), k \leq m-1$, from $c$ and $\mathfrak{C}(K), K \leq$ $M-1$, from $\mathfrak{C}$. This shall be done in four steps.

STEP 1. Considering first only two terms in the right-hand side of (3.1) and treating the rest as error terms, we then have an equation exactly the same as in (2.6):

$$
\begin{equation*}
\dot{x}_{c(k)}=M_{c(k)}(1+O(\lambda)) \lambda^{k} x_{c(k)}+N_{c(k)}(1+O(\lambda)) \lambda^{k} x_{c(\hat{k})}+O\left(\lambda^{k+K-m}\right) \tag{3.6}
\end{equation*}
$$

Hence, as in Lemma (2.2), we have the following lemma.

Lemma 3.1. In (3.6) we have $x_{i}-x_{j}=o\left(\lambda^{K-m}\right), \dot{x}_{i}=O\left(\lambda^{k+K-m}\right)$ for $i, j \in$ $c(k)$ and $\dot{x}_{c}=O\left(\lambda^{k}\right)$.

In the first step, each first-order cycle is considered separately without interaction. The estimate $\dot{x}_{c}=O\left(\lambda^{K}\right)$ is trivial from (2.12).

STEP 2. To include the terms of order $\lambda^{k+K-m}$ from (3.1), we have, for $c \in \mathfrak{C}(K)$ and $d(c)=m$,

$$
\begin{align*}
\dot{x}_{c(k)}= & M_{c(k)}(1+O(\lambda)) \lambda^{k} x_{c(k)}+N_{c(k)}(1+O(\lambda)) \lambda^{k} x_{c(\hat{k})} \\
& +E_{c(k)}(1+O(\lambda)) \lambda^{k+K-m} x_{c(k)}  \tag{3.7}\\
& +F_{c(k)}(1+O(\lambda)) \lambda^{k-K-m} x_{\mathfrak{C}(\hat{c})}+O\left(\lambda^{k+K-m+R}\right) .
\end{align*}
$$

Here we replace states $x_{i}, i \in \mathfrak{C} \backslash c$ by cycles $x_{\hat{c}}$ where $i \in \hat{c}$. This can be justified by Lemma 3.1. For a first-order cycle $c \in \mathfrak{C}(K)$, we have by Lemma 3.1 the following trivial estimates for (3.7):

$$
\begin{align*}
\dot{x}_{c(k)}= & M_{c(k)} \lambda^{k} x_{c(k)}+N_{c(k)} \lambda^{k} x_{c(\hat{k})}+E_{c(k)} \lambda^{k+K-m} x_{c(k)} \\
& +F_{c(k)} \lambda^{k+K-m} x_{\mathfrak{C}(\hat{c})}+O\left(\lambda^{k+K-m+1}\right)  \tag{3.8}\\
\dot{x}_{c}= & O\left(\lambda^{K}\right), \quad x_{c}-x_{c^{\prime}}=O\left(\lambda^{0}\right) \tag{3.9}
\end{align*}
$$

and

$$
\begin{equation*}
\dot{x}_{c(k)}=O\left(\lambda^{k+K-m}\right), \quad x_{i}-x_{j}=O\left(\lambda^{K-m}\right) \quad \text { for } i, j \in c \tag{3.10}
\end{equation*}
$$

The next lemma shows that we can improve the error estimates in (3.8) from $O\left(\lambda^{k+K-m+1}\right)$ to $O\left(\lambda^{k+K-m+R}\right)$ and in (3.9) from $O\left(\lambda^{K}\right), O\left(\lambda^{0}\right)$ to $O\left(\lambda^{k+R}\right), O\left(\lambda^{R}\right)$ and in (3.10) from $O\left(\lambda^{k+K-m}\right), O\left(\lambda^{K-m}\right)$ to $O\left(\lambda^{k+K-m+R}\right)$, $O\left(\lambda^{K-m+R}\right)$, respectively.

Lemma 3.2. For a cycle $c \in \mathfrak{C}(K)$ with $d(c)=m, \dot{x}_{c(k)}=O\left(\lambda^{k+K-m+R}\right)$, $x_{i}-x_{j}=O\left(\lambda^{K-m+R}\right), \dot{x}_{c}=O\left(\lambda^{K+R}\right)$ and $x_{c}-x_{c^{\prime}}=O\left(\lambda^{R}\right)$.

Proof. Since there are terms $x_{\hat{c}}$ of other cycles appearing in $\dot{x}_{c(k)}$, we cannot treat each cycle $c$ separately. We shall start from $\mathfrak{C}(0)$. The cycles in $\mathfrak{C}(0)$ are actually states in $S$ (trivial cycles) and their backward equation is as follows:

$$
\dot{x}_{\mathfrak{C}(0)}=E_{\mathfrak{C}(0)}+F_{\mathfrak{C}(0)} x_{e(\hat{0})}+O(\lambda)
$$

Here $E_{\mathfrak{C}(0)}$ is the matrix playing the same role as $M_{k}$ in $(2.2)$ and $F_{\mathfrak{C}(0)} x_{\mathfrak{C}(\hat{0})}$ is obtained from (1.4) by replacing $x_{j}(t)$ by $x_{\hat{c}}(t), j \in \hat{c}$. Let $\mu$ be an eigenvalue of $E_{\mathfrak{C}(0)}$ and $v$ a left eigenvector corresponding to $\mu$. Then $v \dot{x}_{\mathfrak{C}(0)}=\mu v x_{\mathfrak{C}(0)}+$ $v F_{\mathfrak{C}(0)} x_{\mathfrak{C}(\hat{0})}+O(\lambda)$. Let $g=v x_{\mathfrak{C}(0)}=(1 / \mu) v F_{\mathfrak{C}(0)} x_{\mathfrak{C}(\hat{0})}$. We then have $\dot{g}=\mu g+$ $O(\lambda)$ and hence $g=O(\lambda)$ by Lemma 2.1. Therefore $v \dot{x}_{\mathfrak{C}(0)}=O(\lambda)$. Proceeding
as in Lemma 2.2, we conclude $\dot{x}_{\mathfrak{C}(0)}=O(\lambda)$. Solving for $x_{\mathfrak{C}(0)}$, we have

$$
\begin{align*}
x_{\mathfrak{C}(0)} & =-E_{\tilde{C}(0)}^{-1} F_{\mathfrak{C}(0)} x_{\mathfrak{C}(\hat{0})}+O(\lambda) \\
& =-E_{\tilde{C}(0)}^{-1}\left(F_{\mathfrak{C}(0), \mathfrak{C} \backslash c} x_{\mathfrak{C} \backslash \mathbb{C}(0), c}+F_{\mathfrak{C}(0), c}\right)+O(\lambda) . \tag{3.11}
\end{align*}
$$

Substituting (3.11) into (3.8) for $c \in \mathfrak{C}(K), K \geq 1$, we have

$$
\begin{align*}
\dot{x}_{c(k)}= & M_{c(k)} \lambda^{k} x_{c(k)}+N_{c(k)} \lambda^{k} x_{c(\hat{k})}+E_{c(k)} \lambda^{k+K-m} \\
& +F_{c(k), \mathfrak{C}(\hat{0})} \lambda^{k-K-m} x_{\mathfrak{C}(\hat{0})} F_{c(k) \mathfrak{C}(0)} \lambda^{k+K-m} x_{\mathfrak{C}(0)}+O\left(\lambda^{k+K-m+1}\right) \\
= & M_{\mathfrak{C}(k)} \lambda^{k} x_{c(k)}+N_{c(k)} \lambda^{k} x_{c(\hat{k})}+E_{c(k)} \lambda^{k+K-m} \\
& +F_{c(k), \mathfrak{C}(\hat{0})} \lambda^{k-K-m} x_{\mathfrak{C}(\hat{0})}  \tag{3.12}\\
& +F_{c(k), \mathfrak{C}(\hat{0})} \lambda^{k-K-m}\left(-E_{\mathfrak{C}(0)}^{-1}\right)\left(F_{\mathfrak{C}(0), \mathfrak{C} \backslash c} x_{\mathfrak{C} \mid \mathfrak{C}(0), c}+F_{\mathfrak{C}(0), c} x_{c}\right) \\
& +O\left(\lambda^{k+K-m+1}\right) \\
= & M_{\mathfrak{C}(k)} \lambda^{k} x_{c(k)}+N_{c(k)} \lambda^{k} x_{c(\hat{k})}+E_{c(k)}^{\prime} \lambda^{k+K-m} x_{c(k)} \\
& +F_{c(k)}^{\prime} \lambda^{k-K-m} x_{\mathfrak{C}(\hat{0})}+O\left(\lambda^{k+K-m+1}\right),
\end{align*}
$$

where $F_{c(k)}^{\prime}=F_{c(k), \mathfrak{C}(\hat{0})}+F_{c(k), \mathfrak{C}(\hat{0})}\left(-E_{\mathfrak{C}(0)}^{-1}\right) F_{\mathfrak{C}(0), \mathfrak{C} \backslash c}$ and $E_{c(k)}^{\prime}=E_{c(k)}+\bar{E}_{c(k)}$ where $\bar{E}_{c(k)}$ is the diagonal matrix whose diagonal elements are the column vector $F_{c(k), \mathfrak{C}(0)}\left(-E_{\mathfrak{C}(0)}^{-1}\right) F_{\mathfrak{C}(0), c}$. Since $M_{c(k)}, N_{c(k)}, E_{c(k)}^{\prime}$ and $F_{c(k)}^{\prime}$ continue to satisfy (3.2)-(3.5), we shall drop the "primes" and still call them $E_{c(k)}$ and $F_{c(k)}$. We next consider $c \in \mathfrak{C}(1)$. From (3.12) we have

$$
\dot{x}_{c(0)}=M_{c(0)} x_{c(0)}+E_{c(0)} \lambda x_{c(0)}+F_{c(0)} \lambda x_{\mathfrak{C}(\hat{0})}+O\left(\lambda^{2}\right)
$$

Multiplying both sides of the above equation by the unit left eigenvector corresponding to 0 eigenvalue, we have $\dot{x}_{c}=E_{c} \lambda x_{c}+F_{c} \lambda x_{\mathfrak{C}(\hat{0})}+O\left(\lambda^{2}\right)$ where $E_{c}$ is the sum of the diagonal of $E_{c(0)}$. By Lemma 2.1, $\dot{x}_{c}=O\left(\lambda^{2}\right)=E_{c} \lambda x_{c}+F_{c} \lambda x_{\mathfrak{C}(\hat{0})}$ and hence $\dot{x}_{c(0)}=M_{c(0)} x_{c(0)}+O\left(\lambda^{2}\right)$. Thus $x_{i}-x_{j}=O\left(\lambda^{2}\right)$ if $i, j \in c$ by Step 1 in Section 2. Collecting all the cycles $c \in \mathfrak{C}(1)$, we thus have $\dot{x}_{\mathfrak{C}(1)}=$ $M_{\mathfrak{C}(1)} \lambda x_{\mathfrak{C}(1)}+N_{\mathfrak{C}(1)} \lambda x_{\mathfrak{C}(\hat{1})}+O\left(\lambda^{2}\right)$, which has the same form as the firstorder cycle case in Section 2. Hence the induction applies and we conclude $\dot{x}_{\mathfrak{C}(M)}=M_{\mathfrak{C}(M)} \lambda^{M} x_{\mathfrak{C}(M)}+O\left(\lambda^{M+1}\right)$. Thus $\dot{x}_{\mathfrak{C}(M)}=O\left(\lambda^{M+1}\right)$ and $x_{c}-x_{c^{\prime}}=O\left(\lambda^{1}\right)$ as in Lemma 2.3. This completes the proof for the first round. We then repeat the same process starting from (3.8)-(3.10) with the error term one degree higher in $\lambda$. An induction then completes the proof.

STEP 3. To include the terms of order $\lambda^{k+K-m+R}$ in consideration from (3.1), we have

$$
\begin{align*}
\dot{x}_{c(k)}= & M_{c(k)}(1+O(\lambda)) \lambda^{k} x_{c(k)}+N_{c(k)}(1+O(\lambda)) \lambda^{k} x_{c(\hat{k})} \\
& +E_{c(k)}(1+O(\lambda)) \lambda^{k+K-m} x_{c(k)}+F_{c(k)}(1+O(\lambda)) \lambda^{k+K-m}  \tag{3.13}\\
& +R_{c(k)}(1+O(\lambda)) \lambda^{k+K-m+R} x_{c(k)}+O\left(\lambda^{k+K-m+R+S}\right)
\end{align*}
$$

where $c \in \mathfrak{C}(K), d(c)=m$ and $0 \leq k \leq m$. By Lemma 3.2, for a first-order cycle $c$ in (3.13), we have the following estimates:

$$
\begin{align*}
\dot{x}_{c(k)}= & M_{c(k)} \lambda^{k} x_{c(k)}+N_{c(k)} \lambda^{k} x_{c(\hat{k})}+E_{c(k)} \lambda^{k+K-m} x_{c(k)} \\
& +F_{c(k)} \lambda^{k+K-m} x_{\mathfrak{C}(\hat{c})}+R_{c(k)}{ }^{k+K-m+R} x_{c(k)}+O\left(\lambda^{k+K-m+R+1}\right)  \tag{3.14}\\
= & M+N+E+F+R+O\left(\lambda^{k+K-m+R+1}\right),
\end{align*}
$$

$$
\begin{equation*}
\dot{x}_{c}=O\left(\lambda^{K+R}\right), \quad x_{c}-x_{c^{\prime}}=O\left(\lambda^{R}\right), \quad x_{c}=O\left(\lambda^{S}\right) \tag{3.15}
\end{equation*}
$$

and
(3.16) $\quad \dot{x}_{c(k)}=O\left(\lambda^{k+K-m+R}\right), \quad x_{i}-x_{j}=O\left(\lambda^{K-m+R}\right) \quad$ for $i, j \in c$.

We will again improve the error estimates in (3.14)-(3.16) in the following.
Lemma 3.3. For a cycle $c \in \mathfrak{C}(K)$ with $d(c)=m$, we have

$$
\begin{aligned}
\dot{x}_{c} & =O\left(\lambda^{K+R+S}\right), \quad x_{c}-x_{c^{\prime}}=O\left(\lambda^{R+S}\right), \quad x_{c}=O\left(\lambda^{S}\right), \\
\dot{x}_{c(k)} & =O\left(\lambda^{k+K-m+R+S}\right) \quad \text { and } \quad x_{i}-x_{j}=O\left(\lambda^{K-m+R+S}\right) .
\end{aligned}
$$

Proof. Similar to that in Lemma 3.2, we start from the backward equations of $\mathfrak{C}(0)$ in (3.14),

$$
\dot{x}_{\mathfrak{C}(0)}=E_{\mathfrak{C}(0)} x_{\mathbb{C}(0)}+F_{\mathfrak{C}(0)} x_{\mathfrak{C}(\hat{0})}+R_{\mathbb{C}(0)} \lambda^{R} x_{\mathfrak{C}(0)}+O\left(\lambda^{R+1}\right)
$$

and obtain $\dot{x}_{\mathcal{C}(0)}=O\left(\lambda^{R+1}\right)$. Solving for $x_{\mathfrak{C}(0)}$, we have

$$
\begin{align*}
& x_{\mathfrak{C}(0)}=-\left(E_{\mathcal{C}(0)}+R_{\mathfrak{C}(0)} \lambda^{R}\right)^{-1} F_{\mathcal{C}(\hat{0})} x_{\mathfrak{C}(\hat{0})}+O\left(\lambda^{R+1}\right) \\
& =\left(I+E_{\mathfrak{C}(0)}^{-1} R_{\mathfrak{C}(0)} \lambda^{R}\right)^{-1}\left(-E_{\mathfrak{C}(0)}^{-1}\right) F_{\mathfrak{C}(0)} x_{\mathfrak{C}(\hat{0})}+O\left(\lambda^{R+1}\right) \\
& =\left(I-E_{\mathfrak{C}(0)}^{-1} R_{\mathscr{C}(0)} \lambda^{R}\right)\left(-E_{\mathfrak{C}(0)}^{-1}\right) F_{\mathfrak{C}(0)} x_{\mathfrak{C}(\hat{0})}+O\left(\lambda^{R+1}\right) \\
& =\left(-E_{\mathfrak{C}(0)}^{-1}+E_{\mathscr{C}(0)}^{-1} R_{\mathbb{C}(0)} \lambda^{R} E_{\mathfrak{C}(0)}^{-1}\right)\left(F_{\mathfrak{C}(0), \mathfrak{C}(0) \backslash c} x_{\mathbb{C}(0) \backslash c}\right.  \tag{3.17}\\
& \left.+F_{\mathfrak{C}(0), c} x_{c}+O\left(\lambda^{R+1}\right)\right) \\
& =x_{\mathfrak{C}(0) \backslash c}+x_{c}+\widetilde{R} \lambda^{R} x_{\mathfrak{C}(0) \backslash c}+R^{\prime} \lambda^{R} x_{c}+O\left(\lambda^{R+1}\right) .
\end{align*}
$$

Substituting (3.17) into (3.14) for $c \in \mathfrak{C}(K), K \geq 1$, we have

$$
\begin{aligned}
\dot{x}_{c(k)}= & M+N+E+F_{c(k), \mathfrak{C}(0)} \lambda^{k-K-m} x_{\mathfrak{C}(0)} \\
& +F_{c(k), \mathfrak{C}(\hat{0}} \lambda^{k+K-m} x_{\mathfrak{C}(\hat{0})}+R+O\left(\lambda^{k+K-m+R+1}\right) \\
= & M+N+E+R \\
& +F_{c(k), \mathfrak{C}(0)} \lambda^{k-K-m}\left(\widetilde{F} x_{\mathfrak{C}(0) \backslash c}+\widetilde{E} x_{c}+\widetilde{R} \lambda^{R} x_{\mathfrak{C}(0) \backslash c}+R^{\prime} \lambda^{R} x_{c}\right) \\
& +O\left(\lambda^{k+K-m+R+1}\right)+F_{c(k), \mathfrak{C}(\hat{0})} \lambda^{k+K-m} x_{\mathfrak{C}(\hat{0})} \\
= & M+N+E^{\prime}+F^{\prime}+R^{\prime}+O\left(\lambda^{k+K-m+R+1}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& E^{\prime}=E+F_{c(k), \mathfrak{C}(0)} \lambda^{k+K-m} \widetilde{E} x_{c}, \\
& F^{\prime}=F_{c(k), \mathfrak{C}(\hat{0})} \lambda^{k+K-m} x_{\mathfrak{C}(\hat{0})}+F_{\mathfrak{C}(k), \mathfrak{C}(0)} \widetilde{F} \lambda^{k+K-m} x_{\mathfrak{C}(\hat{0})}
\end{aligned}
$$

and

$$
R^{\prime}=R+F_{c(k), \mathfrak{C}(0)} \lambda^{k+K-m+R}\left(\widetilde{R} x_{\mathfrak{C}(0) \backslash c}+R^{\prime} x_{c}\right) .
$$

Since $x_{c}-x_{i}=O\left(\lambda^{K-m+R}\right)$, for $i \in c$ by (3.15) and $R^{\prime}$ is a positive matrix, we can replace $F_{\mathfrak{C}(k), \mathfrak{C}(0)} R^{\prime}$ by a positive diagonal matrix $D^{\prime}$ whose diagonal elements are row sums of $F_{c(k), \mathfrak{C}(0)} R^{\prime}$ such that $F_{c(k), \mathfrak{c}(0)} R^{\prime} x_{c}-D^{\prime} x_{c(k)}=$ $O\left(\lambda^{K-m+R}\right)$. Similarly, $F_{c(k), \mathfrak{C}(0)} \widetilde{R}$ can be replaced by a positive diagonal matrix $\widetilde{D}$ with the same row sums such that $F_{c(k), \mathfrak{C}(0)} \widetilde{R} x_{\mathcal{C}(0) \backslash c}-\widetilde{D} x_{c}=O\left(\lambda^{R}\right)$. Hence (3.2)-(3.5) are satisfied. Following the same procedure as in Lemma 3.2 , we have

$$
\dot{x}_{c(0)}=M_{c(0)} x_{c(0)}+E_{c(0)} \lambda x_{c(0)}+F_{c(0)} \lambda x_{c(\hat{c})}+R_{c(0)} \lambda^{R+1} x_{c(0)}+O\left(\lambda^{R+2}\right)
$$

and

$$
\dot{x}_{c}=E_{c} \lambda x_{c}+F_{c} \lambda x_{c(\hat{c})}+R_{c} \lambda^{R+1} x_{c}+O\left(\lambda^{R+2}\right), \quad c \in \mathfrak{C}(1) .
$$

Collecting all the cycles in $\mathfrak{C}(1)$, we have

$$
\dot{x}_{\mathfrak{C}(1)}=M_{\mathfrak{C}(1)} \lambda x_{\mathfrak{C}(1)}+N_{\mathfrak{C}(1)} \lambda x_{\mathfrak{C}(\hat{1})}+R_{\mathfrak{C}(1)} \lambda^{R+1} x_{\mathfrak{C}(1)}+O\left(\lambda^{R+2}\right),
$$

which has the same form as in Lemma 2.3. Thus the same induction procedures apply and this completes the proof.

STEP 4. Because of Lemma 3.3, (3.1) can now be written as follows:

$$
\begin{align*}
\dot{x}_{c(k)}= & M_{c(k)} \lambda^{k} x_{c(k)}+N_{c(k)} \lambda^{k} x_{c(\hat{k})}+E_{c(k)} \lambda^{k+K-m} x_{c(k)} \\
& +F_{c(k)} \lambda^{k+k-m} x_{\mathscr{C}(\hat{c})}+R_{c(k)} \lambda^{k+K-m+R} x_{c(k)}  \tag{3.18}\\
& +S_{c(k)} \lambda^{k+K-m+R+S}+O\left(\lambda^{k+K-m+R+S+1}\right)
\end{align*}
$$

where $c \in \mathfrak{C}(k), d(c)=m$ and $0 \leq k \leq m$. The following are from Lemma 3.3:

$$
\begin{equation*}
\dot{x}_{c(k)}=O\left(\lambda^{K+R+S}\right), \quad x_{c}-x_{c^{\prime}}=O\left(\lambda^{R+S}\right), \quad x_{c}=O\left(\lambda^{S}\right) \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{x}_{c(k)}=O\left(\lambda^{k+K-m+R+S}\right), \quad x_{i}-x_{j}=O\left(\lambda^{K-m+R+S}\right) \tag{3.20}
\end{equation*}
$$

Lemma 3.4. For a cycle $c \in \mathfrak{C}, x_{c}=\theta \cdot \lambda^{S}+O\left(\lambda^{S+1}\right)$ and $\dot{x}_{c}=O\left(\lambda^{k+R+S+1}\right)$. Also, $\dot{x}_{c(k)}=O\left(\lambda^{k+K-m+R+S+1}\right)$ and $x_{i}-x_{j}=O\left(\lambda^{K-m+R+S+1}\right)$ if $i, j \in c \in \mathfrak{C}(K)$ and $d(c)=m$.

Proof. We start from $\mathfrak{C}(0)$,

$$
\dot{x}_{\mathfrak{C}(0)}=E_{\mathcal{C}(0)} x_{\mathfrak{C}(0)}+F_{\mathfrak{C}(0)} x_{\mathfrak{C}(\hat{0})}+R_{\mathfrak{C}(0)} \lambda^{R} x_{\mathfrak{C}(0)}+S_{\mathfrak{C}(0)} \lambda^{R+S}+O\left(\lambda^{R+S+1}\right) .
$$

As in Lemma 3.3, we have $\dot{x}_{\mathfrak{C}(0)}=O\left(\lambda^{R+S+1}\right)$ and hence

$$
x_{\mathfrak{C}(0)}=-\left(E_{\mathfrak{C}(0)}+R_{\mathfrak{C}(0)} \lambda^{R}\right)^{-1}\left(F_{\mathfrak{C}(0)} x_{\mathfrak{C}(\hat{0})}+S_{\mathfrak{C}(0)} \lambda^{R+S}\right)+O\left(\lambda^{R+1}\right) .
$$

Repeating the process in Lemma 3.3, we thus eliminate all states in $\mathfrak{C}(K)$, $0 \leq K \leq M-1$ and finally obtain the following:

$$
\dot{x}_{\mathfrak{C}(M)}=M_{\mathfrak{C}(M)} \lambda^{M} x_{\mathfrak{C}(M)}+R_{\mathfrak{C}(M)} \lambda^{M+R} x_{\mathfrak{C}(M)}+S_{\mathfrak{C}(M)} \lambda^{M+R+S}+O\left(\lambda^{M+R+S+1}\right) .
$$

Multiplying by the left eigenvector of $M_{\mathscr{C}(M)}$ corresponding to 0 , we have

$$
\dot{x}_{\mathfrak{C}}=\alpha \lambda^{M+R} x_{\mathfrak{C}}+\beta \lambda^{M+R+S}+O\left(\lambda^{M+R+S+1}\right) .
$$

Hence $x_{\mathfrak{C}}=\theta \lambda^{S}+O\left(\lambda^{S+1}\right)$ where $\theta=\beta / \alpha$. The rest of the proof is identical to that in Lemma 2.4.

Combining Lemmas 3.1-3.4, we have the main conclusion of this section.
Theorem 3.5. For any states $i, j$ in a second order cycle $\mathfrak{C}$ and a state $a \notin \mathfrak{C}$, we have $P_{t, i}\left(X_{\tau}=a\right)=\theta \cdot \lambda^{S}(t)+O\left(\lambda^{S+1}(t)\right)$ for tlarge, where $\tau$ is the first exit time from $\mathfrak{C}$ and $S=U^{2}(\mathfrak{C}, a)-V^{2}(\mathfrak{C})$. Moreover, if $i, j$ belong to different first order cycles then $\left|P_{t, i}\left(X_{\tau}=a\right)-P_{t, j}\left(X_{\tau}=a\right)\right|=O\left(\lambda^{R+S}\right)$, where $R=V^{2}(\mathfrak{C})-d^{2}(\mathfrak{C})$. If $i, j \in c \in \mathfrak{C}(K)$, then $\mid P_{t, i}\left(X_{\tau}=a\right)-P_{t, j}\left(X_{\tau}=\right.$ $a) \mid=O\left(\lambda^{(R+S+K-m)}\right)$, where $m=d^{1}(c)$.

It is clear now how the induction will go for cycles of any order. The general statement is in Theorem 1.1.

## APPENDIX

We consider an example of seven points in the following graph: $S=$ $\{0,1,2,3,4,5,6\}$ with $U(0,1)=U(1,2)=U(3,4)=U(3,2)=U(4,3)=$ $u(4,5)=U(5,6)=0, U(1,0)=U(2,1)=U(2,3)=U(5,4)=U(6,5)=1$ and $U(i, j)=\infty$ for other $i, j$ :


Since $\{5,6\}$ is the only equivalence class of minimal states, it is a cycle in $S^{1}$. Other states are not minimal and each of them forms a trivial cycle. Hence $S^{1}=\{\{0\},\{1\},\{2\},\{3\},\{4\}, \overline{6}\}$ where $\overline{6}=\{5,6\}$. For brevity, we write $S^{1}=$ $\{0,1,2, \ldots, 4, \overline{6}\}$. An easy computation of (1.6) shows that $U^{1}(i, j)=U(i, j)$
for $i, j=0, \ldots, 4$, and $U^{1}(4, \overline{6})=0, U^{1}(\overline{6}, 4)=2$. The graph becomes the following:


Now, $\{1,2,3,4, \overline{6}\}$ is the only equivalence class of minimal states, hence $S^{2}=\{0, \overline{\overline{6}}\}$ where $\left.\overline{\overline{6}}\right\}=\{1,2,3,4, \overline{6}\}$. Again, an easy computation shows that $U^{2}(0, \overline{\overline{6}})=0$ and $U^{2}(\overline{\overline{6}}, 0)=3$. The graph is the following:


Obviously $S^{3}$ is a singleton and the process stops.
The content of Theorem 1.1(i) asserts that starting from 5 or 6 , with probability close to 1 , the exit distribution $X_{\tau}$ from $\{5,6\}$ concentrates on $\delta_{4}$. This is, of course, trivial because $P_{t, 5}\left(X_{\tau}=4\right)$ is alway 1. However, if one adds an arrow between 3 and 5 , that is, if we let $U(5,3)=1$ (or 2 ), then the cycle formation processes remain the same but $P_{t, 5}\left(X_{\tau}=3\right) \rightarrow \theta$ [or $\left.P_{t, 5}\left(X_{\tau}=3\right) / \lambda(t) \rightarrow \theta\right]$ for some $\theta>0$ as $t \rightarrow \infty$.
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