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#### Abstract

We study convergence rates of $\mathbb{R}^{d}$-valued algorithms, especially in the case of multiple targets and simulated annealing. We precise, for example, the convergence rate of simulated annealing algorithms, whose weak convergence to a distribution concentrated on the potential's minima had been established by Gelfand and Mitter or by Hwang and Sheu.


1. Introduction. Many well-known stochastic algorithms enable us to locate the zeros of a function $h: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ or the local (eventually global) minima of a function $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$. Such algorithms may be written as

$$
\begin{equation*}
Z_{n+1}=Z_{n}+\gamma_{n}\left[h\left(Z_{n}\right)+\eta_{n+1}\right]+\sigma_{n} \xi_{n+1}, \tag{1.1}
\end{equation*}
$$

and we take $h=-\nabla V$ in the search for the minima of $V$.
The scale factors or gains of the algorithm $\left(\gamma_{n}\right)_{n \geq 0}$ and $\left(\sigma_{n}\right)_{n \geq 0}$ are two strictly positive deterministic sequences, decreasing to zero, and are freely chosen. In many cases, $h\left(Z_{n}\right)$ is observable only up to a disturbance $\eta_{n+1}$, for instance, up to a Markovian disturbance [2] (if the function $h$ is known, then $\eta_{n+1}=0 \forall n$ ). The random noise ( $\xi_{n}$ ) might be a simulated sequence of independent identically distributed random vectors; such a noise prevents the algorithm from falling into useless "traps" such as saddle points or local maxima of $V$ when $h=-\nabla V$.

Our contribution is related to the rate of weak convergence of (1.1). We first consider weakly disturbed algorithms in the presence of multiple targets, and then simulated annealing algorithms.
1.1. Weak convergence rates in the presence of multiple targets. When the gains $\left(\gamma_{n}\right)$ and $\left(\sigma_{n}\right)$ are chosen such that $v(n)=\gamma_{n} / \sigma_{n}^{2}$ is an increasing sequence with $v(n) / \ln n \rightarrow+\infty$, (1.1) is said to be a weakly disturbed algorithm.

Weakly disturbed algorithms and their relationship with the ordinary differential equation (ODE),

$$
\begin{equation*}
\frac{d z}{d t}(t)=h[z(t)], \tag{1.2}
\end{equation*}
$$

have been widely studied, and we know many criteria that give almost sure convergence of $\left(Z_{n}\right)$ to an attractive target $z^{*}$, that is a zero of $h$, which is asymptotically stable for (1.2). For such results, see [2], [6], [7] and [24].
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Once the convergence of (1.1) has been established, it is interesting to study the rate of convergence of $\left(Z_{n}\right)$. Several results on the rate of weak convergence have been proved, for instance, by Bouton [3], Kersting [21], KushnerHuang [25] and Nevel'son and Ha'sminskií [31], when it is known that the sequence ( $Z_{n}$ ) converges with probability 1 to an attractive target of $h$. A more complete bibliography on that subject can be found in Walk's chapter of [28]. Kaniovski [19] and Kaniovski and Pflug [20] have considered the case of a finite number of attractive targets, under the assumption that the algorithm almost surely converges to one of them.

More recently, the study of high-dimensional algorithms has increased interest in almost sure asymptotic behaviors of algorithms, which are associated with more complicated ODE (see [1], [6] and [10]), and we know that some algorithms may have various limit sets (not necessarily reduced to a single point), which are linked to the ODE (1.2); this case is called the case of multiple targets. It has been seen by simulations that the probability the algorithm converges to an attractive target $z^{*}$ is strictly positive, but the precise study of the link between the initial value given to the algorithm and the probability that ( $Z_{n}$ ) converges to $z^{*}$ remains an open problem.

Our first aim is to extend the previous results on the rate of weak convergence of (1.1) to the case of multiple targets. More precisely, $z^{*}$ being an attractive target, our goal is to establish the weak convergence rate of $\left(Z_{n}\right)$ towards $z^{*}$ given the event $\Gamma\left(z^{*}\right)=\left\{\omega ; Z_{n}(\omega) \rightarrow z^{*}\right\}$, and whatever the behavior of $\left(Z_{n}\right)$ outside of $\Gamma\left(z^{*}\right)$ may be. We shall assume that the probability of $\Gamma\left(z^{*}\right)$ is strictly positive, but not necessarily equal to 1 . Moreover our assumptions on (1.1) will be local assumptions [that is, assumptions required only once $\left(Z_{n}\right)$ is sufficiently close to $z^{*}$ ]. Thus, our assumptions are less restrictive than those found in [3], [18], [19], [20], [24], [30] and our results can be applied, of course, to the case of multiple targets, but also to algorithms obtained by truncation or projection.

Roughly speaking, assuming smooth regularity properties of $h$ in a neighborhood of $z^{*}$ (and whatever $h$ might be elsewhere), we prove that, given $\Gamma\left(z^{*}\right)$,

$$
\sqrt{v(n)}\left(Z_{n}-z^{*}\right) \Rightarrow \mathscr{N}(0, \Sigma),
$$

with $v(n)=\gamma_{n} \sigma_{n}^{-2}, \Rightarrow$ denoting the weak convergence, $\mathscr{N}$ the Gaussian distribution and $\Sigma$ a covariance matrix.
1.2. Weak convergence rates of simulated annealing algorithms on $\mathbb{R}^{d}$. Stochastic algorithms used in the search for the minima of a function $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ are gradient algorithms of the form

$$
\begin{equation*}
Z_{n+1}=Z_{n}-\gamma_{n}\left[\nabla V\left(Z_{n}\right)+\eta_{n+1}\right]+\sigma_{n} \xi_{n+1}, \tag{1.3}
\end{equation*}
$$

$\left(\xi_{n}\right)$ being a sequence of independent simulated random vectors with distribution $\mathscr{N}(0, I)$.

The gains $\left(\gamma_{n}\right)$ and $\left(\sigma_{n}\right)$ being chosen in the same way as in $1.1,(1.3)$ is an example of a weakly disturbed algorithm and our previous result applies: $z^{*}$
being a local minimum of $V$, given the event $\Gamma\left(z^{*}\right)=\left\{Z_{n} \rightarrow z^{*}\right\}$,

$$
\sqrt{v(n)}\left(Z_{n}-z^{*}\right) \Rightarrow \mathscr{N}(0, \Sigma) .
$$

This implies that, given $\Gamma\left(z^{*}\right)$,

$$
\begin{aligned}
& 4 v(n)\left[V\left(Z_{n}\right)-V\left(z^{*}\right)\right] \\
& \quad \Rightarrow Y^{T}\left[D^{2} V\left(z^{*}\right)+\zeta I\right]^{-1 / 2} D^{2} V\left(z^{*}\right)\left[D^{2} V\left(z^{*}\right)+\zeta I\right]^{-1 / 2} Y
\end{aligned}
$$

where $v(n)=\gamma_{n} / \sigma_{n}^{2}, Y$ is a $d$-dimensional random vector with distribution $\mathscr{N}(0, I)$, and $\zeta$ depends on the choice of the gain $\gamma_{n}$. [In most cases, the asymptotic distribution is the chi-square distribution with $d$ degrees of freedom, denoted by $\left.\chi^{2}(d)\right]$.

However, it is often necessary to find the global minima of $V$, thus avoiding its local minima. The basic idea is to increase the simulated disturbance $\left(\sigma_{n} \xi_{n+1}\right)$. As a matter of fact, we know that if the gains $\left(\gamma_{n}\right)$ and $\left(\sigma_{n}\right)$ are chosen such that $v(n)=\gamma_{n} \sigma_{n}^{-2}$ is an increasing sequence, $(v(n) / \ln n)$ being suitably bounded, then ( $Z_{n}$ ) converges weakly to a distribution concentrated on the global minima of $V$. This is the framework studied by Gelfand and Mitter [11], [12]; in this case, (1.3) is no longer a weakly disturbed algorithm, but a simulated annealing algorithm.

Although convergence rates of simulated annealing type algorithms on finite spaces have been studied intensively, few results have been established on the rate of simulated annealing on $\mathbb{R}^{d}$. This is our second aim and we prove in particular that if $\operatorname{Argmin} V$ is a finite set and if $V$ is a three times continuously differentiable function such that $D^{2} V\left(z^{*}\right)$ is invertible for any global minimum $z^{*}$ of $\operatorname{Argmin} V$, then

$$
4 v(n)\left[V\left(Z_{n}\right)-\inf V\right] \Rightarrow \chi^{2}(d),
$$

with $v(n)=\gamma_{n} / \sigma_{n}^{2}$ and $\inf V=\inf _{z \in \mathbb{R}^{d}} V(z)$. Thus the rate of weak convergence of simulated annealing algorithms cannot be better than $1 / v(n)=$ $\measuredangle / \ln n$ (where $\measuredangle$ is a strictly positive constant), whereas the optimal rate of weak convergence of weakly disturbed algorithm is known to be $1 / v(n)=\measuredangle / n$.

A companion paper from Marquez [29] investigates convergence rates for annealing diffusion processes.

## 2. Main results.

2.1. Weak convergence rates under local assumptions. We will look at the $d$-dimensional stochastic algorithm (1.1) defined on a probability space $(\Omega, \mathscr{A}, \mathscr{P})$ with a filtration $\mathscr{T}=\left(\mathscr{T}_{n}\right)_{n \geq 0}$.

Such a formula includes several types of weakly disturbed algorithms. Refering to regression problems, let us call the "noise" a sequence of increments of a $d$-dimensional square integrable martingale, adapted to $\mathscr{F}$, for instance a sequence of independent identically distributed random vectors. The Robbins-Monro algorithm is obtained with $\eta=0,\left(\xi_{n}\right)$ a noise and $\gamma_{n}=\sigma_{n}$. The Kiefer-Wolkowitz algorithm [22] introduces $h=-\nabla V$, $\left(\xi_{n}\right)$
being a noise and $\left(\eta_{n}\right)$ a small residual disturbance. Finally, we may write $\eta_{n+1}$ as $\eta_{n+1}=e_{n+1}+r_{n+1}$, where $\left(e_{n}\right)$ is a noise, and the residual term $\left(r_{n}\right)$ allows Markovian disturbances in the framework of [2]. In order to study unitarily all these situations, we set $\varepsilon_{n+1}=\xi_{n+1}+\left(\gamma_{n} / \sigma_{n}\right) e_{n+1}$ and rewrite (1.1) as

$$
\begin{equation*}
Z_{n+1}=Z_{n}+\gamma_{n}\left[h\left(Z_{n}\right)+r_{n+1}\right]+\sigma_{n} \varepsilon_{n+1} \tag{2.1}
\end{equation*}
$$

where $\left(\varepsilon_{n}\right)$ is a noise and $\left(r_{n}\right)$ a residual term.
(A1.1) Assumptions about the function $h: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$.
(i) $h\left(z^{*}\right)=0$.
(ii) On a neighborhood of $z^{*}, h(z)=\rho\left(z-z^{*}\right) H .\left(z-z^{*}\right)+O\left(\left\|z-z^{*}\right\|^{2}\right)$ with $\rho: \mathbb{R}^{d} \rightarrow[1, \bar{\rho}](\bar{\rho}>1)$ Lipschitz on $\{z ;\|z\|=1\}$ and such that $\rho(t z)=\rho(z)$ for all $t>0$.
(iii) $H$ is a stable $d \times d$ matrix; that is, the largest real part of its eigenvalues is $(-L)$ with $L>0$.
(A1.2) Assumptions about the disturbances $\left(r_{n}\right)$ and $\left(\varepsilon_{n}\right)$. For two constants $M>0$ and $b>2$, almost surely,

$$
\begin{gathered}
E\left(\varepsilon_{n+1} \mid \mathscr{F}_{n}\right) 1_{\left\{\left\|Z_{n}-z^{*}\right\| \leq M\right\}}=0 \\
\sup _{n \geq 0} E\left(\left\|\varepsilon_{n+1}\right\|^{b} \mid \mathscr{F}_{n}\right) 1_{\left\{\left\|Z_{n}-z^{*}\right\| \leq M\right\}}<\infty \\
E\left(v(n)\left\|r_{n+1}\right\|^{2} 1_{\left\{\left\|Z_{n}-z^{*}\right\| \leq M\right\}}\right) \rightarrow 0 \\
\end{gathered}
$$

Almost surely on $\Gamma\left(z^{*}\right)=\left\{Z_{n} \rightarrow z^{*}\right\}, E\left(\varepsilon_{n+1} \varepsilon_{n+1}^{T} \mid \mathscr{F}_{n}\right) \rightarrow \Gamma$, where $\Gamma$ is a positive definite deterministic matrix.
(A1.3) Assumptions about the gains $\left(\gamma_{n}\right)$ and $\left(\sigma_{n}\right)$. Let $\gamma$ and $\sigma$ be two positive functions defined on $\left[0,+\infty\left[\right.\right.$, which decrease to zero. Let $\gamma_{n}=\gamma(n)$, $\sigma_{n}=\sigma(n)$.

Let $v=\gamma / \sigma^{2}$; we assume that $v$ is a function increasing to infinity, differentiable and such that its differentiate $v^{\prime}$ varies regularly with exponent $\beta-1 \geq-1$ (that is, for any $x>0, v^{\prime}(t x) / v^{\prime}(t) \rightarrow x^{\beta-1}$ as $t \rightarrow+\infty$; cf. [9], [33]).

Moreover we assume either (A1.3.1) or (A1.3.2):
(A1.3.1) $\gamma$ varies regularly with exponent $(-\alpha), 0 \leq \alpha<1$;
(A1.3.2) For $t \geq 1, \gamma(t)=\gamma_{0} / t$ with $2 L \gamma_{0}>\beta$.

Comments on the assumptions. (a) Assumptions (A1.1) and (A1.2) are local. Given the convergence to $z^{*}$, they easily apply to the case of multiple targets as well as to projected or truncated algorithms (see, e.g., [4]).
(b) The introduction of the function $\rho$ in (A1.1) allows directional derivatives, as in [20].
(c) Assumptions (A1.2) on the noise $\left(\varepsilon_{n}\right)$ and the residual term $\left(r_{n}\right)$ are satisfied in the most usual cases, for example, for Robbins-Monro and KieferWolfowitz algorithms, as well as for algorithms with Markovian disturbances.
(d) Assumption (A1.3) seems quite general, and Theorem 1 can be applied to the usual gains $\gamma_{n}=\sigma_{n}=\gamma_{0} n^{-\alpha}, 0<\alpha \leq 1$, as well as to slower gains considered in [7], for instance to $\gamma_{n}=\sigma_{n}=\left(c_{n} / \ln n\right)$, with $c_{n} \rightarrow 0$ and $v(n)=$ $(\ln n) / c_{n}$ satisfying assumptions (A1.3).
(e) Since $v^{\prime}$ varies regularly with exponent $\beta-1 \geq-1, n v^{\prime}(n) / v(n) \rightarrow \beta$. We deduce that

$$
\left[\frac{v(n)}{v(n-1)}\right]^{1 / 2}=1+\frac{\beta}{2 n}+o\left(\frac{1}{n}\right)
$$

and, in view of the definition of $\gamma_{n}$, under (A1.3.1), $[v(n) / v(n-1)]^{1 / 2}=1+$ $o\left(\gamma_{n}\right)$; under (A1.3.2),

$$
\left[\frac{v(n)}{v(n-1)}\right]^{1 / 2}=1+\frac{\beta}{2 \gamma_{0}} \gamma_{n}+o\left(\gamma_{n}\right) .
$$

Set $\zeta=0$ under (A1.3.1) and $\zeta=\beta / 2 \gamma_{0}$ under (A1.3.2). In both cases,

$$
\begin{equation*}
\left[\frac{v(n)}{v(n-1)}\right]^{1 / 2}=1+\zeta \gamma_{n}+o\left(\gamma_{n}\right) . \tag{2.2}
\end{equation*}
$$

Theorem 1 (Convergence rate under local assumptions). We assume (A1.1) to (A1.3). Given $\Gamma\left(z^{*}\right)$,

$$
\sqrt{v(n)}\left(Z_{n}-z^{*}\right) \Rightarrow \mu,
$$

where $\mu$ is the stationary distribution of the diffusion

$$
\begin{equation*}
d X_{t}=\left[\rho\left(X_{t}\right) H+\zeta I\right] X_{t} d t+\Gamma^{1 / 2} d B_{t} \tag{2.3}
\end{equation*}
$$

Moreover, this convergence is stable, that is, for any $\mathscr{F}_{\infty}$-measurable random variable $\xi,\left(\xi, \sqrt{v(n)}\left(Z_{n}-z^{*}\right)\right)$ converges weakly, given $\Gamma\left(z^{*}\right)$, to the product measure of the distribution of $\xi$ and of $\mu$.

Remarks. (a) Generally $\rho=1$, and then $\mu=\mathscr{N}(0, \Sigma)$ where $\mathscr{N}$ is the Gaussian distribution and $\Sigma$ is the solution of Lyapunov's equation

$$
(H+\zeta I) \Sigma+\Sigma\left(H^{T}+\zeta I\right)=-\Gamma .
$$

(b) The stability of this weak convergence is new in this framework; it takes its root from Feigin [8] or Touati [34].
2.2. Convergence rate of simulated annealing algorithms. Simulated annealing algorithms are used to find the global minima of a function $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$.

We split the problem into two different parts, the gradient $\nabla V$ being known or observable only together with a disturbance.
2.2.1. When the function $\nabla V$ is known. Here we consider the gradient algorithm

$$
\begin{equation*}
Z_{n+1}=Z_{n}-\gamma_{n} \nabla V\left(Z_{n}\right)+\sigma_{n} \xi_{n+1} \tag{2.4}
\end{equation*}
$$

under the following assumptions.
(A2.1) Assumptions about the function $V . \quad V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is twice continuously differentiable and we have the following:
(i) $V(z) \rightarrow+\infty$ when $\|z\| \rightarrow+\infty$;
(ii) $\|\nabla V\|^{2}-\Delta V$ is bounded from below;
(iii) $0<\liminf \|\nabla V(z)\|^{2} / V(z) \leq \lim \sup \|\nabla V(z)\|^{2} / V(z)<+\infty$ when $\|z\| \rightarrow+\infty$;
(iv) $\nabla V$ is globally Lipschitz;
(v) $\{\nabla V=0\}$ has a finite number of connected components;
(vi) $E\left(V\left(Z_{0}\right)\right)<+\infty$.
(A2.2) Assumptions about the simulated noise. ( $\xi_{n}$ ) is a simulated sequence of independent random vectors with normal distribution $\mathscr{N}(0, I)$, and independent of $Z_{0}$.
(A2.3) Assumptions about the gains $\left(\gamma_{n}\right)$ and $\left(\sigma_{n}\right)$. We add one of the following assumptions where $\Lambda$ is a strictly positive constant, depending on $V$ [see comment (b)].
(A2.3.1) (i) $\gamma$ is decreasing and varies regularly with exponent ( $-\alpha$ ) where $\frac{1}{2}<\alpha<1$.
(ii) $v$ is increasing to infinity, continuously differentiable, concave, and varies slowly.
(iii) For $t$ large enough, $v(t) \leq[c \cdot(1-\alpha)] \ln t$ with $c<1 / \Lambda$.
(A2.3.2) For $t>1$ : (i) $\gamma(t)=\gamma_{0}\left[t(\ln t)^{m}\right]^{-1 / 2}$ with $m \geq 2$.
(ii) $\sigma(t)=\sigma_{0}\left[t^{1 / 4}(\ln t)^{(1 / 2)+(m / 4)}\right]^{-1}$.
(iii) $\gamma_{0} / \sigma_{0}^{2}<1 / \Lambda$.
(A2.3.3) For $t>\exp (1)$ : (i) $\gamma(t)=\gamma_{0} / t$.
(ii) $\sigma(t)=\sigma_{0}[t \ln (\ln t)]^{-1 / 2}$.
(iii) $\gamma_{0} / \sigma_{0}^{2}<1 / \Lambda$.

Comments on the assumptions. (a) Assumption (A2.1) implies that the Gibbs probability measure $G_{\tau}$, whose density with respect to Lebesgue measure is $g_{V, \tau}=c_{\tau} \exp [-V / \tau]$, exists for any $\tau>0$ (cf. [18]).
(b) The constant $\Lambda$, depending on $V$, is accurately described in [16] and [18].

## Theorem 2.

(i) Rate of convergence in probability: under assumptions (A2.1)-(A2.3), for all $r>0$,

$$
\sup _{n} E\left(v(n)\left[V\left(Z_{n}\right)-\inf V\right] 1_{\left\{\left[V\left(Z_{n}\right)-\inf V\right]>r\right\}}\right)<\infty
$$

(ii) Rate of convergence in expectation: if we add the assumption that there exists a constant $\rho_{V}>0$ such that, on a neighborhood of $\operatorname{Argmin} V, \rho_{V}(V(z)-$ $\inf V) \leq\|\nabla V(z)\|^{2}$, then

$$
\sup _{n} E\left(v(n)\left[V\left(Z_{n}\right)-\inf V\right]\right)<\infty
$$

REMARKs. (a) The convergence of simulated annealing algorithms only require assumptions (i), (ii), (v), (vi) of (A2.1), $\|\nabla V(z)\| \rightarrow \infty$ as $\|z\| \rightarrow \infty$, (A2.2) and (A2.3). Thus our assumptions on the function $V$ seem quite restrictive (and are in particular stronger than those of [11], [12] or [29]). However it proves that annealing algorithms converge very slowly since their convergence rates cannot be better than $1 / v(n)=\mathscr{C} / \ln n$. Such rates of weak convergence are disappointing for practical purpose; further studies should focus on accelerating this optimization process.
(b) If Argmin $V$ is known to be included in a compact set, we can weaken the assumptions on $V$. To this end, we replace $V$ by a function that equals $V$ on the compact set and satisfies the strong assumption (A2.1) for large $\|z\|$. Such a procedure is easier than a projection on a suitable compact.
(c) The condition $\rho_{V}(V-\inf V) \leq\|\nabla V\|^{2}$ is fulfilled if $D^{2} V$ is positive definite on Argmin $V$ (hence Argmin $V$ being a finite set). It is also fulfilled if $V$ is regular enough on a neighborhood of the connected components of Argmin $V$.

Theorem 3 (Weak convergence rate and small deviations). Under assumptions (A2.1)-(A2.3), and if $a \mapsto g(a)=\int \exp [-a V(x)] d x$ varies regularly with exponent $(-\eta), \eta \geq 0$, we have the following.
(i) Weak convergence:

$$
4 v(n)\left[V\left(Z_{n}\right)-\inf V\right] \Rightarrow \gamma\left(\eta, \frac{1}{2}\right)
$$

$\gamma\left(\eta, \frac{1}{2}\right)$ denoting the Gamma distribution whose density with respect to the Lebesgue measure is proportional to $e^{-x / 2} x^{\eta-1} 1_{\{x>0\}}$.
(ii) Small deviations: for any real function $f$ increasing to infinity,

$$
\lim _{n \rightarrow \infty} \frac{1}{f(v(n)) \ln v(n)} \ln \left[P\left(V\left(Z_{n}\right)-\inf V \geq \frac{r f(v(n)) \ln v(n)}{v(n)}\right)\right]=-2 r
$$

REmarks. (a) The condition that $a \mapsto g(a)=\int \exp [-a V(x)] d x$ varies regularly with exponent $(-\eta)$ is a technical assumption, which is fulfilled in the three cases considered by Hwang [15]. These cases, which ensure the weak convergence as $\tau \rightarrow 0$ of the Gibbs distribution $G_{\tau}$ to a probability $G_{0}$ concentrated on Argmin $V$, are the following.

Case 1. Argmin $V$ has a strictly positive Lebesgue measure. In this case $G_{0}$ is the uniform distribution on Argmin $V, \eta=0$ and $\gamma(\eta, 1 / 2)$ is the Dirac measure in zero.

Case $2 . V$ is a three times continuously differentiable function and $D^{2} V\left(z^{*}\right)$ is invertible for any $z^{*} \in \operatorname{Argmin} V$. Then Argmin $V$ is a finite set and $G_{0}$ is proportional to the measure

$$
\sum_{z^{*} \in \operatorname{Argmin} V}\left[\operatorname{det} D^{2} V\left(z^{*}\right)\right]^{-1 / 2} \delta_{z^{*}}
$$

$\delta_{z^{*}}$ denoting the Dirac measure in $z^{*}$. Here $\eta=d / 2$ and $\gamma(\eta, 1 / 2)$ is the chi-square distribution with $d$ degrees of freedom.

Case $3 . V$ is a three times continuously differentiable function, Argmin $V$ has a finite number of connected components, each component being a smooth manifold. Moreover, for all points of these manifolds with the highest dimension, the "second order partial differential of $V$ with respect to smooth normal coordinates" is invertible (see [15] for a precise statement based on regular local coordinates of $V$ ). In this case, $G_{0}$ concentrates on the highest dimensional components, and $\eta=(d-\nu) / 2, \nu$ being the highest dimension of the regular components.
(b) Assumption (A2.3.2) gives the optimal convergence rate $1 / v(t)=$ $1 /(c \ln t)$ for any $c<1 / \Lambda$, whereas (A2.3.1) leads to $1 / v(t)>2 /[c(\ln t)]$ and (A2.3.3), which corresponds to the framework studied by Gelfand and Mitter [11], gives a very slow rate $(1 / v(t)=1 /[c \ln (\ln t)])$.
(c) For the simulated annealing diffusion, Marquez [29] establishes large deviation principles. For the discrete time algorithm, residual terms prevent us from obtaining such results. See [23] for large deviations results on the escape time from a neighborhood of Argmin $V$.
(d) Part (i) of Theorem 3 can be used to compute confidence regions with a given error, whereas part (ii) can be used to compute larger confidence regions with an error converging to zero with a rate close to $[v(n)]^{-2 r}$.

For our complementary result on the weak convergence rate, we add the following assumption, which corresponds to the second case considered by Hwang [15], thus to $\eta=d / 2$ in Theorem 3.
(A2.4) Additional assumptions on the function $V$.
(i) For any $z^{*}$ of $\operatorname{Argmin} V, D^{2} V\left(z^{*}\right)$ is positive definite (hence Argmin $V$ is a finite set).
(ii) $V$ is a three times continuously differentiable function.

THEOREM 4. Under assumptions (A2.1) to (A2.4),

$$
\left(Z_{n}, \sqrt{v(n)} \nabla V\left(Z_{n}\right)\right) \Rightarrow \sum_{z \in \operatorname{Argmin} V} G_{0}(z) \delta_{z} \otimes \mathscr{N}\left(0, \frac{1}{2} D^{2} V(z)\right)
$$

$\mathscr{N}$ denoting the Gaussian distribution and $\otimes$ the product of measures.
2.2.2. When the function $\nabla V$ is observable only together with a disturbance. In this case, we consider the gradient algorithm

$$
Z_{n+1}=Z_{n}-\gamma_{n}\left[\nabla V\left(Z_{n}\right)+r_{n+1}+\varepsilon_{n+1}\right]+\sigma_{n} \xi_{n+1}
$$

defined on $(\Omega, \mathscr{A}, \mathscr{P})$ equipped with a filtration $\mathscr{F}=\left(\mathscr{F}_{n}\right)_{n \geq 0}$ with the following assumptions.
(A3.1) Assumptions about the function $V$. We take up assumption (A2.1).
(A3.2) Assumptions about the gains $\left(\gamma_{n}\right)$ and $\left(\sigma_{n}\right)$. We assume either (A3.3.1) or (A3.3.2).
(A3.3.1) We take up (A2.3.1) with $\frac{2}{3}<\alpha<1$;
(A3.3.2) We take up (A2.3.3).
(A3.3) Assumptions about the disturbances $\left(\varepsilon_{n}\right)$ and $\left(r_{n}\right)$. Disturbances $\left(\varepsilon_{n}\right)$ and $\left(r_{n}\right)$ are adapted to $\mathscr{F} ; E\left(\varepsilon_{n+1} \mid \mathscr{F}_{n}\right)=0 ; \sup _{n} E\left(\left\|\varepsilon_{n+1}\right\|^{2} \mid \mathscr{F}_{n}\right)<+\infty$; $\sup _{n} n^{\delta} E\left(\left\|r_{n+1}\right\|^{2} \mid \mathscr{F}_{n}\right)<\infty$, with $\delta>1-\alpha$.
(A3.4) Assumptions about the simulated noise $\left(\xi_{n}\right)$. The random variables $r_{n+1}$ and $\xi_{n+1}$ are independent given $\mathscr{F}_{n} ; \xi_{n+1}$ is independent of $\mathscr{F}_{n}$, with distribution $\mathscr{N}(0, I)$.
(A3.5) We take up (A2.4).
Theorem 5. Under assumptions (A3.1)-(A3.4), Theorems 2 and 3 can be applied to ( $Z_{n}$ ). Under the additional assumption (A3.5), Theorem 4 can be applied to $\left(Z_{n}\right)$.

Remark. If we search for the local minima of $V$, we use the weakly disturbed algorithm $Z_{n+1}=Z_{n}-\gamma_{n}\left[\nabla V\left(Z_{n}\right)+r_{n+1}+\varepsilon_{n+1}\right]$ and, in view of Theorem 1, the optimal weak convergence rate is obtained when the gain $\gamma_{n}=\gamma_{0} / n$ is chosen. But if we search for the global minima of $V$, we use the simulated annealing algorithm $Z_{n+1}=Z_{n}-\gamma_{n}\left[\nabla V\left(Z_{n}\right)+r_{n+1}+\varepsilon_{n+1}\right]+\sigma_{n} \xi_{n+1}$, for which the optimal gain is no longer $\gamma_{n}=\gamma_{0} / n$. As a matter of fact, a slower gain $\gamma_{n}=\gamma_{0} / n^{\alpha}, 2 / 3<\alpha<1$, and the corresponding gain $\sigma_{n}$ give a better convergence rate for the simulated annealing algorithm.
3. Proofs. We first give two preliminary results in Section 3.1, which are proved in 3.2 and 3.3. Theorems 1, 2, 3, 4 and 5 are proved in Sections 3.4, $3.5,3.6,3.7$ and 3.8 , respectively.
3.1. Preliminary results. To investigate the weak convergence of $\left(\sqrt{v(n)}\left(Z_{n}-z^{*}\right)\right)$ in the framework of Theorem 1 or of $\sqrt{v(n)} \nabla V\left(Z_{n}\right)$ in the framework of Theorem 3, we first need to establish the tightness of both sequences. In order to unitarily study these two situations, we give a result of tightness in 3.1.1 (Proposition 6) based on an auxiliary Lyapunov function,
that is, a function $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$, twice continuously differentiable and such that $V(z) \rightarrow+\infty$ when $\|z\| \rightarrow+\infty$. According to the considered problem, we shall apply this result, either letting $V$ be defined by $V(z)=\|z\|^{2}$ or letting $V$ be the function whose global minima are searched.

Let $Y_{n+1}=\sqrt{v(n)}\left(Z_{n+1}-z^{*}\right)$ in the framework of Theorem 1 . We have then

$$
Y_{n+1}=\sqrt{v(n)}\left(Z_{n}-z^{*}\right)+\gamma_{n}\left[\sqrt{v(n)} h\left(Z_{n}\right)+\sqrt{v(n)} r_{n+1}\right]+\sqrt{\gamma_{n}} \varepsilon_{n+1} .
$$

Since $h\left(Y_{n}\right)=\sqrt{v(n-1)} h\left(Z_{n}\right)+r_{n+1}$ on the neighborhood of $z^{*},\left(r_{n}\right)$ being a "small" generic disturbance, we deduce that

$$
Y_{n+1}=\sqrt{\frac{v(n)}{v(n-1)}} Y_{n}+\gamma_{n}\left[\sqrt{\frac{v(n)}{v(n-1)}} h\left(Y_{n}\right)+\sqrt{v(n)} r_{n+1}\right]+\sqrt{\gamma_{n}} \varepsilon_{n+1} .
$$

But $\sqrt{v(n) / v(n-1)}=1+\zeta \gamma_{n}+o\left(\gamma_{n}\right)$, thus $Y_{n}$ is given by a recursive relation, which looks like

$$
\begin{equation*}
Y_{n+1}=Y_{n}+\gamma_{n}\left[\zeta Y_{n}+h\left(Y_{n}\right)+r_{n+1}\right]+\sqrt{\gamma_{n}} \varepsilon_{n+1} . \tag{3.1}
\end{equation*}
$$

We say that (3.1) is a strongly disturbed algorithm. The weak convergence of such an algorithm is studied in Section 3.1.2 (Theorem 7) by taking up the method of the differential stochastic equation, employed by Bouton [3] and Kushner and Huang [25], [26]. But applying this method directly to the strongly disturbed algorithm will also be helpful in studying the weak convergence of $Y_{n+1}=\sqrt{v(n)} \nabla V\left(Z_{n+1}\right)$ in the framework of Theorem 3.

We introduce some provisional assumptions for those preliminaries (Propsition 6 and Theorem 7), more restrictive than our basic assumptions given in Section 2. Then to prove the results stated in Section 2, we shall use some trucation arguments in order to be able to apply the preliminary results.
3.1.1. Tightness. We take up the algorithm (2.1). The following assumptions ensure the tightness of $\left(Z_{n}\right)$.
(AT.1) Assumptions about the disturbances $\left(r_{n}\right)$ and $\left(\varepsilon_{n}\right)$.
(i) $Z_{0}$ is $\mathscr{F}_{0}$-measurable and the sequences $\left(r_{n}\right)$ and $\left(\varepsilon_{n}\right)$ are adapted to $\mathscr{F}$;
(ii) $E\left(\varepsilon_{n+1} \mid \mathscr{F}_{n}\right)=0, \forall n ; \sup _{n \geq 0} E\left(\left\|\varepsilon_{n+1}\right\|^{2}\right)<\infty$;
(iii) $\sup _{n \geq 0} E\left(\left\|r_{n+1}\right\|^{2}\right)<\infty$.
(AT.2) Assumptions about an auxiliary Lyapunov function. There exists a function $V: \mathbb{R}^{d} \mapsto \mathbb{R}^{+}$, differentiable and such that $V(z) \rightarrow+\infty$ when $\|z\| \rightarrow$ $+\infty$, with the following conditions:
(i) $\nabla V$ is globally Lipschitz;
(ii) There exist two constants $a>0$ and $C>0$ such that $\forall z \in \mathbb{R}^{d}$ $\langle\nabla V(z), h(z)\rangle \leq-a V(z)+C$ and $\|\nabla V(z)\|^{2}+\|h(z)\|^{2} \leq C(1+V(z)) ;$
(iii) $E\left(V\left(Z_{0}\right)\right)<\infty$.
(AT.3) Assumptions about the gains $\left(\gamma_{n}\right)$ and $\left(\sigma_{n}\right)$. We assume either (AT.3.1) or (AT.3.2).
(AT.3.1) (i) $\left(\gamma_{n}\right)$ is a regular gain with exponent $(-\alpha), 0 \leq \alpha<1$.
(ii) $\sigma_{n}^{2}=\gamma_{n} / v(n)$ where $v$ increases to infinity and varies regularly with exponent $\beta \geq 0$.
(AT.3.2) (i) For $t \geq 1, \gamma(t)=\gamma_{0} / t$ with $\gamma_{0}>0$.
(ii) $\sigma_{n}^{2}=\gamma_{n} / v(n)$ where $v$ increases to infinity and varies regularly with exponent $\beta, 0 \leq \beta<a \gamma_{0}, a$ being defined in (AT.2).

Proposition 6 (Tightness). (i) Under assumptions (AT.1) and (AT.2),

$$
\sup _{n \geq 0} E\left(V\left(Z_{n}\right)\right)<\infty .
$$

(ii) Under assumptions (AT.1)-(AT.3), and if $\sup _{n \geq 0} E\left(v(n)\left\|r_{n+1}\right\|^{2}\right)<\infty$, then there exists $R, 0 \leq R<\infty$, such that

$$
\sup _{n} v(n) E\left(V\left(Z_{n}\right) 1_{\left\{V\left(Z_{n}\right) \geq R\right\}}\right)<\infty .
$$

3.1.2. Weak convergence of strongly disturbed algorithms. We consider the strongly disturbed algorithm

$$
\begin{equation*}
Z_{n+1}=Z_{n}+\gamma_{n}\left[h\left(Z_{n}\right)+r_{n+1}\right]+\sqrt{\gamma_{n}} \varepsilon_{n+1} \tag{3.2}
\end{equation*}
$$

We make the following assumptions.
(AS.1) Assumptions about the function $h$. Function $h: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is Lipschitz.
(AS.2) Assumptions about an auxiliary Lyapunov function $V$. There exists a function $V: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$, differentiable and such that we have the following:
(i) $\nabla V$ is Lipschitz;
(ii) There exist two constants $a>0$ and $A$ such that $\forall z \in \mathbb{R}^{d}$ $\langle\nabla V(z), h(z)\rangle \leq-a V(z)+A$ and $\|\nabla V(z)\|^{2}+\|h(z)\|^{2}+\|z\|^{2} \leq A(1+V(z)) ;$
(iii) $E\left(V\left(Z_{0}\right)\right)<+\infty$.
(AS.3) Assumptions about the disturbances $\left(\varepsilon_{n}\right)$ and $\left(r_{n}\right)$. For a set of trajectories $\Omega_{0} \in \mathscr{F}_{\infty}$ of strictly positive probability, we have the following almost surely on $\Omega_{0}$ :
(i) $E\left(\varepsilon_{n+1} \mid \mathscr{F}_{n}\right)=0$;
(ii) There exists a constant $b>2$ such that $\sup _{n \geq 0} E\left(\left\|\varepsilon_{n+1}\right\|^{b} \mid \mathscr{F}_{n}\right)<\infty$;
(iii) $E\left(\varepsilon_{n+1} \varepsilon_{n+1}^{T} \mid \mathscr{F}_{n}\right)=c_{n}=C\left(Z_{n}\right)+\Delta_{n}$ with $C$ Lipschitz from $\mathbb{R}^{d}$ to the set of positive symmetric matrices; there exist two constants $\lambda_{1}$ and $\lambda_{2}$ such that $0<\lambda_{1}<\lambda_{\min } C(\cdot)<\lambda_{\max } C(\cdot)<\lambda_{2}, \lambda_{\min } C(\cdot)$ [respectively, $\left.\lambda_{\max } C(\cdot)\right]$ denoting the smallest (resp., the largest) eigenvalue of $C(\cdot)$ and $E\left(\left\|\Delta_{n}\right\| 1_{\Omega_{0}}\right) \rightarrow 0$;
(iv) The sequence $\left(r_{n}\right)$ is the sum of two sequences $\left(r_{n}^{(1)}\right)$ and $\left(r_{n}^{(2)}\right)$, adapted to $\mathscr{F}$, and such that $\sup _{n \geq 0} E\left(\left\|r_{n}^{(1)}\right\|^{2}\right)<\infty, E\left(\left\|r_{n}^{(1)}\right\| \cdot 1_{\Omega_{0}}\right) \rightarrow 0$ and $\left(r_{n}^{(2)}\right) \rightarrow 0$ a.s. on $\Omega_{0}$.
(AS.4) Assumptions about the gains ( $\gamma_{n}$ ). $\sum \gamma_{n}=+\infty$.
Set $s_{n}=\sum_{k=0}^{n} \gamma_{k}$. We define the continuous process $\left(Y_{t}\right)_{t \geq 0}$, interpolation of the sequence $\left(Z_{n}\right)$, by

$$
\begin{align*}
& Y_{t}=Z_{n}+\left(t-s_{n-1}\right)\left[h\left(Z_{n}\right)+r_{n+1}\right]+\left(t-s_{n-1}\right)^{1 / 2} \varepsilon_{n+1}  \tag{3.3}\\
& \qquad \text { for } t \in\left[s_{n-1}, s_{n}\right]
\end{align*}
$$

and the family of processes $\left(Y^{(u)}\right)_{u \geq 0}$ by $Y_{t}^{(u)}=Y_{u+t}$.
THEOREM 7. Under assumptions (AS.1)-(AS.4), the sequence ( $Z_{n}$ ) converges weakly, given $\Omega_{0}$, to $\mu$, where $\mu$ is the stationary distribution of the stochastic differential equation (SDE)

$$
\begin{equation*}
d X_{t}=h\left(X_{t}\right) d t+C^{1 / 2}\left(X_{t}\right) d B_{t} \tag{3.4}
\end{equation*}
$$

Given $\Omega_{0}$, the family of processes $\left(Y^{(u)}\right)$ converges weakly to the solution of (3.4) with initial distribution $\mu$.

Remark. Assumptions (AS.2) imply that the SDE (3.4) is geometrically recurrent, and if $\left(X_{t}^{x}\right)$ is the solution of (3.4) such that $X_{0}=x$, then there exists a constant $\mathscr{C}>0$ such that

$$
\begin{equation*}
\left\|P\left(X_{t}^{x} \in \cdot\right)-\mu\right\| \leq \mathscr{C} \rho^{t}[1+V(x)] \quad \text { with } 0 \leq \rho<1 \tag{3.5}
\end{equation*}
$$

(see [6] or [30]); the condition $0<\lambda_{1}<\lambda_{\text {min }} C(\cdot)$ can be replaced by this property.

### 3.2. Proof of Proposition 6 stated in 3.1.1.

3.2.1. Proof of the first part of Proposition 6. Let $B>0$ be a generic constant. Since $\nabla V$ is globally Lipschitz, we have, by Taylor's formula,

$$
\begin{aligned}
V\left(Z_{n+1}\right) \leq & V\left(Z_{n}\right)+\left\langle\nabla V\left(Z_{n}\right), Z_{n+1}-Z_{n}\right\rangle+B\left\|Z_{n+1}-Z_{n}\right\|^{2} \\
V\left(Z_{n+1}\right) \leq & V\left(Z_{n}\right)+\gamma_{n}\left\langle\nabla V\left(Z_{n}\right), h\left(Z_{n}\right)+r_{n+1}\right\rangle+\sigma_{n}\left\langle\nabla V\left(Z_{n}\right), \varepsilon_{n+1}\right\rangle \\
& +B\left(\gamma_{n}^{2}\left[\left\|h\left(Z_{n}\right)\right\|^{2}+\left\|r_{n+1}\right\|^{2}\right]+\sigma_{n}^{2}\left\|\varepsilon_{n+1}\right\|^{2}\right)
\end{aligned}
$$

with $\left\langle\nabla V\left(Z_{n}\right), h\left(Z_{n}\right)\right\rangle \leq-a V\left(Z_{n}\right)+A$ and $\left\|h\left(Z_{n}\right)\right\|^{2} \leq A\left[1+V\left(Z_{n}\right)\right]$.
Since $E\left[\left\langle\nabla V\left(Z_{n}\right), \varepsilon_{n+1}\right\rangle\right]=E\left[E\left(\left\langle\nabla V\left(Z_{n}\right), \varepsilon_{n+1}\right\rangle \mid \mathscr{F}_{n}\right)\right]=0$, it follows that

$$
\begin{aligned}
E\left[V\left(Z_{n+1}\right)\right] \leq & \left(1-a \gamma_{n}\right) E\left[V\left(Z_{n}\right)\right]+A \gamma_{n}+\gamma_{n} E\left[\left|\left\langle\nabla V\left(Z_{n}\right), r_{n+1}\right\rangle\right|\right] \\
& +B \gamma_{n}^{2}\left[A\left(1+E\left[V\left(Z_{n}\right)\right]\right)+E\left(\left\|r_{n+1}\right\|^{2}\right)\right]+\sigma_{n}^{2} E\left(\left\|\varepsilon_{n+1}\right\|^{2}\right) .
\end{aligned}
$$

However, for any $\alpha>0$,

$$
\begin{aligned}
\left|\left\langle\nabla V\left(Z_{n}\right), r_{n+1}\right\rangle\right| & \leq \frac{\alpha}{2}\left\|\nabla V\left(Z_{n}\right)\right\|^{2}+\frac{1}{2 \alpha}\left\|r_{n+1}\right\|^{2} \\
& \leq \frac{A \alpha}{2}\left[1+V\left(Z_{n}\right)\right]+\frac{1}{2 \alpha}\left\|r_{n+1}\right\|^{2}
\end{aligned}
$$

thus

$$
\begin{aligned}
E\left[V\left(Z_{n+1}\right)\right] \leq & {\left[1-\left(a-\frac{A \alpha}{2}-O\left(\gamma_{n}\right)\right) \gamma_{n}\right] E\left[V\left(Z_{n}\right)\right] } \\
& +O\left(\gamma_{n}\right)\left[1+\left(1+\gamma_{n}\right) E\left(\left\|r_{n+1}\right\|^{2}\right)+\frac{1}{v(n)} E\left(\left\|\varepsilon_{n+1}\right\|^{2}\right)\right]
\end{aligned}
$$

Since $\sup _{n}\left[E\left(\left\|r_{n+1}\right\|^{2}\right)\right]<+\infty, \sup _{n}\left[E\left(\left\|\varepsilon_{n+1}\right\|^{2}\right)\right]<+\infty$ and $\left(\gamma_{n}\right) \rightarrow 0$, we deduce that for all $a_{1}, 0<a_{1}<a$, there exists $n_{0}$ such that $\forall n \geq n_{0}$,

$$
E\left[V\left(Z_{n+1}\right)\right] \leq\left(1-a_{1} \gamma_{n}\right) E\left[V\left(Z_{n}\right)\right]+O\left(\gamma_{n}\right) .
$$

Hence, by a standard lemma (see, e.g., [6]), $\sup _{n} E\left[V\left(Z_{n}\right)\right]<\infty$.
3.2.2. Proof of the second part of Proposition 6. First we prove that for all $\delta$ and $a_{2}$ such that $0<\delta<a_{2}<a$, there exists $R, 0 \leq R<+\infty$ such that, setting $s_{n}=\sum_{k=0}^{n} \gamma_{k}$,

$$
E\left(V\left(Z_{n+1}\right) 1_{\left\{V\left(Z_{n+1}\right) \geq R\right\}}\right)=O\left(\sup \left\{\exp \left(-\left(a_{2}-\delta\right) s_{n}\right) ; \rho(n)\right\}\right)
$$

with $\rho(n)=\exp \left(-\left(a_{2}-\delta\right) s_{n}\right) \sum_{j=0}^{n} \exp \left(\left(a_{2}-\delta\right) s_{j}\right) \gamma_{j} / v(j)$. Since $\exp \left(-\left(a_{2}-\right.\right.$ $\left.\delta) s_{n}\right)=O\left([v(n)]^{-1}\right)$, we prove then that $\rho(n)=O\left([v(n)]^{-1}\right)$.

Set $0<\delta<a_{2}<a$, and $r>0$ such that

$$
\begin{equation*}
V(z) \geq r \text { implies }\langle\nabla V(z), h(z)\rangle \leq-a_{2} V(z) . \tag{3.6}
\end{equation*}
$$

For any $R$ such that $r<R<\infty$, let $\phi: \mathbb{R} \rightarrow[0,1]$ be a twice continuously differentiable and increasing function such that $\phi(x)=0 \forall x \in]-\infty, r]$ and $\phi(x)=1 \forall x \in[R,+\infty[$.

Let us define $\Psi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$by $\Psi(z)=\phi[V(z)] V(z)$; then

$$
\nabla \Psi(z)=\phi[V(z)] \nabla V(z)+\left[\phi^{\prime}[V(z)] \nabla V(z)\right] V(z) .
$$

Since $\nabla V$ is Lipschitz and $\nabla(\phi \circ V)(z)=\left[\phi^{\prime}[V(z)] \nabla V(z)\right]$ equals zero as soon as $V(z) \notin[r, R], \nabla \Psi$ is Lipschitz.

By assumptions (AT.2), $\|\nabla V(z)\|^{2} \leq A[1+V(z)]$, thus there exists a constant $C_{1}$ such that $V(z) \geq r$ implies $\|\nabla V(z)\|^{2} \leq C_{1} V(z)$. Since $\phi^{\prime}[V(z)]=$ $\phi[V(z)]=0$ if $V(z)<r$ and $\phi^{\prime}[V(z)]=0$ if $V(z)>R$, we deduce that there exists a constant $C_{2}$ such that $\|\nabla \Psi(z)\|^{2} \leq C_{2} \Psi(z)$. We also have, $\forall z \in \mathbb{R}^{d}$,

$$
\langle\nabla \Psi(z), h(z)\rangle=\phi[V(z)]\langle\nabla V(z), h(z)\rangle+\left[\phi^{\prime}[V(z)] V(z)\right]\langle\nabla V(z), h(z)\rangle,
$$

thus, using (3.6),

$$
\begin{aligned}
\langle\nabla \Psi(z), h(z)\rangle & \leq-a_{2} V(z) \phi[V(z)]-a_{2}[V(z)]^{2} \phi^{\prime}[V(z)] \\
& \leq-a_{2} V(z) \phi[V(z)] .
\end{aligned}
$$

We finally deduce that

$$
\begin{equation*}
\langle\nabla \Psi(z), h(z)\rangle \leq-a_{2} \Psi(z) . \tag{3.7}
\end{equation*}
$$

By Taylor's formula, $\nabla \Psi$ being globally Lipschitz,

$$
\Psi\left(Z_{n+1}\right) \leq \Psi\left(Z_{n}\right)+\left\langle\nabla \Psi\left(Z_{n}\right), Z_{n+1}-Z_{n}\right\rangle+B_{1}\left\|Z_{n+1}-Z_{n}\right\|^{2} .
$$

Using (3.7),

$$
\begin{aligned}
E\left(\Psi\left(Z_{n+1}\right)\right) \leq & \left(1-a_{2} \gamma_{n}\right) E\left[\Psi\left(Z_{n}\right)\right]+\gamma_{n} E\left[\left\langle\nabla \Psi\left(Z_{n}\right), r_{n+1}\right\rangle\right] \\
& +O\left(E\left[\gamma_{n}^{2}\left\|h\left(Z_{n}\right)\right\|^{2}+\gamma_{n}^{2}\left\|r_{n+1}\right\|^{2}+\sigma_{n}^{2}\left\|\varepsilon_{n+1}\right\|^{2}\right]\right) .
\end{aligned}
$$

However,

$$
\left|\left\langle\nabla \Psi\left(Z_{n}\right), r_{n+1}\right\rangle\right| \leq \frac{\delta}{C_{2}}\left\|\nabla \Psi\left(Z_{n}\right)\right\|^{2}+\frac{C_{2}}{4 \delta}\left\|r_{n+1}\right\|^{2} \leq \delta \Psi\left(Z_{n}\right)+\frac{C_{2}}{4 \delta}\left\|r_{n+1}\right\|^{2},
$$

thus

$$
\begin{aligned}
E\left[\Psi\left(Z_{n+1}\right)\right] \leq & {\left[1-\left(a_{2}-\delta\right) \gamma_{n}\right] E\left[\Psi\left(Z_{n}\right)\right]+\left[\frac{C_{2}}{4 \delta} \gamma_{n}+O\left(\gamma_{n}^{2}\right)\right] E\left(\left\|r_{n+1}\right\|^{2}\right) } \\
& +O\left(\gamma_{n}^{2} E\left[\left\|h\left(Z_{n}\right)\right\|^{2}\right]\right)+O\left(\sigma_{n}^{2}\right) .
\end{aligned}
$$

Since $E\left[\left\|h\left(Z_{n}\right)\right\|^{2}\right]=O\left(\left[1+E\left[V\left(Z_{n}\right)\right]\right]\right)=O(1)$ and $E\left(\left\|r_{n+1}\right\|^{2}\right)=$ $O\left([v(n)]^{-1}\right)$,

$$
E\left[\Psi\left(Z_{n+1}\right)\right] \leq\left[1-\left(a_{2}-\delta\right) \gamma_{n}\right] E\left(\Psi\left(Z_{n}\right)\right)+O\left(\frac{\gamma_{n}}{v(n)}\right) .
$$

Therefore, using a standard lemma of stabilization (see [6], for instance), and since $\Psi\left(Z_{n+1}\right) \geq V\left(Z_{n+1}\right) 1_{\left\{V\left(Z_{n+1}\right) \geq R\right\}}$, we finally obtain

$$
E\left(V\left(Z_{n+1}\right) 1_{\left\{V\left(Z_{n+1}\right) \geq R\right\}}\right)=O\left(\sup \left\{\exp \left(-\left(a_{2}-\delta\right) s_{n}\right), \rho(n)\right\}\right) .
$$

We assume first (AT.3.1). Let $s(t)=\int_{0}^{t} \gamma(s) d s$. We have

$$
\begin{aligned}
& \rho(n) \sim \exp \left[-\left(a_{2}-\delta\right) s(n)\right] \int_{0}^{n} \frac{\exp \left(\left(a_{2}-\delta\right) s(t)\right) \gamma(t)}{v(t)} d t, \\
& \rho(n) \sim \exp \left[-\left(a_{2}-\delta\right) s(n)\right] \int_{0}^{s(n)} \frac{\exp \left(\left(a_{2}-\delta\right) t\right)}{v\left[s^{-1}(t)\right]} d t
\end{aligned}
$$

Let $x$ such that $0<x<1$; since $t \mapsto v\left[s^{-1}(t)\right]$ is increasing,

$$
\begin{aligned}
\int_{0}^{T} \frac{\exp \left(\left(a_{2}-\delta\right) t\right)}{v\left[s^{-1}(t)\right]} d t \leq & \frac{1}{v\left[s^{-1}(0)\right]} \int_{0}^{T x} \exp \left(\left(a_{2}-\delta\right) t\right) d t \\
& +\frac{1}{v\left[s^{-1}(T x)\right]} \int_{T x}^{T} \exp \left(\left(a_{2}-\delta\right) t\right) d t \\
\int_{0}^{T} \frac{\exp \left(\left(a_{2}-\delta\right) t\right)}{v\left[s^{-1}(t)\right]} d t \leq & \frac{\exp \left(\left(a_{2}-\delta\right) T x\right)}{\left(a_{2}-\delta\right) v\left[s^{-1}(0)\right]} \\
& +\frac{\exp \left(\left(a_{2}-\delta\right) T\right)}{\left(a_{2}-\delta\right) v\left[s^{-1}(T x)\right]}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
{\left[\frac{\exp \left(\left(a_{2}-\delta\right) T\right)}{v\left[s^{-1}(T)\right]}\right]^{-1} \int_{0}^{T} \frac{\exp \left(\left(a_{2}-\delta\right) t\right)}{v\left[s^{-1}(t)\right]} d t \leq } & \frac{\exp \left(\left(a_{2}-\delta\right) T(x-1)\right) v\left[s^{-1}(T)\right]}{\left(a_{2}-\delta\right) v\left[s^{-1}(0)\right]} \\
& +\frac{v\left[s^{-1}(T)\right]}{\left(a_{2}-\delta\right) v\left[s^{-1}(T x)\right]} .
\end{aligned}
$$

Since $t \mapsto v\left[s^{-1}(t)\right]$ varies regularly with exponent $\beta /(1-\alpha)$,

$$
\limsup _{T \rightarrow \infty}\left[\frac{\left.\exp \left(a_{2}-\delta\right) T\right)}{v\left[s^{-1}(T)\right]}\right]^{-1} \int_{0}^{T} \frac{\exp \left(\left(a_{2}-\delta\right) t\right)}{v\left[s^{-1}(t)\right]} d t \leq \frac{x^{-\beta /(1-\alpha)}}{a_{2}-\delta} .
$$

Thus $\rho(n)=O\left([v(n)]^{-1}\right)$.
We assume now (AT.3.2). Since $\beta<a \gamma_{0}$, there exist $a_{2}$ and $\delta$ such that $0<\delta<a_{2}<\alpha$ and $\beta<\left(a_{2}-\delta\right) \gamma_{0}<\alpha \gamma_{0}$, and we have

$$
\rho(n)=O\left[n^{-\left(a_{2}-\delta\right) \gamma_{0}} \int_{0}^{n} \frac{t^{\left(a_{2}-\delta\right) \gamma_{0}-1}}{v(t)} d t\right]
$$

Since $v$ varies regularly with exponent $\beta \geq 0$,

$$
\lim _{T \rightarrow \infty}\left[\frac{T^{\left(a_{2}-\delta\right) \gamma_{0}}}{v(T)}\right]^{-1} \int_{0}^{T} \frac{t^{\left(a_{2}-\delta\right) \gamma_{0}-1}}{v(t)} d t=\frac{1}{\left(a_{2}-\delta\right) \gamma_{0}-\beta}
$$

Thus $\rho(n)=O\left([v(n)]^{-1}\right)$.

### 3.3. Proof of Theorem 7 stated in 3.1.2.

3.3.1. Some truncations. We denote $\Omega_{0, N}$ the set of trajectories of $\Omega_{0}$ such that

$$
\sup _{n \geq 0} E\left(\left\|\varepsilon_{n+1}\right\|^{b} \mid \mathscr{F}_{n}\right) \leq N \quad \text { and } \quad \sup _{n \geq 0}\left(\left\|r_{n}^{(2)}\right\|^{2}\right) \leq N
$$

Since $\Omega_{0}$ is almost surely equal to $\bigcup_{N} \Omega_{0, N}$, it is sufficient to prove the theorem given $\Omega_{0, N}$ for any $N$ such that $P\left(\Omega_{0, N}\right)>0$.

According to a method used by Lai and Wei (see, for instance, [27]), the first step of the proof of Theorem 7 consists in modifying the algorithm, without changing it on $\Omega_{0, N}$, in order to obtain everywhere

$$
E\left(\varepsilon_{n+1} \mid \mathscr{F}_{n}\right)=0, \quad \sup _{n \geq 0} E\left(\left\|\varepsilon_{n+1}\right\|^{b} \mid \mathscr{F}_{n}\right) \leq N \quad \text { and } \quad \sup _{n \geq 0}\left(\left\|r_{n}^{(2)}\right\|^{2}\right) \leq N .
$$

This is achieved by replacing $r_{n}^{(2)}$ by $\widetilde{r}_{n}^{(2)}=r_{n}^{(2)} \cdot 1_{\left\{r_{n}^{(2)} \leq N\right\}}$ and taking $\widetilde{\varepsilon}_{n+1}=$ $\varepsilon_{n+1} 1_{B_{n}}$, with

$$
B_{n}=\left\{E\left(\varepsilon_{n+1} \mid \mathscr{F}_{n}\right)=0 \quad \text { and } \quad E\left(\left\|\varepsilon_{n+1}\right\|^{b} \mid \mathscr{F}_{n}\right) \leq N\right\} .
$$

In the proofs given in Sections 3.3.2, 3.3.3 and 3.3.4, we shall assume that these truncations have been made.
3.3.2. Tightness of $\left(Y^{(u)}\right) . \quad Y^{(u)}$ may be written as

$$
Y^{(u)}=Y_{u}+H^{(u)}+R^{(u)}+\sigma^{(u)}
$$

with $H_{0}=R_{0}=\sigma_{0}=0, H_{t}^{(u)}=H_{u+t}-H_{u}, R_{t}^{(u)}=R_{u+t}-R_{u}, \sigma_{t}^{(u)}=\sigma_{u+t}-\sigma_{u}$, and, for $t \in\left[s_{n-1}, s_{n}\right]$,

$$
\begin{aligned}
H_{t} & =H_{s_{n-1}}+\left(t-s_{n-1}\right) h\left(Z_{n}\right) \\
R_{t} & =R_{s_{n-1}}+\left(t-s_{n-1}\right) r_{n+1} \\
\sigma_{t} & =\sigma_{s_{n-1}}+\left(t-s_{n-1}\right)^{1 / 2} \varepsilon_{n+1}
\end{aligned}
$$

Let $C_{1}$ be a generic constant.
Step 1. The truncations made in Section 3.3.1 enable us to apply Proposition 6 , and we get $\sup _{n \geq 0} E\left(\left\|Z_{n}\right\|^{2}\right) \leq \sup _{n \geq 0} E\left(V\left(Z_{n}\right)\right)<\infty$.

We deduce that $\sup _{t \geq 0} E\left(\left\|Y_{t}\right\|^{2}\right) \leq \sup _{t \geq 0} E\left(V\left(Y_{t}\right)\right)<\infty$. Therefore, given $\Omega_{0, N},\left(Y_{t}\right)$ is tight, and $V$ is integrable with respect to any distribution $\nu$, which is a closure point of $\left(Y_{t}\right)$ for the weak convergence (and the moment of order 2 is finite).

Step 2. On $\Omega_{0, N}, r_{n}^{(2)} \rightarrow 0$ a.s and the modifications made in Section 3.3.1 ensure that $\left(r_{n}^{(2)}\right)$ is bounded; thus, $E\left(\left\|r_{n}^{(2)}\right\| 1_{\Omega_{0, N}}\right) \rightarrow 0$.

Finally, $E\left(\left\|r_{n}\right\| 1_{\Omega_{0, N}}\right) \rightarrow 0$, and $E\left(\sup _{t \leq T}\left\|R_{t}^{(u)}\right\| 1_{\Omega_{0, N}}\right) \rightarrow 0 ;\left(R^{(u)}\right)$ converges to zero.

Step 3. The condition $\sup _{n \geq 0} E\left(\left\|h\left(Z_{n}\right)\right\|^{2}\right)<\infty$ implies that

$$
\begin{equation*}
E\left(\left\|H_{r}^{(u)}-H_{t}^{(u)}\right\|^{2}\right) \leq C_{1}(r-t)^{2} \tag{3.8}
\end{equation*}
$$

Since $H_{0}^{(u)}=0$, the family of processes $\left(H^{(u)}\right)$ is tight. The inequality (3.8), and thus the tightness, remain true given $\Omega_{0, N}$.

Step 4 The condition $\sup _{n \geq 0} E\left(\left\|\varepsilon_{n}\right\|^{b}\right)<\infty$ ensures, by Burkholder's inequality, that

$$
\begin{equation*}
E\left(\left\|\sigma_{r}^{(u)}-\sigma_{t}^{(u)}\right\|^{b}\right) \leq C_{1}(r-t)^{b / 2} \tag{3.9}
\end{equation*}
$$

with $b / 2>1$. Since $\sigma_{0}^{(u)}=0$, the family of processes $\left(\sigma^{(u)}\right)$ is tight. The inequality (3.9), and thus the tightness, remain true given $\Omega_{0, N}$.

By Steps 1 to 4 , the family of processes $\left(Y^{(u)}\right)$ is tight given $\Omega_{0, N}$. We shall prove that $\left(Y^{(u)}\right)$ has a unique closure point for the weak convergence in Section 3.3.4, but we first need some previous results established in 3.3.3.
3.3.3. Previous results. We first prove that, for $0<T<\infty$,

$$
\begin{equation*}
\lim _{u \rightarrow \infty} E\left(\sup _{t \leq T}\left\|H_{t}^{(u)}-\int_{0}^{t} h\left(Y_{s}^{(u)}\right) d s\right\| \mid \Omega_{0, N}\right)=0 \tag{3.10}
\end{equation*}
$$

In view of (3.10),

$$
E\left(\left\|H_{r}^{(u)}-H_{t}^{(u)}\right\|^{2} \mid \Omega_{0, N}\right) \leq C_{1}(r-t)^{2}
$$

Set $m$ such that $\gamma_{m-1} \leq u \leq \gamma_{m}, m \rightarrow+\infty$. The function $h$ being Lipschitz, for $u$ large enough,

$$
E\left(\sup _{t \leq T}\left\|H_{t}^{(u)}-\int_{u}^{u+t} h\left(Y_{s}\right) d s\right\| \mid \Omega_{0, N}\right) \leq C_{1} T \sup _{k \geq m} \sqrt{\gamma_{k}},
$$

which implies (3.10).

We now prove

$$
\begin{equation*}
\lim _{u \rightarrow \infty} E\left[\left(\sigma_{r}^{(u)}-\sigma_{t}^{(u)}\right) \phi\left(\left(Y_{t_{j}}^{(u)}, \sigma_{t_{j}}^{(u)}\right)_{1 \leq j \leq k}\right) 1_{\Omega_{0, N}}\right]=0 \tag{3.11}
\end{equation*}
$$

and

$$
\begin{align*}
& \lim _{u \rightarrow \infty} E\left(\left[\left(\sigma_{r}^{(u)}-\sigma_{t}^{(u)}\right)\left(\sigma_{r}^{(u)}-\sigma_{t}^{(u)}\right)^{T}-\int_{t+u}^{r+u} C\left(Y_{s}\right) d s\right]\right.  \tag{3.12}\\
&\left.\times \phi\left(\left(Y_{t_{j}}^{(u)}, \sigma_{t_{j}}^{(u)}\right)_{1 \leq j \leq k}\right) 1_{\Omega_{0, N}}\right)=0 .
\end{align*}
$$

We consider $0<t_{1}<t_{2}<\cdots<t_{k}<t<r$ and $\phi$ a continuous and bounded real-valued function defined on $\left(\mathbb{R}^{2 d}\right)^{k}$.

Let $u$ be large enough to have $s_{p-1}<u<s_{p}$ with $\gamma_{p-1}+\gamma_{p} \leq\left(t-t_{k}\right)$. Let $\xi_{p-1}$ be a bounded $\mathscr{F}_{p-1}$-measurable random variable. We have

$$
E\left(\left(\sigma_{r}^{(u)}-\sigma_{t}^{(u)}\right) \phi\left(\left(Y_{t_{j}}^{(u)}, \sigma_{t_{j}}^{(u)}\right)_{1 \leq j \leq k}\right) \xi_{p-1}\right)=0
$$

We take $s_{m-1} \leq t+u \leq s_{m}$ and $s_{n-1} \leq r+u \leq s_{n}$.
Let $d_{j}$ be defined by $d_{m}=\sqrt{\gamma_{m}}-\sqrt{(t+u)-s_{m-1}}, d_{k}=\sqrt{\gamma_{k}}$ for $m<k<n$, and $d_{n}=\sqrt{(r+u)-s_{n-1}}$ or $d_{n}=\sqrt{r-s_{n-1}}-\sqrt{t-s_{n-1}}$ if $n=m$. Then

$$
E\left(\left[\left(\sigma_{r}^{(u)}-\sigma_{t}^{(u)}\right)\left(\sigma_{r}^{(u)}-\sigma_{t}^{(u)}\right)^{T}-\sum_{i=m}^{n} d_{i}^{2} c_{i}\right] \phi\left(\left(Y_{t_{j}}^{(u)}, \sigma_{t_{j}}^{(u)}\right)_{1 \leq j \leq k}\right) \xi_{p-1}\right)=0 .
$$

Now set $\xi_{p}=P\left(\Omega_{0, N} \mid \mathscr{F}_{p}\right)$; the bounded martingale $\left(\xi_{p}\right)$ converges towards $1_{\Omega_{0, N}}$, almost surely and in expectation. Thus, $\forall p$,

$$
\begin{gathered}
\limsup _{u \rightarrow \infty}\left|E\left(\left(\sigma_{r}^{(u)}-\sigma_{t}^{(u)}\right) \phi\left(\left(Y_{t_{j}}^{(u)}, \sigma_{t_{j}}^{(u)}\right)_{1 \leq j \leq k}\right) 1_{\Omega_{0, N}}\right)\right| \\
\quad \leq C_{1} \sqrt{r-t}\left\{E\left(\left|1_{\Omega_{0, N}}-\xi_{p-1}\right|^{b /(b-1)}\right)\right\}^{(b-1) / b}
\end{gathered}
$$

from which we deduce (3.11).
We prove in the same way that

$$
\lim _{u \rightarrow \infty} E\left(\left[\left(\sigma_{r}^{(u)}-\sigma_{t}^{(u)}\right)\left(\sigma_{r}^{(u)}-\sigma_{t}^{(u)}\right)^{T}-\sum_{i=n}^{m} d_{i}^{2} c_{i}\right] \phi\left(\left(Y_{t_{j}}^{(u)}, \sigma_{t_{j}}^{(u)}\right)_{1 \leq j \leq k}\right) 1_{\Omega_{0, N}}\right)=0 .
$$

And, $C$ being Lipschitz, we deduce (3.12).
3.3.4. Convergence of $\left(Y^{(u)}\right)$. Let $G$ be the set of continuous functions from $\mathbb{R}_{+}$to $\mathbb{R}^{2 d}$, equipped with the metric of uniform convergence on compact sets. The $G$-valued family $\left(Y^{(u)}, \sigma^{(u)}\right)$ is tight, given $\Omega_{0, N}$. Let $\mathscr{G}$ be the Borel $\sigma$ algebra of $G$. Let $(u(n))$ be an increasing sequence such that, given $\Omega_{0, N}$,

$$
\left(Y^{(u(n))}, \sigma^{(u(n))}\right) \Rightarrow Q, \quad Q \text { probability on }(G, \mathscr{G})
$$

We denote by $\omega=\left(\left[X_{t}(\omega), S_{t}(\omega)\right]_{t \geq 0}\right)$ a point $\omega$ of $G$ and by $\mathscr{I}_{t}$ the $\sigma$-field spanned by $\left(X_{r}, S_{r}\right)_{r \leq t}$.
$\underset{(u(n))}{\operatorname{Let}} 0 \leq t_{1}<t_{2}<\cdots<t_{k}<t<r$. Given $\Omega_{0, N},\left(\left[Y_{t_{j}}^{(u(n))}, \sigma_{t_{j}}^{(u(n))}\right]_{1 \leq j \leq k}, \sigma_{t}^{(u(n))}\right.$, $\sigma_{r}^{(u(n))}$ ) converges weakly to the distribution of $\left(\left[X_{t_{j}}, S_{t_{j}}\right]_{l_{\leq j \leq k}},{ }_{1 \leq j}, S_{r}\right.$ ) on ( $G, \mathscr{G}, Q$ ). The relations (3.9), (3.11) and (3.12) imply

$$
\begin{aligned}
E_{Q}\left(\left(S_{r}-S_{t}\right) \phi\left(\left(X_{t_{j}}, S_{t_{j}}\right)_{1 \leq j \leq k}\right)\right) & =0 \\
E_{Q}\left(\left[\left(S_{r}-S_{t}\right)\left(S_{r}-S_{t}\right)^{T}-\int_{t}^{r} C\left(X_{s}\right) d s\right] \phi\left(\left(X_{t_{j}}, S_{t_{j}}\right)_{1 \leq j \leq k}\right)\right) & =0
\end{aligned}
$$

On $(G, \mathscr{G}, Q),\left(S_{t}\right)_{t \geq 0}$ is a square-integrable continuous martingale; it is adapted to $\left(\mathscr{I}_{t}\right)_{t \geq 0}$, and its increasing process is $\left(\int_{0}^{t} C\left(X_{s}\right) d s\right)_{t \geq 0}$.

We deduce that $d S_{t}=C^{1 / 2}\left(X_{t}\right) d B_{t}$, where $\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion. From (3.10),

$$
\left(H_{t}^{(u(n))}\right)_{t \geq 0} \Rightarrow\left(\int_{0}^{t} h\left(X_{s}\right) d s\right)_{t \geq 0} .
$$

Thus,

$$
X_{t}=X_{0}+\int_{0}^{t} h\left(X_{s}\right) d s+\int_{0}^{t} C^{1 / 2}\left(X_{s}\right) d B_{s}
$$

where $\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion adapted to $\left(\mathscr{G}_{t}\right)_{t \geq 0}$.
Let a probability on $\mathbb{R}^{d}, \nu$, be a closure point for the weak convergence of the distributions, given $\Omega_{0, N}$, of $\left(Y_{t}\right)_{t \geq 0}$. According to Step 1 of Section 3.3.2, there exists a sequence $u(n)$, increasing to infinity such that $Y_{u(n)} \Rightarrow \nu$ (given $\left.\Omega_{0, N}\right)$ and $\nu(V)<+\infty$.

Let $\mu$ be the unique stationary distribution of (3.4). In order to conclude the proof of Theorem 7, it is enough to prove that any closure point for the weak convergence conditional on $\Omega_{0, N}$ of $\left(Y^{(u(n))}\right)$ is a solution of the $\operatorname{SDE}$ (3.4) with initial distribution $\mu$.

Let $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be continuous and bounded. For any $t>0,\left(Y_{u(n)-t}\right)_{n \geq 0}$ is tight, given $\Omega_{0, N}$, and there exists a subsequence ( $w(n)$ ) of ( $u(n)$ ) such that $Y_{w(n)-t} \Rightarrow \nu_{1}$ (given $\Omega_{0, N}$ ), where $\nu_{1}(V)<\infty$. Given $\Omega_{0, N},\left(Y^{(w(n)-t)}\right.$ ) converges weakly to $\left(X_{t}\right)_{t \geq 0}$, the solution of (3.4) with initial distribution $\nu_{1}$. Then, it results from (3.5) that

$$
\begin{aligned}
\left|\frac{E\left(\phi\left(Y_{w(n)}\right) 1_{\Omega_{0, N}}\right)}{P\left(\Omega_{0, N}\right)}-\mu(\phi)\right| \leq & \left|E_{\nu_{1}}\left(\phi\left(X_{t}\right)\right)-\mu(\phi)\right| \\
& +\left|\frac{E_{\nu_{1}}\left(\phi\left(Y_{t}^{(w(n)-t)}\right) 1_{\Omega_{0, N}}\right)}{P\left(\Omega_{0, N}\right)}-E\left(\phi\left(X_{t}\right)\right)\right|
\end{aligned}
$$

with $\left|E_{\nu_{1}}\left(\phi\left(X_{t}\right)\right)-\mu(\phi)\right|=O\left(\rho^{t}\right)$ where $0 \leq \rho<1$ since $\nu_{1}(V)<\infty$. Thus $|\nu(\phi)-\mu(\phi)|=O\left(\rho^{t}\right)$ for all $t>0$ and $\nu(\phi)=\mu(\phi)$. Hence $\nu=\mu$.
3.4. Proof of Theorem 1. First we show in Section 3.4.1 that the weak convergence rate of $\left(Z_{n}\right)$ can be obtained by proving the same rate for a locally
similar sequence $\left(\widetilde{Z}_{n}\right)$. Then we prove the tightness of $\sqrt{v(n)}\left(\widetilde{Z}_{n}-z^{*}\right)$ in 3.4.2, which will finally enable us to apply, in 3.4 .3 , Theorem 7 to the strongly disturbed algorithm defined by $\widetilde{Y}_{n}=\sqrt{\overline{v(n)}}\left(\widetilde{Z}_{n}-z^{*}\right)$.
3.4.1. Definition of $\left(\widetilde{Z}_{n}\right)$. We can choose $M$ as small as we want in (A1.2). Once $M$ is fixed, set $\Gamma_{N}=\Gamma\left(z^{*}\right) \cap\left\{\sup _{n \geq N}\left\|Z_{n}-z^{*}\right\| \leq M\right\}$.

To prove the weak convergence of $\sqrt{v(n)}\left(Z_{n}-z^{*}\right)$ given $\Gamma\left(z^{*}\right)$, it is sufficient to prove it given $\Gamma_{N}$ for all $N$.

For a given $N$, let $\left(\widetilde{Z}_{n}\right)_{n \geq N}$ be defined by $\widetilde{Z}_{N}=Z_{N} 1_{\left\{\left\|Z_{N}-z^{*}\right\| \leq M\right\}}$, and

$$
\widetilde{Z}_{n+1}=\widetilde{Z}_{n}+\gamma_{n} F\left(\widetilde{Z}_{n}\right)+\left[\sigma_{n} \varepsilon_{n+1}+\gamma_{n} r_{n+1}\right] 1_{\left\{\left\|Z_{n}-z^{*}\right\| \leq M\right\}} \text { if } n \geq N
$$

where $F(z)=h(z) 1_{\left\{\left\|z-z^{*}\right\| \leq M\right\}}-K\left(z-z^{*}\right) 1_{\left\{\left\|z-z^{*}\right\|>M\right\}}$, with a constant $K>0$ to be specified later on.

The sequences $\left(Z_{n}\right)_{n \geq N}$ and $\left(\widetilde{Z}_{n}\right)_{n \geq N}$ agree on $\Gamma_{N}$. Thus, we only have to prove the weak convergence of $\sqrt{\overline{v(n)}}\left(\widetilde{Z}_{n}-z^{*}\right)$ given $\Gamma_{N}$.
3.4.2. Tightness of $\left([v(n)]^{1 / 2}\left(\widetilde{Z}_{n}-z^{*}\right)\right)$. Let us show that, if $M$ has been chosen small enough, then, for a suitable $K$,

$$
\begin{aligned}
& \sup _{n \geq N} E\left(v(n)\left\|\widetilde{Z}_{n}-z^{*}\right\|^{2}\right)<\infty \\
& \widetilde{Z}_{n+1}-z^{*}= {\left[I+\gamma_{n} \rho\left(\widetilde{Z}_{n}-z^{*}\right) H\right]\left(\widetilde{Z}_{n}-z^{*}\right) } \\
&+\gamma_{n}\left[h\left(\widetilde{Z}_{n}\right)-\rho\left(\widetilde{Z}_{n}-z^{*}\right) H\left(\widetilde{Z}_{n}-z^{*}\right)\right] 1_{\left\{\left\|\widetilde{Z}_{n}-z^{*}\right\| \leq M\right\}} \\
&+\gamma_{n}\left[-\rho\left(\widetilde{Z}_{n}-z^{*}\right) H-K I\right]\left(\widetilde{Z}_{n}-z^{*}\right) 1_{\left\{\left\|\tilde{Z}_{n}-z^{*}\right\|>M\right\}} \\
&+\left[\sigma_{n} \varepsilon_{n+1}+\gamma_{n} r_{n+1}\right] 1_{\left\{\left\|Z_{n}-z^{*}\right\| \leq M\right\}}
\end{aligned}
$$

Set $t>0$, and let $Q_{t}$ be an invertible matrix such that $Q_{t} H Q_{t}^{-1}=H_{t}$ is a matrix whose diagonal terms are the eigenvalues of $H$, the terms below being 0 or $t$, and the other ones equal to zero. For $S_{n}=Q_{t}\left(\widetilde{Z}_{n}-z^{*}\right)$, we have

$$
\begin{aligned}
S_{n+1}= & {\left[I+\gamma_{n} \rho\left(\widetilde{Z}_{n}-z^{*}\right) H_{t}\right] S_{n}+\gamma_{n}\left[-\rho\left(\widetilde{Z}_{n}-z^{*}\right) H_{t}-K I\right] S_{n} 1_{\left\{\left\|\tilde{Z}_{n}-z^{*}\right\|>M\right\}} } \\
& +\gamma_{n} Q_{t}\left[h\left(\widetilde{Z}_{n}\right)-\rho\left(\widetilde{Z}_{n}-z^{*}\right) H\left(\widetilde{Z}_{n}-z^{*}\right)\right] 1_{\left\{\left\|\widetilde{Z}_{n}-z^{*}\right\| \leq M\right\}} \\
& +\left[\sigma_{n} Q_{t} \varepsilon_{n+1}+\gamma_{n} Q_{t} r_{n+1}\right] 1_{\left\{\left\|Z_{n}-z^{*}\right\| \leq M\right\}}
\end{aligned}
$$

For $A$ and $\delta$ such that $0<A<2 L$ and $0<\delta<2 L-A$, there exists $t$, $0<t \leq 1$, such that for $n$ large enough, $n \geq n_{0}, \forall x \in \mathbb{R}^{d}$,

$$
\left\|I+\gamma_{n} \rho(x) H_{t}\right\|^{2} \leq\left[1-(A+\delta) \gamma_{n}\right]
$$

According to (A1.1), there exists $M$ satisfying (A1.2) such that

$$
\left\|z-z^{*}\right\| \leq M \text { implies }\left\|h(z)-\rho\left(z-z^{*}\right) H\left(z-z^{*}\right)\right\| \leq C_{1}\left\|z-z^{*}\right\|^{2}
$$

and such that

$$
\left\|z-z^{*}\right\| \leq M \text { implies }\left\|h(z)-\rho\left(z-z^{*}\right) H\left(z-z^{*}\right)\right\| \leq c\left\|z-z^{*}\right\|
$$

with $c\left\|Q_{t}\right\|\left\|Q_{t}\right\|^{-1}<\delta / 4$ and $C_{1}>0$. Finally, we choose $K>0$ such that

$$
y^{T}\left[-\rho(x) H_{t}-K I\right] y \leq 0 \quad \forall y \in \mathbb{R}^{d}, \forall x \in \mathbb{R}^{d} .
$$

Then for any $n \geq n_{0}, n_{0}$ large enough,

$$
\begin{aligned}
E\left(\left\|S_{n+1}\right\|^{2}\right) \leq & \left(1-\left[A+\frac{\delta}{2}-\delta^{\prime}-O\left(\gamma_{n}\right)\right] \gamma_{n}\right) E\left(\left\|S_{n}\right\|^{2}\right) \\
& +O\left(\sigma_{n}^{2} E\left(\left\|\varepsilon_{n+1}\right\|^{2} 1_{\left\{\left\|Z_{n}-z^{*}\right\| \leq M\right\}}\right)\right) \\
& +O\left(\gamma_{n} E\left(\left\|r_{n+1}\right\|^{2} 1_{\left\{\left\|Z_{n}-z^{*}\right\| \leq M\right\}}\right)\right)
\end{aligned}
$$

with an arbitrary $\delta^{\prime}>0$. For $n$ large enough, we have

$$
E\left(\left\|S_{n+1}\right\|^{2}\right) \leq\left(1-A \gamma_{n}\right) E\left(\left\|S_{n}\right\|^{2}\right)+O\left(\frac{\gamma_{n}}{v(n)}\right)
$$

from which we deduce that $\sup _{n} E\left[v(n)\left\|S_{n+1}\right\|^{2}\right]<\infty$.
Finally $\sup _{n} E\left[v(n)\left\|\widetilde{Z}_{n+1}-z^{*}\right\|^{2}\right]<\infty$.
3.4.3. Application of Theorem 7. Let $\widetilde{Y}_{n+1}=\sqrt{v(n)}\left[\widetilde{Z}_{n+1}-z^{*}\right]$; we have

$$
\begin{equation*}
\sup _{n} E\left[\left\|\widetilde{Y}_{n}\right\|^{2}\right]<\infty \tag{3.13}
\end{equation*}
$$

The expression $\widetilde{Y}_{n+1}$ may be written in the following way:

$$
\begin{equation*}
\tilde{Y}_{n+1}=\widetilde{Y}_{n}+\gamma_{n}\left[\alpha I+\rho\left(\widetilde{Z}_{n}-z^{*}\right) H\right] \tilde{Y}_{n}+\gamma_{n} \tilde{r}_{n+1}+\sqrt{\gamma_{n}} \widetilde{\varepsilon}_{n+1}, \tag{3.14}
\end{equation*}
$$

with $\widetilde{\varepsilon}_{n+1}=\varepsilon_{n+1} 1_{\left\{\left\|Z_{n}-z^{*}\right\| \leq M\right\}}$ and with

$$
\widetilde{r}_{n+1}=\widetilde{u}_{n} \tilde{Y}_{n}+\sqrt{v(n)}\left[r_{n+1}^{(1)}+r_{n+1}^{(2)}+r_{n+1}^{(3)}\right],
$$

$\left(\widetilde{u}_{n}\right)$ deterministic sequence converging to 0 ,
$r_{n+1}^{(1)}=\left[h\left(\widetilde{Z}_{n}\right)-\rho\left(\widetilde{Z}_{n}-z^{*}\right) H\left(\widetilde{Z}_{n}-z^{*}\right)\right] 1_{\left\{\left\|\tilde{Z}_{n}-z^{*}\right\| \leq M\right\}}$,
$r_{n+1}^{(2)}=\left[-\rho\left(\widetilde{Z}_{n}-z^{*}\right) H-K I\right]\left(\widetilde{Z}_{n}-z^{*}\right) 1_{\left\{\left\|\tilde{Z}_{n}-z^{*}\right\|>M\right\}}$,
$r_{n+1}^{(3)}=r_{n+1} 1_{\left\{\left\|\tilde{Z}_{n}-z^{*}\right\| \leq M\right\}}$.
We verify now that the strongly disturbed algorithm (3.14) fulfills the assumptions of Theorem 7.

Assumptions (AS.1) are fulfilled. According to the properties of the function $\rho, \rho\left(\widetilde{Z}_{n}-z^{*}\right)=\rho\left(\widetilde{Y}_{n}\right)$, and the function $f: z \mapsto[\alpha I+\rho(z) H] z$ is Lipschitz.

Auxiliary Lyapunov function. The Lyapunov function $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ defined by $V(z)=\|z\|^{2}$ fulfills the assumption (AS.2) with $a=\alpha-L$.

Properties of $\left(\widetilde{r}_{n}\right)$. According to (3.13) and since $\left(\widetilde{u}_{n}\right) \rightarrow 0$,

$$
\sup _{n} E\left[\left(\widetilde{u}_{n}\left\|\tilde{Y}_{n}\right\|\right)^{2}\right]<\infty, \quad E\left[\widetilde{u}_{n}\left\|\tilde{Y}_{n}\right\| 1_{\Gamma_{N}}\right] \rightarrow 0
$$

According to the choice of $M$ in Section 3.4.2, we have $\left\|r_{n+1}^{(1)}\right\| \leq C_{1} \| \widetilde{Z}_{n}-$ $z^{*} \|^{2} 1_{\left\{\left\|\tilde{Z}_{n}-z^{*}\right\| \leq M\right\}}$, and, applying (3.13), we deduce that

$$
\begin{aligned}
& \sup _{n} E\left[\left(\sqrt{v(n)}\left\|r_{n+1}^{(1)}\right\|\right)^{2}\right] \leq \sup _{n} E\left[v(n)\left\|\widetilde{Z}_{n}-z^{*}\right\|^{2}\right]<\infty, \\
& E\left[\left(\sqrt{v(n)}\left\|r_{n+1}^{(1)}\right\|\right) 1_{\Gamma_{N}}\right] \leq C_{1} E\left[\sqrt{v(n)}\left\|\widetilde{Z}_{n}-z^{*}\right\|^{2}\right] \leq \frac{C_{1}}{\sqrt{v(n)}} \rightarrow 0 .
\end{aligned}
$$

We have $\left\|r_{n+1}^{(2)}\right\| \leq C_{2}\left\|\widetilde{Z}_{n}-z^{*}\right\| 1_{\left\{\left\|\tilde{Z}_{n}-z^{*}\right\|>M\right\}}$, thus

$$
\sup _{n} E\left[\left(\sqrt{v(n)}\left\|r_{n+1}^{(2)}\right\|\right)^{2}\right]<\infty .
$$

Since $\left(Z_{n}\right)$ and $\left(\widetilde{Z}_{n}\right)$ agree on $\Gamma_{N}$, we have $1_{\left\{\left\|\tilde{Z}_{n}-z^{*}\right\|>M\right\}} \cdot 1_{\Gamma_{N}}=1_{\left\{\left\|Z_{n}-z^{*}\right\|>M\right\} \cap \Gamma_{N}}=$ 0 , and

$$
E\left[\sqrt{v(n)}\left\|r_{n+1}^{(2)}\right\| 1_{\Gamma_{N}}\right]=0
$$

Since $\left(r_{n+1}^{(3)}\right)$ fulfills the conditions required by the assumptions (A1.2), we finally deduce that

$$
\sup _{n} E\left[\left\|\widetilde{r}_{n+1}\right\|^{2}\right]<\infty \quad \text { and } \quad E\left[\left\|\widetilde{r}_{n+1}\right\| 1_{\Gamma_{N}}\right] \rightarrow 0
$$

Properties of $\left(\widetilde{\varepsilon}_{n}\right) .\left(\widetilde{\varepsilon}_{n}\right)$ fulfills the assumptions (AS.3) with $C(z)=\Gamma$ for all $z \in \mathbb{R}^{d}$.

According to Theorem 7, given $\Gamma_{N},\left(\tilde{Y}_{n}\right) \Rightarrow \mu$, where $\mu$ is the stationary distribution of (2.3), and the first part of Theorem 1 is proved.

Let $\phi$ be a real continuous and bounded function, and $\xi$ a $\mathscr{F}_{\infty}$-mesurable random variable. Replacing $\Gamma\left(z^{*}\right)$ by $\Gamma\left(z^{*}\right) \cap\{\phi(\xi)<t\}$ as soon as this event is nonnegligible, we obtain the second assertion.
3.5. Proof of Theorem 2. We simplify the proof by taking $V$ instead of ( $V-\inf V$ ), that is, by assuming inf $V=0$.

Following Gelfand and Mitter's idea [11], we define in Section 3.5.1 a continuous time interpolation $\left(U_{t}\right)_{t \geq 0}$ of $\left(Z_{n}\right)$. This interpolated process looks like an annealing diffusion

$$
d Y_{t}=-a(t) \nabla V\left(Y_{t}\right) d t+d B_{t},
$$

the function $a$, slowly increasing to infinity, being precised below. In Section 3.5 .2 we precise how long the process $\left(U_{t+u}\right)$ follows ( $Y_{t+u}$ ) given $U_{u}=Y_{u}=$ $x$. Then, in 3.5.3, we obtain Theorem 2, transfering properties of the annealing diffusion process to the algorithm.

We set $t_{n}=\sum_{k=0}^{n} \sigma_{k}^{2}$, and $K(t)=\int_{0}^{t} \sigma^{2}(s) d s$. Under (A2.3.1) and (A2.3.2), $\sigma^{2}$ varies regularly with exponent $(-\alpha), \alpha<1$. Thus $K$ varies regularly with exponent $1-\alpha>0$ and $K(t) \rightarrow \infty$ as $t \rightarrow \infty$. This property holds under (A2.3.3) too.

### 3.5.1. Definition of the interpolation $\left(U_{t}\right)$ and tightness of $\left(V\left(U_{t}\right)\right)$.

Step 1 [Definition of $\left(U_{t}\right)$ ]. We may build up the sequence $\left(\sigma_{n} \xi_{n+1}\right)$ from a Brownian motion $B=\left(B_{t}\right)_{t \geq 0}$ independent of $Z_{0}$ by setting $\sigma_{n} \xi_{n+1}=B_{t_{n}}$ -$B_{t_{n-1}}$. Then, we define the process $\left(U_{t}\right)_{t \geq 0}$, interpolation of the sequence $\left(Z_{n}\right)$, by

$$
U_{t}=Z_{n}-\left(t-t_{n-1}\right) v(n) \nabla V\left(Z_{n}\right)+B_{t}-B_{t_{n-1}} \quad \text { if } t \in\left[t_{n-1}, t_{n}\right] .
$$

Let $a: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a continuously differentiable, concave and slowly increasing function such that $a\left(t_{n-1}\right)=v(n)$ for all integer $n$. The term $U_{t}$ may be written as

$$
U_{t}=Z_{n}-\left(t-t_{n-1}\right) a\left(t_{n-1}\right) \nabla V\left(Z_{n}\right)+B_{t}-B_{t_{n-1}} \text { if } t \in\left[t_{n-1}, t_{n}\right]
$$

Step 2 [Tightness of $\left.\left(V\left(U_{t}\right)\right)\right]$. Let $C_{1}$ be a generic constant. Proposition 6 may be applied by choosing $V$ as the auxiliary Lyapunov function and by setting $h=-\nabla V: \sup _{n} E\left(V\left(Z_{n}\right)\right)<\infty$ and there exists $R, 0 \leq R<\infty$, such that

$$
\begin{equation*}
\sup _{n} E\left(v(n) V\left(Z_{n}\right) 1_{\left\{V\left(Z_{n}\right) \geq R\right\}}\right)<\infty . \tag{3.15}
\end{equation*}
$$

Let $t \in\left[t_{n-1}, t_{n}\right]$, and $\Psi$ be defined in the same way as in the proof of Proposition 6. Since $\Psi$ is globally Lipschitz,

$$
\Psi\left(U_{t}\right) \leq \Psi\left(Z_{n}\right)+\left\langle\nabla \Psi\left(Z_{n}\right), U_{t}-Z_{n}\right\rangle+C_{1}\left\|U_{t}-Z_{n}\right\|^{2} .
$$

Since there exists a constant $A_{1}>0$ such that $\langle\nabla \Psi(z),-\nabla V(z)\rangle \leq-A_{1} \Psi(z)$, we have

$$
\begin{aligned}
\Psi\left(U_{t}\right) \leq & \Psi\left(Z_{n}\right)\left[1-A_{1}\left(t-t_{n-1}\right) v(n)\right]+\left\langle\nabla \Psi\left(Z_{n}\right), B_{t}-B_{t_{n-1}}\right\rangle \\
& +C_{1}\left[\left(t-t_{n-1}\right)^{2}[v(n)]^{2}\left(1+V\left(Z_{n}\right)\right)+\left\|B_{t}-B_{t_{n-1}}\right\|^{2}\right] ; \\
E\left(\Psi\left(U_{t}\right)\right) \leq & C_{1}\left[E\left(\Psi\left(Z_{n}\right)\right)+\left(t-t_{n-1}\right)^{2}[v(n)]^{2}\left(1+E\left(V\left(Z_{n}\right)\right)\right)+\left(t-t_{n-1}\right)\right] .
\end{aligned}
$$

Since $\sup _{n} E\left(V\left(Z_{n}\right)\right)<\infty$ and $\sup _{n} E\left(v(n) \Psi\left(Z_{n}\right)\right)<\infty$, we deduce that

$$
E\left(\Psi\left(U_{t}\right)\right)=O\left(\frac{1}{v(n)}\right) .
$$

Finally

$$
\begin{equation*}
E\left(V\left(U_{t}\right) 1_{\left\{V\left(U_{t}\right) \geq R\right\}}\right)=O\left(\frac{1}{a(t)}\right) \tag{3.16}
\end{equation*}
$$

3.5.2. Previous result on the annealing diffusion process. The stochastic differential equation $d Y_{t}=a(t) \nabla V\left(Y_{t}\right) d t+d B_{t}$ has been studied in [5], [13], [16], [32] and, recently, in [29] under our assumptions on $V$ and under the additional assumption: for a constant $c^{*}<1 / \Lambda$ and for $t$ large enough, $a(t) \leq c^{*} \ln t$.

We first check that there exists $c^{*}<1 / \Lambda$ such that $a(t) \leq c^{*} \ln t$, before enunciating a result proved in [29].

Under (A2.3.1) or (A2.3.2): since $\sigma^{2}$ varies regularly with exponent ( $-\alpha$ ), $\frac{1}{2} \leq \alpha<1$, we have $K(t) \sim\left(t \sigma^{2}(t)\right) /(1-\alpha)$. Thus $K$ varies regularly with exponent $1-\alpha$; that is, $K(t)=t^{1-\alpha} L(t)$, with $L$ varying slowly.

Since $v(t) \leq c[1-\alpha] \ln (t)$, we have $v(t) \leq c \cdot \ln K(t)-c \cdot \ln L(t)$. But $c<1 / \Lambda$ and $\lim _{t \rightarrow \infty}(\ln L(t) / \ln K(t))=0$, thus there exists $\bar{c}<1 / \Lambda$ such that, for $t$ large enough, $v(t) \leq \bar{c} \ln K(t)$.

Under (A2.3.3):

$$
\sigma^{2}(t)=\frac{\sigma_{0}^{2}}{t \ln (\ln t)}, \frac{\sigma_{0}^{2} \ln t}{\ln (\ln t)} \leq K(t) \leq \sigma_{0}^{2} \ln t, \text { and } v(t)=c \ln (\ln t) .
$$

Thus $v(t) \leq c \ln K(t)[1+o(1)]$, and there exists $\bar{c}<1 / \Lambda$ such that, for $t$ large enough, $v(t) \leq \bar{c} \ln K(t)$.

In both cases, $a\left(K^{-1}\left(t_{n-1}\right)\right) \leq \bar{c} \ln n$, for $n$ large enough. However $t_{n-1} \sim$ $K(n)$; thus there exists $\tilde{c}<1 / \Lambda$ such that $a(n) \leq \widetilde{c} \ln n$ for $n$ large enough. Set $t \in[n, n+1], n$ large enough. We have

$$
a(t)=a(n)+a^{\prime}\left(t^{*}\right)(t-n) \quad \text { with } t^{*} \in[n, t] .
$$

$a^{\prime}(t)=o(a(t) / t)$, thus $a^{\prime}\left(t^{*}\right) \leq(\widetilde{c} \ln (n+1) / n)$, which enables us to conclude.
A result of Márquez [29]. Let $\phi$ be a continuous function with compact support, and let $K_{1}$ be a suitable compact set that contains the support of $\phi$. Precising upper bounds in the works of Chiang, Hwang and Sheu [5], [16] or of Royer [32], Márquez [29] has proved that there exist a positive continuous and increasing function $\tau$ with $\tau(t)=O\left(t^{2 / 3}\right)$ and a constant $\rho_{1}>0$ such that, uniformly for $x \in K_{1}$,

$$
\begin{gather*}
P\left(\sup _{t \leq s \leq t+\tau(t)}\left\|Y_{s}\right\| \geq C \mid Y_{t}=x\right) \leq \exp \left[-\rho_{1} a(t)\right]  \tag{3.17}\\
\left|E\left(\phi\left(Y_{t+\tau(t)}\right) \mid Y_{t}=x\right)-G_{1 / 2 a(t+\tau(t))}(\phi)\right| \leq \exp \left[-\rho_{1} a(t)\right] . \tag{3.18}
\end{gather*}
$$

3.5.3. Following the annealing diffusion process.

Step 1 (Following the annealing diffusion process under the provisional assumption " $\nabla V$ is bounded"). Here we assume that $\nabla V$ is bounded.

For all $u>0$, let $B^{(u)}=\left(B_{t}^{(u)}\right)_{t \geq 0}$ with $B_{t}^{(u)}=B_{u+t}-B_{u}$.
Let $Y^{(u)}$ and $U^{(u)}$ be defined by

$$
\begin{aligned}
U_{0}^{(u)} & =Y_{0}^{(u)}=x, \\
d Y_{t}^{(u)} & =-[a(u+t)] \nabla V\left(Y_{t}^{(u)}\right) d t+d B_{t}^{(u)}, \\
d U_{t}^{(u)} & =\left[-a(u+t) \nabla V\left(U_{t}^{(u)}\right)+h_{t+u}\right] d t+d B_{t}^{(u)},
\end{aligned}
$$

where $h_{t}=-a\left(t_{m-1}\right) \nabla V\left(U_{t_{m-1}}\right)+a(t) \nabla V\left(U_{t}\right)$ for $t \in\left[t_{m-1}, t_{m}\right]$.
Set $h_{t}=H_{t}\left(\left(U_{s}^{(u)}\right), s \leq t\right)$.
Let $\mathscr{C}$ be the set of the $\mathbb{R}^{d}$-valued continuous functions defined on $\mathbb{R}^{+}$and assume that $\mathscr{C}$ is equipped with its Borel $\sigma$-field. We denote a function of
$\mathscr{C}$ as $\omega=\left(X_{t}(\omega)\right)_{t \geq 0}$ and $\left(\mathscr{G}_{t}\right)=\left(\sigma\left\{X_{s}, s \leq t\right\}\right)$. By Girsanov's theorem, $\left(Y^{(u)}-x\right)$ and $\left(U^{(u)}-x\right.$ ) have canonical versions with distributions $P_{Y}$ and $P_{U}$ conditionnally on $\mathscr{\mathscr { G }}_{t}$. We are going to prove that for all $\Gamma \in \mathscr{\mathscr { G }}_{t}$,

$$
\left|P_{U}(\Gamma)-P_{Y}(\Gamma)\right|=O\left(\frac{1}{a(u)}\right)
$$

By Girsanov's theorem, for each $t, P_{Y}$ and $P_{U}$ have a density, denoted by $L_{t}^{Y}$ and $L_{t}^{U}$ respectively, with respect to the Wiener measure $W$. Moreover, for all $\Gamma \in \mathscr{G}_{t}$,

$$
\left|P_{U}(\Gamma)-P_{Y}(\Gamma)\right| \leq E_{W}\left[L_{t}^{Y}\left|1-\frac{L_{t}^{U}}{L_{t}^{Y}}\right|\right] \leq\left[E_{Y}\left(\left[1-\frac{L_{t}^{U}}{L_{t}^{Y}}\right]^{2}\right)\right]^{1 / 2}
$$

where, for the probability $P_{Y}$,

$$
\left.\begin{array}{l}
\ln \frac{L_{t}^{U}}{L_{t}^{Y}}=\int_{0}^{t}\left\langle H_{s}\left[\left(X_{r}+x\right)_{r \leq s}\right], d X_{s}\right\rangle \\
-\frac{1}{2} \int_{0}^{t}\left\{\left\|H_{s}\left[\left(X_{r}+x\right)_{r \leq s}\right]\right\|^{2}\right. \\
\end{array} \quad+2\left\langle H_{s}\left[\left(X_{r}+x\right)_{r \leq s}\right],-a(s+\tau) \nabla V\left(X_{s}+x\right)\right)\right\} d s
$$

Moreover, under $P_{Y}, \ln \left(L_{t}^{U} / L_{t}^{Y}\right)$ has the same distribution as $H_{t}-\frac{1}{2} J_{t}$ has, with

$$
H_{t}=\int_{u}^{u+t}\left\langle H_{s}\left[\left(Y_{r}\right)_{r \leq s}\right], d B_{s}\right\rangle ; \quad J_{t}=\int_{u}^{u+t}\left\|H_{s}\left[\left(Y_{r}\right)_{r \leq s}\right]\right\|^{2} d s
$$

Since the expectations of $\exp \left(H_{t}-\frac{1}{2} J_{t}\right)$ and $\exp \left(4 H_{t}-8 J_{t}\right)$ are equal to 1 , we have

$$
\begin{aligned}
& \left|P_{U}(\Gamma)-P_{Y}(\Gamma)\right| \leq E_{Y}\left[\left(1-\exp \left(H_{t}-\frac{1}{2} J_{t}\right)\right)^{2}\right]=E_{Y}\left[\exp \left(2 H_{t}-J_{t}\right)\right]-1 \\
& \left|P_{U}(\Gamma)-P_{Y}(\Gamma)\right| \leq E_{Y}\left[\exp \left(2 H_{t}-4 J_{t}\right) \exp \left(3 J_{t}\right)\right]-1 \leq\left[E_{Y}\left(\exp \left(6 J_{t}\right)\right)\right]^{1 / 2}-1
\end{aligned}
$$

Thus

$$
\left|P_{U}(\Gamma)-P_{Y}(\Gamma)\right| \leq \sup _{t \geq 0}\left|\left[E_{Y}\left(\exp \left(6 J_{t}\right)\right)\right]^{1 / 2}-1\right|
$$

Let us study $E_{Y}\left(\exp \left(6 J_{t}\right)\right)$. For $u \in\left[t_{n-1}, t_{n}\right]$, we have

$$
\begin{equation*}
J_{t}=O\left(\left|t_{n}-t_{n-1}\right|\right)+\int_{t_{n}}^{u+t}\left\|k_{s}\right\|^{2} d s \tag{3.19}
\end{equation*}
$$

with $k_{s}=\nabla V\left(Y_{s}\right)\left[a(s)-a\left(t_{m-1}\right)\right]-v(m)\left[\nabla V\left(Y_{t_{m-1}}\right)-\nabla V\left(Y_{s}\right)\right]$, for $s \in\left[t_{m-1}, t_{m}\right], m>n$.

Since $\nabla V$ is assumed to be Lipschitz and bounded, there exists a constant $C_{1}$ such that

$$
\left\|k_{s}\right\|^{2} \leq C_{1}\left\{[v(m)]^{4}\left(t_{m}-t_{m-1}\right)^{2}+[v(m)]^{2}\left\|B_{s}-B_{t_{m-1}}\right\|^{2}\right\}
$$

The study of $E_{Y}\left(\exp \left(6 J_{t}\right)\right)$ requires the study of $E\left[\exp \left(C_{1}[v(m)]^{2} \int_{t_{m-1}}^{t_{m}} \| B_{s}-\right.\right.$ $\left.\left.B_{t_{m-1}} \|^{2} d s\right)\right]$. We have

$$
\begin{aligned}
& E\left[\exp \left(C_{1}[v(m)]^{2} \int_{t_{m-1}}^{t_{m}}\left\|B_{s}-B_{t_{m-1}}\right\|^{2} d s\right)\right] \\
& \quad=E\left[\exp \left(C_{1}[v(m)]^{2}\left(t_{m}-t_{m-1}\right)^{2} \int_{0}^{1}\left\|B_{s}\right\|^{2} d s\right)\right]
\end{aligned}
$$

By Jensen's inequality,

$$
\begin{aligned}
& E\left[\exp \left(C_{1}[v(m)]^{2}\left(t_{m}-t_{m-1}\right)^{2} \int_{0}^{1}\left\|B_{s}\right\|^{2} d s\right)\right] \\
& \quad \leq \int_{0}^{1} E\left[\exp \left(C_{1}[v(m)]^{2}\left(t_{m}-t_{m-1}\right)^{2}\left\|B_{s}\right\|^{2}\right)\right] d s
\end{aligned}
$$

Hence, $\Phi$ denoting the Laplace transform of the chi-square distribution with $d$ degrees of freedom,

$$
E\left[\exp \left(C_{1}[v(m)]^{2} \int_{t_{m-1}}^{t_{m}}\left\|B_{s}-B_{t_{m-1}}\right\|^{2} d s\right)\right] \leq \Phi\left[C_{1}[v(m)]^{2}\left(t_{m}-t_{m-1}\right)^{2}\right] .
$$

It follows that, for $m$ large enough,

$$
E\left[\exp \left(C_{1}[v(m)]^{2} \int_{t_{m-1}}^{t_{m}}\left\|B_{s}-B_{t_{m-1}}\right\|^{2} d s\right)\right] \leq\left[1-2 C_{1}[v(m)]^{2}\left(t_{m}-t_{m-1}\right)^{2}\right]^{-d / 2} .
$$

We deduce that

$$
\begin{aligned}
E_{Y}\left[\exp \left(6 \int_{t_{m-1}}^{t_{m}}\left\|k_{s}\right\|^{2} d s\right)\right] \leq & \left(1-2 C_{1}[v(m)]^{2}\left(t_{m}-t_{m-1}\right)^{2}\right)^{-d / 2} \\
& \times \exp \left[C_{1}[v(m)]^{4}\left(t_{m}-t_{m-1}\right)^{3}\right] .
\end{aligned}
$$

For any $u$ large enough such that $t_{n-1} \leq u<t_{n}$, we have, in view of (3.19),

$$
\sup _{t \geq 0} E_{Y}\left(\exp 6 \int_{t_{n}}^{t+u}\left\|k_{s}\right\|^{2} d s\right) \leq M(n)
$$

with

$$
M(n)=\prod_{j=n}^{\infty}\left(1-2 C_{1}[v(j)]^{2}\left(t_{j}-t_{j-1}\right)^{2}\right)^{-d / 2} \exp \left(C_{1} \sum_{j=n}^{\infty}[v(j)]^{4}\left(t_{j}-t_{j-1}\right)^{3}\right) .
$$

When $n$ tends to infinity,

$$
M_{n} \sim \exp \left(C_{1} \sum_{j=n}^{\infty}[v(j)]^{2}\left(t_{j}-t_{j-1}\right)^{2}\right)=\exp \left(C_{1} \sum_{j=n}^{\infty} \gamma_{j}^{2}\right)
$$

It follows that, for $u \in\left[t_{n-1}, t_{n}\right]$,

$$
\sup _{t \geq 0}\left[E_{Y}\left(\exp \left(6 J_{t}\right)\right)\right]=O\left[\exp \left(\sum_{j=n}^{+\infty} \gamma_{j}^{2}\right)\right] .
$$

Thus, for all $u$ such that $t_{n-1} \leq u \leq t_{n}$,

$$
\left|P_{U}(\Gamma)-P_{Y}(\Gamma)\right|=O\left(\sum_{j=n}^{+\infty} \gamma_{j}^{2}\right)
$$

Under (A2.3.1) and (A2.3.3), $\gamma$ varies regularly with exponent ( $-\alpha$ ), $\alpha>1 / 2$. Thus $t \mapsto \int_{0}^{t} \gamma^{2}(s) d s$ varies regularly with exponent $1-2 \alpha<0$. Since $v$ varies slowly, we have $\int_{t}^{+\infty} \gamma^{2}(s) d s=O\left([v(t)]^{-1}\right)$. This property is still true under (A2.3.2). Finally, $\left|P_{U}(\Gamma)-P_{Y}(\Gamma)\right|=O\left([v(n)]^{-1}\right)$, and

$$
\begin{equation*}
\left|P_{U}(\Gamma)-P_{Y}(\Gamma)\right|=O\left(\frac{1}{a(u)}\right) \tag{3.20}
\end{equation*}
$$

and this upper bound is independent of $x$.
Step 2 (Following the annealing diffusion process). Coming back to assumptions (A2.1) to (A2.3), let $\phi$ be a continuously differentiable function with compact support; applying (3.16), there exists a compact set $K_{1}$, which contains the support of $\phi$, and such that

$$
\begin{equation*}
P\left(U_{t} \notin K_{1}\right)=O\left(\frac{1}{a(t)}\right) . \tag{3.21}
\end{equation*}
$$

We may take in (3.17) $C$ such that $K_{1} \subset\{x ;\|x\| \leq C\}$.
Set $C_{2}=C+2 \sup _{x \in K_{1}}\|x\|$, and let $\widetilde{V}$ be a twice continuously differentiable function, which equals $V$ on the Euclidian sphere with radius $C_{2}$, and such that $\nabla \widetilde{V}$ is bounded. Let $\widetilde{Y}^{(t)}$ and $\widetilde{U}^{(t)}$ be defined by

$$
\begin{aligned}
\widetilde{Y}_{0}^{(t)} & =\widetilde{U}_{0}^{(t)}=x, \quad x \in K_{1}, \\
d \widetilde{Y}_{u}^{(t)} & =-[a(t+u)] \nabla \widetilde{V}\left(\widetilde{Y}_{u}^{(t)}\right) d t+d B_{u}^{(t)} \\
d \widetilde{U}_{u}^{(t)} & =\left[-a(t+u) \nabla \widetilde{V}\left(\widetilde{U}_{u}^{(t)}\right)+h_{t+u}\right] d t+d B_{u}^{(t)} .
\end{aligned}
$$

Applying (3.17) and (3.18) to $Y^{(t)}$, we have, uniformly for $x \in K_{1}$,

$$
\begin{array}{r}
P\left(\sup _{0 \leq s \leq \tau(t)}\left\|Y_{s}^{(t)}\right\| \geq C \mid Y_{t}=x\right) \leq \exp \left[-\rho_{1} a(t)\right], \\
\left|E\left(\phi\left(Y_{\tau(t)}^{(t)}\right) \mid Y_{t}=x\right)-G_{1 / 2 a(t+\tau(t))}(\phi)\right| \leq \exp \left[-\rho_{1} a(t)\right],
\end{array}
$$

from which we deduce that, uniformly for $x \in K_{1}$,

$$
\begin{array}{r}
P\left(\sup _{0 \leq s \leq \tau(t)}\left\|\widetilde{Y}_{s}^{(t)}\right\| \geq C_{2} \mid \tilde{Y}_{t}=x\right) \leq \exp \left[-\rho_{1} a(t)\right] \\
\left|E\left(\phi\left(\widetilde{Y}_{\tau(t)}^{(t)}\right) \mid \widetilde{Y}_{t}=x\right)-G_{1 / 2 a(t+\tau(t))}(\phi)\right| \leq \exp \left[-\rho_{1} a(t)\right]
\end{array}
$$

Then, applying (3.20), we have, uniformly for $x \in K_{1}$,

$$
\begin{array}{r}
P\left(\sup _{0 \leq s \leq \tau(t)}\left\|\widetilde{U}_{s}^{(t)}\right\| \geq C_{2} \mid \widetilde{U}_{t}=x\right)=O\left(\frac{1}{a(t)}\right), \\
\left|E\left(\phi\left(\widetilde{U}_{t+\tau(t)}\right) \mid \tilde{U}_{0}^{(\tau)}=x\right)-G_{1 / 2 a(t+\tau(t))}(\phi)\right|=O\left(\frac{1}{a(t)}\right)
\end{array}
$$

Thus, almost surely,

$$
\begin{aligned}
& P\left(\sup _{0 \leq s \leq \tau(t)}\left\|U_{s}^{(t)}-\widetilde{U}_{s}^{(t)}\right\|>0 \mid U_{t}=\widetilde{U}_{t} \in K_{1}\right)=O\left(\frac{1}{a(t)}\right) \\
& \left|E\left(\phi\left(U_{t+\tau(t)}\right) \mid U_{t} \in K_{1}\right)-G_{1 / 2 a(t+\tau(t))}(\phi)\right|=O\left(\frac{1}{a(t)}\right)
\end{aligned}
$$

Applying (3.21), we deduce that

$$
\begin{equation*}
\left|E\left(\phi\left(U_{t+\tau(t)}\right)\right)-G_{1 / 2 a(t+\tau(t))}(\phi)\right|=O\left(\frac{1}{a(t)}\right) \tag{3.22}
\end{equation*}
$$

Since $\tau(t)=O\left(t^{2 / 3}\right)$, we finally deduce that

$$
\begin{equation*}
\left|E\left(\phi\left(U_{t}\right)\right)-G_{1 / 2 a(t)}(\phi)\right|=O\left(\frac{1}{a(t)}\right) \tag{3.23}
\end{equation*}
$$

and this result is uniform for the functions $\phi$ whose support is included in a same compact and such that $\sup _{z \in \mathbb{R}^{d}}|\phi(z)| \leq 1$.
3.5.4. Proof of the first assertion of Theorem 2. For any $r>0$, let us take $R>r$ such that (3.16) is fulfilled, and an arbitrary $\left.r_{1} \in\right] 0, r[$. We consider a positive function $\lambda$ defined on $\mathbb{R}^{+}$, and for any $t>0$ a continuous function $\phi_{t}$ such that

$$
1_{\{r \lambda(t) \leq V<R\}} \leq \phi_{t} \leq 1_{\left\{r_{1} \lambda(t) \leq V<2 R\right\}}
$$

Applying (3.23) with $\phi=\phi_{t}$ yields

$$
\begin{gathered}
P\left(\left\{V\left(U_{t}\right) \geq r \lambda(t)\right\}\right) \leq G_{1 / 2 a(t)}\left(V \geq r_{1} \lambda(t)\right)+O\left(\frac{1}{a(t)}\right), \\
P\left(\left\{V\left(U_{t}\right) \geq r_{1} \lambda(t)\right\}\right) \geq G_{1 / 2 a(t)}(V \geq r \lambda(t))+O\left(\frac{1}{a(t)}\right)
\end{gathered}
$$

Thus, $r_{1}$ being arbitrary $\left(0<r_{1}<r\right)$,

$$
\begin{equation*}
P\left(\left\{V\left(U_{t}\right) \geq r \lambda(t)\right\}\right)=G_{1 / 2 a(t)}(V \geq r \lambda(t))+O\left(\frac{1}{a(t)}\right) \tag{3.24}
\end{equation*}
$$

If we take $\lambda(t)=1 \forall t \in \mathbb{R}^{+}[(3.24)$ will also be helpful for proving Theorem 3], we have

$$
P\left(\left\{V\left(U_{t}\right) \geq r\right\}\right)=G_{1 / 2 a(t)}(V \geq r)+O\left(\frac{1}{a(t)}\right)
$$

Now assumption (A2.1) implies that, for all $r>0, \lim _{T \rightarrow 0} T \ln \left(G_{T}(V \geq r)\right)=$ $-r$. Thus

$$
P\left(\left\{V\left(U_{t}\right) \geq r\right\}\right)=O\left(\frac{1}{a(t)}\right) \quad \text { and } \quad P\left(\left\{V\left(Z_{n}\right) \geq r\right\}\right)=O\left(\frac{1}{v(n)}\right) .
$$

On the other hand, we have

$$
E\left(V\left(Z_{n}\right) 1_{\left\{V\left(Z_{n}\right) \geq r\right\}}\right) \leq R \cdot P\left(\left\{V\left(Z_{n}\right) \geq r\right\}\right)+E\left(V\left(Z_{n}\right) 1_{\left\{V\left(Z_{n}\right) \geq R\right\}}\right) .
$$

Finally, by (3.15), the first part of Theorem 2 is proved.
3.5.5. Proof of the second assertion of Theorem 2. Under the additional assumption, there exists $r>0$ such that $V(z)<r$ implies $\|\nabla V(z)\|^{2} \geq \rho_{V} V(z)$, and we can write (2.4) as

$$
Z_{n+1}=Z_{n}+\gamma_{n} h\left(Z_{n}\right)+\gamma_{n} r_{n+1}+\sigma_{n} \xi_{n+1},
$$

with

$$
\begin{aligned}
& h(z)=-\nabla V(z) 1_{\{V(z)<r\}}, \\
& r_{n+1}=-\nabla V\left(Z_{n}\right) 1_{\left\{V\left(Z_{n}\right) \geq r\right\}} .
\end{aligned}
$$

Following the proof of the second part of Proposition 6 (Section 3.2.2), we show that for any $A, 0<A<\rho$, there exists $n_{0}$, such that for all $n \geq n_{0}$,

$$
E\left(V\left(Z_{n+1}\right)\right) \leq\left(1-A \gamma_{n}\right) E\left(V\left(Z_{n}\right)\right)+O\left(\frac{\gamma_{n}}{v(n)}\right)
$$

and finally

$$
\sup _{n} E\left(v(n) V\left(Z_{n}\right)\right)<\infty,
$$

which completes the proof of Theorem 2.
3.6. Proof of Theorem 3.
3.6.1. Weak convergence. Let $H_{a}$ be a random variable with distribution $G_{1 / 2 a}$. Since $g$ varies regularly with exponent $(-\eta)$, the Laplace transform of $4 a V\left(H_{a}\right), t \mapsto g(2 a(2 t+1)) / g(2 a)$, converges as $a \rightarrow \infty$ to the Laplace transform of $\gamma(\eta, 1 / 2), t \mapsto(2 t+1)^{-\eta}$. Thus, $4 a V\left(H_{a}\right) \Rightarrow \gamma(\eta, 1 / 2)$ as $a \rightarrow+\infty$ and, for any $r>0$,

$$
G_{1 / 2 a}[4 a V \geq r]=P\left[4 a V\left(H_{a}\right) \geq r\right] \rightarrow \gamma\left(\eta, \frac{1}{2}\right)([r,+\infty[) \quad \text { when } a \rightarrow \infty .
$$

Applying (3.24) with $\lambda(t)=1 / 4 a(t)$, we have

$$
\begin{aligned}
& P\left(4 a(t) V\left(U_{t}\right) \geq r\right)=G_{1 / 2 a(t)}(4 a(t) V \geq r)+O\left(\frac{1}{a(t)}\right), \\
& P\left[4 a(t) V\left(U_{t}\right) \geq r\right] \rightarrow \gamma\left(\eta, \frac{1}{2}\right)([r,+\infty[)
\end{aligned}
$$

Thus,

$$
4 a(t) V\left(U_{t}\right) \Rightarrow \gamma\left(\eta, \frac{1}{2}\right) \quad \text { and } \quad 4 v(n) V\left(Z_{n}\right) \Rightarrow \gamma\left(\eta, \frac{1}{2}\right) .
$$

3.6.2. Small deviations. Applying (3.24) with $\lambda(t)=f(a(t))[\ln a(t)] / a(t)$, we have

$$
P\left[V\left(U_{t}\right) \geq \frac{r f(a(t)) \ln a(t)}{a(t)}\right]=G_{1 / 2 a(t)}\left[V \geq \frac{r f(a(t)) \ln a(t)}{a(t)}\right]+O\left(\frac{1}{a(t)}\right) .
$$

Thus,

$$
\begin{gathered}
\ln \left(P\left[V\left(U_{t}\right) \geq \frac{r f(a(t)) \ln a(t)}{a(t)}\right]\right) \\
=-\ln g(2 a(t))+\ln \int_{V \geq r \lambda(t)} \exp (-2 a(t) V(x)) d x+O\left(\frac{1}{a(t)}\right), \\
\ln \left(P\left[V\left(U_{t}\right) \geq \frac{r f(a(t)) \ln a(t)}{a(t)}\right]\right) \sim \eta \ln a(t)-2 r f(a(t)) \ln a(t)+O\left(\frac{1}{a(t)}\right),
\end{gathered}
$$

from which we deduce that

$$
\begin{aligned}
\frac{1}{f(a(t)) \ln a(t)} \ln \left(P\left[V\left(U_{t}\right) \geq \frac{r f(a(t)) \ln a(t)}{a(t)}\right]\right) & \rightarrow-2 r, \\
\frac{1}{f(v(n)) \ln v(n)} \ln \left(P\left[V\left(Z_{n}\right) \geq \frac{r f(v(n)) \ln v(n)}{v(n)}\right]\right) & \rightarrow-2 r .
\end{aligned}
$$

3.7. Proof of Theorem 4. We take up the notations introduced in Section 3.5.3. To establish Theorem 4, we have to prove the convergence of

$$
E\left[\phi\left(U_{t}, \sqrt{a(t)} \nabla V\left(U_{t}\right)\right)\right] \text { as } t \rightarrow+\infty,
$$

which amounts to proving the convergence of

$$
E\left[\phi\left(U_{t+\alpha(t)}, \sqrt{a(t+\alpha(t))} \nabla V\left(U_{t+\alpha(t)}\right)\right)\right] \text { as } t \rightarrow+\infty,
$$

or to proving this convergence given $U_{t} \in K_{1}$. Thus, we can assume that the second- and third-order derivatives of $V$ are bounded, in the same way as in the proof of Theorem 2.

Let $W_{n+1}=\sqrt{v(n)} \nabla V\left(Z_{n+1}\right)$. We have

$$
W_{n+1}=W_{n}-\gamma_{n} D^{2} V\left(Z_{n}\right) W_{n}+\gamma_{n} r_{n+1}+\sqrt{\gamma_{n}} D^{2} V\left(Z_{n}\right) \xi_{n+1}
$$

with $E\left(\left\|r_{n+1}\right\|^{2}\right) \rightarrow 0$.

We apply the method of the stochastic differential equation introduced in Section 3.1.2 to the couple ( $Z_{n}, W_{n}$ ). We come back here to the interpolation used in 3.1.2 and we define $\left(X_{t}, Y_{t}\right)$ if $t \in\left[s_{n-1}, s_{n}\right]$ by

$$
\begin{equation*}
X_{t}=Z_{n}-\left(t-s_{n-1}\right) \nabla V\left(Z_{n}\right)+\frac{\sqrt{t-s_{n-1}}}{\sqrt{v(n)}} \xi_{n+1} \tag{3.25}
\end{equation*}
$$

and

$$
\begin{align*}
Y_{t}= & W_{n}-\left(t-s_{n-1}\right) D^{2} V\left(Z_{n}\right) W_{n}+\left(t-s_{n-1}\right) r_{n+1} \\
& +\sqrt{t-s_{n-1}} D^{2} V\left(Z_{n}\right) \xi_{n+1} \tag{3.26}
\end{align*}
$$

with $s_{n}=\sum_{k=0}^{n} \gamma_{k}$.
We define the family of processes $\left(X^{(u)}, Y^{(u)}\right)_{u \geq 0}$ by

$$
\begin{equation*}
\left(X_{t}^{(u)}, Y_{t}^{(u)}\right)=\left(X_{u+t}, Y_{u+t}\right) \tag{3.27}
\end{equation*}
$$

Theorem 2 implies that $\sup _{n} E\left(\left\|W_{n}\right\|^{2}\right)<\infty$. Consequently, $\left(X_{t}, Y_{t}\right)$ is tight and $\sup _{n} E\left(\left\|Y_{t}\right\|^{2}\right)<\infty$. Then $\left(X^{(u)}, Y^{(u)}\right)_{u \geq 0}$ is tight, and any closure point for the weak convergence is a solution of the stochastic differential equation

$$
\begin{align*}
& d P_{t}=-\nabla V\left(P_{t}\right) d t  \tag{3.28}\\
& d R_{t}=-D^{2} V\left(P_{t}\right) R_{t} d t+D^{2} V\left(P_{t}\right) d B_{t} \tag{3.29}
\end{align*}
$$

with ( $P_{0}, R_{0}$ ) independent of ( $B_{t}$ ).
However, $\left(X_{t}\right) \Rightarrow G_{0}$, thus ( $X^{(u)}$ ) converges weakly to $\left(P_{t}\right)$ defined by $P_{t}=$ $P_{0}, P_{0}$ with distribution $G_{0}$. Given $P_{0}=z^{*} \in \operatorname{Argmin} V$, the solution of (3.29) is a geometrically recurrent linear diffusion with stationary distribution $\nu_{z^{*}}=$ $\mathscr{N}\left(0, \frac{1}{2} D^{2} V\left(z^{*}\right)\right)$.

For all continuous and bounded function $\phi$ defined on $\mathbb{R}^{2 d}$, for all $t>0$,

$$
\left|E\left[\phi\left(P_{t}, R_{t}\right) \mid P_{0}=z^{*}, R_{0}=r\right]-\int \phi\left(z^{*}, y\right) d \nu_{z^{*}}(y)\right|=O\left(\left[\rho\left(z^{*}\right)\right]^{t}\left(1+\|r\|^{2}\right)\right)
$$

with $\rho\left(z^{*}\right)<1$.
Let $\mu$, probability on $\mathbb{R}^{2 d}$, be a closure point for the weak convergence of ( $X_{t}, Y_{t}$ ). The first marginal distribution of $\mu$ is $G_{0}$, and the second has a bounded moment of order 2. Let us consider a sequence ( $u(n)$ ), increasing to infinity, such that $\left(X_{u(n)}, Y_{u(n)}\right) \Rightarrow \mu$.

Let $\phi$ be a continuous and bounded function, and set $t>0$. By the tightness of $\left(X^{(u)}, Y^{(u)}\right)$, there exists a subsequence of $(u(n))$, denoted by $(w(n))$, such that ( $X^{(w(n)-t)}, Y^{(w(n)-t)}$ ) converges weakly to the diffusion solution of (3.28) and (3.29). Moreover,

$$
\left|E\left[\phi\left(P_{t}, R_{t}\right)\right]-\sum_{z^{*} \in \operatorname{Argmin} V} G_{0}\left(z^{*}\right) \int \phi\left(z^{*}, y\right) d \nu_{z^{*}}(y)\right|=O\left(\sup _{z^{*} \in \operatorname{Argmin} V}\left\{\rho\left(z^{*}\right)\right\}^{t}\right)
$$

Thus $\mu=\sum_{z^{*} \in \operatorname{Argmin} V} G_{0}\left(z^{*}\right) \delta_{z^{*}} \otimes \nu_{z^{*}}$, which completes the proof of Theorem 4.

### 3.8. Proof of Theorem 5.

3.8.1. Preliminary. In order to prove Theorem 5, we first establish convergence rates for the simulated annealing algorithm

$$
\widehat{Z}_{n+1}=\widehat{Z}_{n}-\gamma_{n}\left[\nabla V\left(\widehat{Z}_{n}\right)+R_{n+1}\right]+\sigma_{n} \xi_{n+1},
$$

with strong assumptions on the disturbance $\left(R_{n}\right)$. Then, we show in Section 3.7.2 how Theorem 5 may be proved by using this preliminary result.

On a probability space $(\Omega, \mathscr{A}, P)$ equipped with a filtration $\mathscr{F}=\left(\mathscr{F}_{n}\right)_{n \geq 0}$, let $\left(\widehat{Z}_{n}\right)$ be defined by

$$
\begin{equation*}
\widehat{Z}_{n+1}=\widehat{Z}_{n}-\gamma_{n}\left[\nabla V\left(\widehat{Z}_{n}\right)+R_{n+1}\right]+\sigma_{n} \xi_{n+1} . \tag{3.30}
\end{equation*}
$$

We make the following assumptions.
(AA.1) $\left(R_{n}\right)$ and $\left(\xi_{n}\right)$ are adapted to $\mathscr{F}$ and $R_{n+1}$ and $\xi_{n+1}$ are independent conditionally on $\mathscr{F}_{n}$.
(AA.2) $\xi_{n+1}$ is independent of $\mathscr{F}_{n}$ and has the distribution $\mathscr{N}(0, I)$.
(AA.3) $E\left(\left\|R_{n+1}\right\|^{2} \mid \mathscr{F}_{n}\right) \leq n^{-\delta} L$, where $L$ is an almost surely finite random variable and $\delta>1-\alpha$.

Lemma 8. Under assumptions (A2.1) to (A2.3), and (AA.1) to (AA.3), Theorems 2 and 3 can be applied to ( $\widehat{Z}_{n}$ ). Under the additional assumption (A2.4), Theorem 4 can be applied to $\left(\widehat{Z}_{n}\right)$.

Proof.
Step 1. For any $A>0$, set $\bar{R}_{n}=R_{n} 1_{\left\{\left\|R_{n}\right\| \leq \sqrt{\left.A n^{-\delta}\right\}}\right.}$, and

$$
\bar{Z}_{n+1}=\bar{Z}_{n}-\gamma_{n}\left[\nabla V\left(\bar{Z}_{n}\right)+\bar{R}_{n+1}\right]+\sigma_{n} \xi_{n+1} .
$$

Then $\left(\bar{Z}_{n}\right)$ and $\left(\widehat{Z}_{n}\right)$ agree on $\{L \leq A\}$. $L$ being almost surely finite, $P(L>$ $A) \rightarrow 0$ as $A \rightarrow+\infty$; therefore, it is enough to prove the lemma assuming $L$ deterministic.

Step 2 . We define $\left(Z_{n}\right)_{n \geq N}$ by $Z_{N}=\widehat{Z}_{N}$ and

$$
Z_{n+1}=Z_{n}-\gamma_{n} \nabla V\left(Z_{n}\right)+\sigma_{n} \xi_{n+1} \quad \text { for } n \geq N .
$$

For $i<j$, let us denote by $\Pi^{i, j}$ and $\widehat{\Pi}^{i, j}$ the distributions of $Z_{j}$ and $\widehat{Z}_{j}$ given $\mathscr{\mathscr { F } _ { i }}$, respectively.

The density of $\Pi^{n, n+1}$ with respect to Lebesgue measure is

$$
z_{n+1} \mapsto \exp \left[-\frac{\left\|z_{n+1}-Z_{n}+\gamma_{n} \nabla V\left(Z_{n}\right)\right\|^{2}}{2 \sigma_{n}^{2}}\right],
$$

and the density of $\widehat{\Pi}^{n, n+1}$ is

$$
z_{n+1} \mapsto E\left(\left.\exp \left[-\frac{\left\|z_{n+1}-\widehat{Z}_{n}+\gamma_{n} \nabla V\left(\widehat{Z}_{n}\right)+\gamma_{n} R_{n+1}\right\|^{2}}{2 \sigma_{n}^{2}}\right] \right\rvert\, \mathscr{F}_{n}\right) .
$$

Let $K$ be the Kullback information. Since $\xi_{n+1}$ and $R_{n+1}$ are independent given $\mathscr{F}_{n}$, we have, given $Z_{n}=\widehat{Z}_{n}$,

$$
\begin{aligned}
& K\left[\Pi^{n, n+1}, \widehat{\Pi}^{n, n+1}\right]=E\left[\left.\frac{1}{2 \sigma_{n}^{2}}\left(2\left\langle\gamma_{n} R_{n+1}, \sigma_{n} \xi_{n+1}\right\rangle+\gamma_{n}^{2}\left\|R_{n+1}\right\|^{2}\right) \right\rvert\, \mathscr{F}_{n}\right], \\
& K\left[\Pi^{n, n+1}, \widehat{\Pi}^{n, n+1}\right]=\frac{\gamma_{n}^{2}}{2 \sigma_{n}^{2}} E\left(\left\|R_{n+1}\right\|^{2} \mid \mathscr{F}_{n}\right) \leq \frac{\gamma_{n} n^{-\delta} v(n)}{2} L .
\end{aligned}
$$

Given $Z_{N}=\widehat{Z}_{N}$,

$$
K\left[\Pi^{N, N+n}, \widehat{\Pi}^{N, N+n}\right] \leq L\left(\sum_{j=N}^{N+n} \frac{\gamma_{j} j^{-\delta} v(j)}{2}\right) .
$$

Therefore, $\|\cdot\|_{\text {var }}$ being the total variation of a measure, given $Z_{N}=\widehat{Z}_{N}$,

$$
\left\|\Pi^{N, N+n}-\widehat{\Pi}^{N, N+n}\right\|_{\mathrm{var}}=O\left(\left(\sum_{j=N}^{N+n} \frac{\gamma_{j} j^{-\delta} v(j)}{2}\right)^{1 / 2}\right) .
$$

Since $t \mapsto t^{-\delta} \gamma(t) v(t)$ varies regularly with exponent $-(\alpha+\delta), \delta>1-\alpha$,

$$
\left(\sum_{j=N}^{+\infty} j^{-\delta} \gamma_{j} v(j)\right)^{1 / 2}=O\left(\frac{1}{v(N)}\right)
$$

Let $\phi$ be a continuous function with compact support. In view of the inequality (3.22) of the proof of Theorem 2 , uniformly for $Z_{n}=\widehat{Z}_{n}=z$ in a compact set $K$,

$$
\left|E\left(\phi\left(U_{t_{n}+\tau\left(t_{n}\right)}\right)\right)-G_{1 / 2 a\left(t_{n}+\tau\left(t_{n}\right)\right)}(\phi)\right|=O\left(\frac{1}{v(n)}\right)
$$

Let $\beta$ be an increasing function such that $t_{n}+\tau\left(t_{n}\right) \in\left[t_{n+\beta(n)-1}, t_{n+\beta(n)}[\right.$. We have then

$$
\begin{aligned}
& \left|E\left(\phi\left(Z_{n+\beta(n)}\right)\right)-G_{1 / 2 a\left(t_{n}+\tau\left(t_{n}\right)\right)}(\phi)\right| \\
& \quad \leq O\left(\frac{1}{v(n)}\right)+\left|E\left(\phi\left(Z_{n+\beta(n)}\right)\right)-E\left(\phi\left(U_{t_{n}+\tau\left(t_{n}\right)}\right)\right)\right| ; \\
& \quad\left|E\left(\phi\left(Z_{n+\beta(n)}\right)\right)-G_{1 / 2 a\left(t_{n}+\tau\left(t_{n}\right)\right)}(\phi)\right|=O\left(\frac{1}{v(n)}\right) .
\end{aligned}
$$

We deduce that, given $\widehat{Z}_{N}=Z_{N}=z$, uniformly for $z \in K$,

$$
\left|E\left(\phi\left(\widehat{Z}_{N+\beta(N)}\right)\right)-G_{1 / 2 a\left(t_{N}+\tau\left(t_{N}\right)\right)}(\phi)\right|=O\left(\frac{1}{v(N)}\right) .
$$

Step 3. On the other hand, $E\left(\left\|R_{n+1}\right\|^{2}\right) \leq L n^{-\delta}$, thus $\sup _{n} E\left(v(n)\left\|R_{n+1}\right\|^{2}\right)<$ $\infty$. Proposition 6 may be applied. Therefore $\sup _{n} E\left(V\left(\widehat{Z}_{n}\right)\right)<\infty$, and there exists $R>0$ such that $E\left(V\left(\widehat{Z}_{n}\right) 1_{\left\{V\left(\widehat{Z}_{n}\right) \geq R\right\}}\right)=O\left(\frac{1}{v(n)}\right)$.

Then, we may conclude by following the end of the proofs of Theorems 2,3 and 4 .
3.8.2. Proof of Theorem 5. We use the averaging method of the disturbance $\left(\varepsilon_{n}\right)$ introduced by Walk [28] or by Hwang and Sheu [17].

For $N \geq 1$, let us define $\left(\bar{\varepsilon}_{n}\right)_{n \geq N}$ by $\bar{\varepsilon}_{N}=0$ and, for $n \geq N$,

$$
\bar{\varepsilon}_{n+1}=\zeta_{n} \sum_{j=N}^{n} \frac{\gamma_{j}}{\zeta_{j}} \varepsilon_{j+1}
$$

where $\zeta_{n}=\prod_{j=N}^{n}\left(1-\gamma_{j}\right)$. Let $\left(\bar{Z}_{n}\right)_{n \geq N}$ be defined by $\bar{Z}_{N}=Z_{N}$ and, for $n \geq N$,

$$
\bar{Z}_{n+1}=\bar{Z}_{n}-\gamma_{n}\left[\nabla V\left(Z_{n}\right)+\bar{\varepsilon}_{n}+r_{n+1}\right]+\sigma_{n} \xi_{n+1}
$$

With $\nabla V$ being globally Lipschitz, $\nabla V\left(Z_{n}\right)=\nabla V\left(\bar{Z}_{n}\right)+O\left(\left\|\bar{Z}_{n}-Z_{n}\right\|\right)$, and

$$
\bar{Z}_{n+1}=\bar{Z}_{n}-\gamma_{n}\left[\nabla V\left(\bar{Z}_{n}\right)+R_{n+1}\right]+\sigma_{n} \xi_{n+1}
$$

with $R_{n+1}=\bar{\varepsilon}_{n}+r_{n+1}+O\left(\left\|\bar{Z}_{n}-Z_{n}\right\|\right)$.
Thus, it is sufficient to prove that Lemma 5 can be applied to $\left(\bar{Z}_{n}\right)$ and that $\bar{Z}_{n}-Z_{n}=o\left([v(n)]^{-1}\right)$ almost surely in order to establish Theorem 4.

However, $\bar{Z}_{n+1}-Z_{n+1}=\bar{Z}_{n}-Z_{n}+\gamma_{n} \bar{\varepsilon}_{n}-\gamma_{n} \varepsilon_{n+1}$, thus $\bar{Z}_{n+1}-Z_{n+1}=-\bar{\varepsilon}_{n+1}$. It is finally enough to prove that there exists $\delta>1-\alpha$ such that

$$
\bar{\varepsilon}_{n}^{2}=O\left(n^{-\delta}\right) \quad \text { a.s. }
$$

From Chow's theorem (see, e.g., [14]), for all $\beta>0$,

$$
\left\|\bar{\varepsilon}_{n}\right\|^{2}=O\left[\zeta_{n}^{2}\left[\sum_{j=N}^{n} \frac{\gamma_{j}^{2}}{\zeta_{j}^{2}}\right]\left(\ln \left[\sum_{j=N}^{n} \frac{\gamma_{j}^{2}}{\zeta_{j}^{2}}\right]\right)^{1+\beta}\right] \quad \text { a.s. }
$$

Under (A3.3.1): Let $G(t)=\int_{N}^{t} \gamma(s) d s$. We have $\zeta_{n} \sim \exp (-G(n))$ and

$$
\sum_{j=N}^{n} \frac{\gamma_{j}^{2}}{\zeta_{j}^{2}} \sim \int_{N}^{n} \gamma^{2}(s) e^{2 G(s)} d s \sim \int_{G(N)}^{G(n)} \gamma\left(G^{-1}(s)\right) e^{2 s} d s \sim \gamma_{n} e^{2 G(n)}
$$

Thus,

$$
\zeta_{n}^{2}\left[\sum_{j=N}^{n} \frac{\gamma_{j}^{2}}{\zeta_{j}^{2}}\right]\left(\ln \left[\sum_{j=N}^{n} \frac{\gamma_{j}^{2}}{\zeta_{j}^{2}}\right]\right)^{1+\beta} \sim \gamma_{n}\left[\ln \left(\gamma_{n} e^{2 G(n)}\right)\right]^{1+\beta} \sim \gamma_{n}[G(n)]^{1+\beta}
$$

and $t \mapsto \gamma(t)[G(t)]^{1+\beta}$ varies regularly with exponent $\delta=-\alpha+(1-\alpha)(1+\beta)$, for an arbitrary $\beta>0$.

Since $\alpha>\frac{2}{3}$, there exists $\beta>0$ such that $\delta>1-\alpha$ and $\left\|\bar{\varepsilon}_{n}\right\|^{2}=O\left(n^{-\delta}\right)$ almost surely.

Under (A3.3.2): since $\gamma_{n}=\gamma_{0} / n$, we have $\sum_{k=N}^{n} \gamma_{k}=O(\ln n), \zeta_{n}=O\left(n^{-1}\right)$ and $\sum_{k=N}^{n}\left(\gamma_{k}^{2} / \zeta_{k}^{2}\right)=O(n)$.

Consequently, $\forall \beta>0$,

$$
\left\|\bar{\varepsilon}_{n}\right\|^{2}=O\left[\frac{1}{n}[\ln n]^{1+\beta}\right] \quad \text { a.s. }
$$

Thus $\left\|\bar{\varepsilon}_{n}\right\|^{2}=O\left(n^{-\delta}\right)$ a.s. for all $\delta$ such that $0<\delta<1$.
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