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POINT PROCESSES IN FAST JACKSON NETWORKS1

By James B. Martin

INRIA and Ecole Normale Supérieure, Paris

We consider a Jackson-type network, each of whose nodes contains N
identical channels with a single server. Upon arriving at a node, a task
selectsm of the channels at random and joins the shortest of them queues
observed. We fix a collection of channels in the network, and analyze how
the queue-length processes at these channels vary asN→ ∞. If the initial
conditions converge suitably, the distribution of these processes converges
in local variation distance to a limit under which each channel evolves
independently. We discuss the limiting processes which arise, and in par-
ticular we investigate the point processes of arrivals and departures at a
channel when the networks are in equilibrium, for various values of the
system parameters.

1. Introduction. The class of Jackson networks was introduced in [4]
and [5] and has since been one of the most widely studied in queueing network
theory. The basic model consists of a network of J nodes; each node j, 1 ≤
j ≤ J, has an infinite buffer and a single server with service rate µj; tasks
arrive at node j from outside the network as a Poisson process of rate λj,
and when a task completes its service at node j, it immediately joins the
queue at node k with probability pjk, 1 ≤ k ≤ J, and leaves the network
with probability p∗

j = 1−∑k pjk. All service times, external arrival times and
routing decisions are independent.

One of the attractions of this model is the appealing product form of the
stationary distribution for the network; in equilibrium (if the network is not
overloaded), the lengths of the queues at the various nodes in the network
at a given point in time are independent, and are each distributed as for
an equilibrium M/M/1 queue with appropriately chosen arrival and service
rates. However, this simplicity of description for single points in time does not
extend to the pathwise behavior of the network. As specified, the arrivals from
outside the network to the various nodes form a family of independent Poisson
processes, and so by a reversibility argument (see, e.g., [7]) one can show
that in equilibrium the same is true of the processes of departures leaving
the network from the various nodes. However, the process of all arrivals, or
of all departures, at a given node is not in general easy to describe, and of
course the queue-length processes at different nodes of the network are not
independent. Similarly, the joint distribution of the waiting times experienced
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by a particular task at the various nodes it visits in the network is not easy
to obtain.

We consider a modification of the Jackson network model, in which each
node j of the network contains N channels, each with an infinite buffer and
a single server with service rate µj. External arrivals arrive at node j at
rate Nλj, and routing between nodes is as before, according to the matrix
P = �pjk�. Upon arrival at a node (either from outside the network or after
being served at the same or another node), each task now inspects m chan-
nels chosen uniformly at random from the N available (with replacement,
though this is unimportant for largeN), and joins the shortest of them queues
observed (breaking ties at random). The behavior of the network is therefore
specified by the parameters J� N� λ� µ� P and m.

Systems corresponding to a single node in this model were studied by
Vvedenskaya, Dobrushin and Karpelevich in [9]. The network model just
described was introduced in [8]. There it is shown that, as N→ ∞, the evo-
lution of the system may be asymptotically represented by the solution of a
countably infinite system of ODEs; under a standard nonoverload condition
on the parameters λ� µ and P, the system has an invariant distribution πN
for each N, and, as N → ∞� πN converges to a limiting invariant distribu-
tion which is concentrated at a single point, corresponding to the fixed point
of the system of ODEs. Under this limiting distribution, for m > 1, the tail of
the distribution of queue lengths decays superexponentially rather than expo-
nentially as in the case of standard Jackson networks; hence the term “Fast
Jackson networks.”

In this paper we again let N → ∞, but now consider how the paths of
the queue length processes at individual channels behave as the size of the
network grows. We show that, if the initial state of the network converges
suitably, the distribution of the queue length processes at a fixed collection of
channels at the same or different nodes converges in “local variation distance”
asN→ ∞, and that under the limit the component processes are independent.
We describe the limiting processes which arise, and analyze them in particu-
lar in the case where the networks are positive recurrent and are started in
equilibrium. Then form = 1 (in which case the networks are standard Jackson
networks for finiteN), the limiting point processes of arrivals and departures
are Poisson processes, and we examine how they and the relationship between
them change as m increases. For networks in equilibrium, another interpre-
tation of the decoupling which occurs in the limit is that a typical task, given
its route through the network, experiences a sequence of independent waiting
times.

In the next section we introduce notation and restate results from [8] which
we will use. In Section 3 the main theorem is proved, using results of Kabanov
and Liptser from [6] which relate convergence in variation distance of multi-
variate point processes to the convergence of their compensators. In Section 4
we interpret this result for the case of networks in equilibrium, and analyze
and illustrate the particular point processes that arise for various different
values of the network parameters. Finally in Section 5 we discuss possible
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extensions of the results; in particular we compare our approach with that of
Brown and Pollett [2], who investigate how the distance of arrival processes
in a standard Jackson network from appropriate Poisson processes varies as
the number of nodes in the network is increased.

2. Preliminaries. The state of a network as described above with N
channels at each node may be described by a vector r = 	rj�n�� 1 ≤ j ≤
J� n ∈ �+�, (here and below �+ is the set of nonnegative integers), where
rj�n� = N−1∑

n′≥nMj�n′� and Mj�n′� is the number of channels at node j
whose queue length (including the customer in service) is n′. Hence rj�n� is
the proportion of channels at node j whose queue length is at least n. The
process r�t� = 	rj�n� t�� n ∈ �+� t ≥ 0�, describing the state of the network
at times t ≥ 0, is easily seen to be a Markov process for each N, with state
space �J

N where

�N =
{
g = (

g�n�� n ∈ �+
)� g�0� = 1� g�n� ≥ g�n+ 1� ≥ 0�

Ng�n� ∈ �� ∀n�and g�n� = 0 for sufficiently large n
}
�

(2.1)

Since we wish to let N→ ∞, we will also consider the limiting space �J,
where

� =
{
g = (

g�n�� n ∈ �+
)� g�0� = 1� g�n� ≥ g�n+ 1� ≥ 0�∀n�

and
∞∑
n=0
g�n� <∞

}
�

Then �J
N ⊂ �J for all N. Following [9], we define the metric

d�u�u′� = sup
1≤j≤J

sup
n≥1

�uj�n� − u′
j�n��

n
(2.2)

on the spaces �J and �J
N.

We will consider the following infinite system of nonlinear differential
equations for u�t� = 	uj�n� t�� 1 ≤ j ≤ J� n ∈ �+�, t ≥ 0, with initial condition
g ∈ �J:

u�0� = g�(2.3)

u̇�t� = h
(
u�t�)�(2.4)

where, for all j,

hj�0�u� = 0�(2.5)

hj�n�u� =
[
λj +

∑
1≤k≤J

µkpkjuk�1�
][
uj�n− 1�m − uj�n�m

]
−µj

[
uj�n� − uj�n+ 1�] for all n ≥ 1�

(2.6)
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The following result, proved in [8], then describes how the solution of this
system asymptotically represents the behavior of the network.

Theorem 2.1. (i) If g ∈ �J, the system (2.3)–(2.6) has a unique solution

u�t�g�� t ≥ 0 in �J.

(ii) For any continuous function f� �J → � and t ≥ 0,

lim
N→∞

sup
g∈�J

N

∣∣ƐN�f(r�s�)�r�0� = g� − f(u�s�g�)∣∣ = 0�

uniformly in s ∈ �0� t�, where ƐN denotes the expectation under the dynamics
of the network with N channels at each node.

3. Convergence as N → �. We fix the parameters J, λ, µ, P andm, and
consider a sequence of networks indexed by N, with the Nth network having
N channels at each node. We fix a set ofK tagged channels among the various
nodes; formally, we fix a function i from 	1�2� � � � �K� to 	1�2� � � � � J� such
that, in each network, the kth tagged channel belongs to node i�k�, 1 ≤ k ≤K.
We will analyze the behavior of the process of queue lengths at the tagged
channels as N→ ∞.

We will describe the evolution of the network by constructing, for each N,
a process �r�t�� x�t��, t ≥ 0, with state space �J × �K+ . Here xk�t� will be the
length of the queue in the kth tagged channel at time t, and rj�n� t� will be
the proportion of channels (including tagged channels) at node j whose queue
length is at least n at time t. Thus we do not distinguish between different
untagged channels at the same node. The topology used on �J × �K+ is the
product of the topology induced by the metric (2.2) on �J and the discrete
topology on �K+ .

Let � be the space of paths �0�∞� → �J × �K+ which are right continuous
with left limits, [representing the paths of �r�t��x�t��]. For each t ≥ 0 we define
the functions r�t� and x�t� on � by setting �r�t��x�t���w� = w�t�. Define the
σ-algebra � on � by � = σ�r�s��x�s�� s ≥ 0�.

For eachN ≥K, let ψN be a distribution on �J×�K+ , representing the dis-
tribution of �r�0��x�0�� for theNth network. This, together with the dynamics
of the Nth network described earlier, yields a probability measure ��N on the
measurable space ���� � describing the behavior of the Nth network. We
write ƐN for the expectation with respect to ��N.

We define the filtration G = 	�t�t≥0 on � by �t = σ�r�s��x�s�� 0 ≤ s ≤ t�.
For each N, �r�t��x�t�� t ≥ 0� is a stochastic process defined on ���� ���N�
and adapted to the filtration G. Note that ��N�r�t� ∈ �J

N ∀ t� = 1. Ultimately
we will be particularly interested in the smaller filtration F = 	�t�t≥0, where
�t = σ�x�s�� 0 ≤ s ≤ t�, and � = ∨

t �t. Clearly �t ⊂ �t ∀ t and � ⊂ � ,
and the process x�t� is adapted to the filtration F; note also that since, for
all ω ∈ �, the path x�t��w� is right continuous with respect to the discrete
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topology, the filtration F is itself right continuous. Let �N be the restriction
of ��N to ���� �.

For two measures � and �′ on ���� �, we will write Vart����′� for the
variation distance between � and �′ restricted to �t,

Vart����′� = sup
A∈�t

���A� − �′�A���

The following theorem states that, if the initial conditions converge suitably,
then the processes x governed by �N converge in this local variation distance
for each t.

Theorem 3.1. Suppose that ψN → ψ weakly, where ψ is a distribution on
�J×�K+ under which the marginal distribution of r�0� on �J is concentrated
at a single point. Then:

(i) There exists a probability measure � on ���� � such that for all t ≥ 0,
Vart��N��� → 0 as N→ ∞.

(ii) Under the limiting measure �, 	x�t�� t ≥ 0� is a Markov process (not in
general time-homogeneous) and if x1�0�� � � � � xK�0� are independent under ψ,
then the component processes 	xk�t�� t ≥ 0�, 1 ≤ k ≤ K, are independent
under �.

Proof. Given the initial state x�0�, we may represent the process x�t� by
a multivariate point process ξ = 	ξk� l�t�� t ≥ 0� k� l ∈ 	0�1� � � � �K�� �l� k� �=
�0�0�� with K2 + 2K components. Each component is an increasing integer-
valued process, which has value 0 at time 0, and whose value at time t is the
number of pointswhich occur in that component during the time interval �0� t�.
For 1 ≤ k ≤K, let the points of the component process ξ0� k�t� record times of
arrivals at the kth tagged channel which do not originate from a tagged chan-
nel (so are external arrivals or tasks transferring from an untagged channel at
the same or another node), and let those of ξk�0�t� record times of departures
from the kth tagged channel which do not proceed to another tagged channel.
Finally, for 1 ≤ k� l ≤K, let the points of ξk� l�t� record times of transfers from
the kth tagged channel to the lth (which is the same if k = l). So, for example,
the total number of departures from the kth tagged channel during the time
interval �0� t� is ∑K

l=0 ξk� l�t�. Note that, ��N-a.s. for all N, no two points occur
simultaneously, in the same or different components.

For eachN, we associate with the point process ξ and the filtered probabil-
ity space ����N�� �F� to which it is adapted the multivariate compensator
B�N� (indexed in the same way as ξ) which is the (unique) F-previsible process
such that B�N��0� = 0 and each component of ξ−B�N� is a ��N�F�-martingale.
If the limit

β�N��t� = lim
h↓0
h−1ƐN

(
ξ�t+ h� − ξ�t�∣∣�t)(3.1)
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exists a.s. for all t ≥ 0, then β�N� is called the conditional intensity process
for ξ (with respect to F), and we have

B�N��t� =
∫ t
0
β�N��s� ds a.s.,

for all t. (All such relations are to be understood componentwise). For further
details, see, for example, Section 13.2 of [3].

To show the existence of β�N� for allN, and to demonstrate the convergence
asN→ ∞, we will additionally consider the conditional intensity of the point
process ξ with respect to �����N�� �G�, denoting this by α�N�. Analogously
to (3.1), we have

α�N��t� = lim
h↓0
h−1ƐN

(
ξ�t+ h� − ξ�t���t

)
�(3.2)

Since, for each N� �r�s��x�s�� is a countable state-space Markov process
under ��N, with �t = σ�	r�s��x�s��� 0 ≤ s ≤ t�, the limit (3.2) exists a.s. for
all t, and corresponds to a vector of certain instantaneous transition rates
from the state �r�t��x�t��; the transitions concerned are those representing
a departure or an arrival at a tagged channel, giving rise to a point in the
process ξ.

Now for any state of the network, the instantaneous departure rate from
any tagged channel is no greater than maxi µi, and the instantaneous arrival
rate to any tagged channel (from outside the network and from other nodes
in the network) is no greater than

mmax
i

{
λi +

∑
j

µjpji

}

(which is m/N times the maximal arrival rate at any single node). Hence we
have

h−1ƐN
(
ξk� l�t+ h� − ξk� l�t���t

) ≤ max
i
µi +mmax

i

(
λi +

∑
j

µjpji

)

a.s. for all N, all k� l, all t and all h > 0.
Then

β�N��t� = lim
h↓0
h−1ƐN

(
ξ�t+ h� − ξ�t���t

)
= lim

h↓0
h−1ƐN

(
ƐN
(
ξ�t+ h� − ξ�t�∣∣�t)∣∣�t)

= ƐN

(
lim
h↓0
h−1ƐN

(
ξ�t+ h� − ξ�t�∣∣�t)∣∣�t

)
= ƐN

(
α�N��t���t

)
�

(3.3)

using a version of the dominated convergence theorem for conditional expec-
tations; see, for example, [10], Section 9.7.

Conversely to the above, a given conditional intensity process yields
uniquely the law of a corresponding point process, subject to the condition,
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which we shall require, that no two points occur simultaneously. See for exam-
ple [1]. Here, the limiting measure � will be specified by the initial distribu-
tion ψ and by a conditional intensity process β�t� which we will construct; β
will be adapted to F and represents the limit of the processes β�N�.

We assume that ψN → ψ weakly; hence the marginal distribution of x�0�
on �K+ under ψN converges weakly to that under ψ. Thus, since we use the
discrete topology on �K+ , Var0��N��� → 0. (Here Var0 is the variation distance
between the two measures restricted to �0, the σ-algebra containing informa-
tion only about the initial state x�0� of the K tagged channels). Theorem 1
of [6] then shows that a sufficient condition for Vart��N��� → 0 as N → ∞
is that ∫ t

0
ƐN
∣∣β�N�
k� l �s� − βk� l�s�

∣∣ds→ 0 as N→ ∞�(3.4)

for all k� l, where β is the conditional intensity of the point process ξ with
respect to ������ �F�.

Since β is F-adapted, we have, by (3.3) and the 	 1-contraction property of
conditional expectation (see again [10], Section 9.7), that∫ t

0
ƐN

∣∣∣β�N�
k� l �s� − βk� l�s�

∣∣∣ds = ∫ t
0
ƐN

∣∣∣ƐN[α�N�
k� l �s� − βk� l�s���s

]∣∣∣ds
≤
∫ t
0
ƐN

∣∣∣α�N�
k� l �s� − βk� l�s�

∣∣∣ds�
Hence it suffices to construct a nonnegative F-adapted process β such that∫ t

0
ƐN

∣∣∣ƐN[α�N�
k� l �s� − βk� l�s���s

]∣∣∣ds→ 0 as N→ ∞�(3.5)

for all k, l.
Consider a channel at node i whose queue length is x, while the “environ-

ment” is u ∈ �J. We define the quantity ci�u� x� by
ci�u� x� = ui�x�m−1 + ui�x�m−2ui�x+ 1� + · · · + ui�x+ 1�m−1

which, provided ui�x� > ui�x+ 1�, is equal to
ui�x�m − ui�x+ 1�m
ui�x� − ui�x+ 1� �

Here the numerator is the probability, if the overall state of the network is
described by u, that out of m randomly chosen queues at node i, the shortest
has length x, and the denominator is the proportion of queues at node i with
length x. HenceN−1ci�u� x� may be interpreted as the probability that a new
customer arriving at the node chooses this particular channel to join.

Note that for all x ∈ �K+ and u�u′ ∈ �J,

�ci�u� x�� ≤m(3.6)

and

�ci�u� x� − ci�u′� x�� ≤ �x+ 1�m2d�u�u′��(3.7)
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We now consider the conditional intensities of the three types of component
process ξk� l, depending on which of the subscripts k and l are zero.

First consider the case 1 ≤ k� l ≤K, so that we are interested in transfers
from the kth tagged channel to the lth tagged channel. At time t, the instanta-
neous rate at which departures destined for node i�l� occur at the kth tagged
channel is I	xk�t� > 0�µi�k�pi�k�i�l�, so that we have

α
�N�
k� l �t� = I

{
xk�t� > 0

}
µi�k�pi�k�i�l�N

−1ci�l�

×
(
r�t� −N−1ei�k�

(
xk�t�

)
� xl�t� − I	k = l�

)
�

[Here and below we write ei�n� for the vector in �J whose only nonzero entry
is the �i� n� entry, which is 1.] Then∣∣α�N�

k� l �t�
∣∣ ≤ N−1mmax

i
µimax

i� j
pij(3.8)

→ 0 as N→ ∞�(3.9)

so putting

βk� l�t� = 0(3.10)

gives (3.5) for this case.
Next take 1 ≤ k ≤K, l = 0. We have

α
�N�
k�0 �t� = I

(
xk�t� > 0

)
µi�k� −

K∑
l=1
α
�N�
k� l �t��

so that putting

βk�0�t� = I
(
xk�t� > 0

)
µi�k�(3.11)

gives (3.5) again.
The case k = 0, 1 ≤ l ≤ K is the most difficult; it is when considering

arrivals at tagged channels which come from outside the set of tagged channels
that the effect of the environment is most greatly felt. We have

α
�N�
0�l �t� = λi�l�ci�l�

(
r�t��xl�t�

)
+∑

j

{(
1− #

{
k� i�k�=j}
N

) ∞∑
n=1

{[
rj�n�t�−rj�n+1�t�]

×µjpji�l�ci�l�
(
r�t�−N−1ej�n��xl�t�

)}}
�

Let g be the point at which the marginal distribution of ψ on �J is concen-
trated. We will set

β0� l�t� =
[
λi�l� +

∑
j

uj�1� t�g�µjpji�l�
]
ci�l�

(
u�t�g�� xl�t�

)
�(3.12)

where u�t�g� = 	uj�n� t�g�� 1 ≤ j ≤ J� n ∈ �+� is defined by Theorem 2.1(i).
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Using (3.6) and (3.7) one can find constantsD1,D2 andD3, depending onm,
λ, µ and P but not on N, such that∣∣∣α�N�

0� l �t� − β0� l�t�
∣∣∣ ≤ D1 min

{
D2� xl�t�d

(
r�t��u�t�g�)}+ D3

N
�

Thus

lim sup
N→∞

∫ t
0
ƐN�α�N�

0� l �s� − β0� l�s��ds

≤ D1 lim sup
N→∞

∫ t
0
ƐNmin

(
D2� xl�s�d

(
r�s��u�s�g�))ds

≤ D1 lim sup
N→∞

∫ t
0

[
yƐN

(
d�r�s��u�s�g��)+D2�N

(
xl�s� > y

)]
ds

(3.13)

for any y. The arrival process at channel l may be dominated for all N by
a Poisson process of rate m�λi�l� +

∑
j µjpji�l��, and the distribution of xl�0�

under ψN converges to that under ψ, so we have

�N
(
xl�s� > y

)→ 0 as y→ 0�

uniformly in N and in s ∈ �0� t�. Also, from Theorem 2.1(ii) and the definition
(2.2) of the metric d,

ƐNd
(
r�s��u�s�g�)→ 0 as N→ ∞�

uniformly in s ∈ �0� t�. This shows that the RHS of (3.13) is 0, so that (3.5)
holds in this final case also.

Thus, since β defined by (3.10), (3.11) and (3.12) is nonnegative and
F-adapted and satisfies (3.5) for all k and l, the first part of the theorem
is proved.

For the second part, note that, under �, the instantaneous transition rates
at time t of the process ξ, and hence also of the process x, can be read off imme-
diately from the vector β�t�. However, β�t� is a function of x�t�—in particular
it depends on 	x�s�� 0 ≤ s ≤ t� only through x�t�—so x is Markov.

Further, note that βk� l�t� is identically zero if k > 0 and l > 0 and that
βk�0�t� and β0� k�t� depend only on xk�t�. Conversely, xk�t� is a function only
of ξk� l�t� and ξl� k�t�, 0 ≤ l ≤K. So in fact the instantaneous transition rates
of xk at time t depend on 	x�s�� 0 ≤ s ≤ t� only through xk�t�, and so if the
components of x are independent at time 0, then their paths thereafter are
also independent. ✷

4. Systems in equilibrium. If the networks considered in the previous
section are each started in equilibrium, we can describe more precisely the
limiting point process arising from Theorem 3.1.

We will require that no node is overloaded. Assume that the matrix I−P is
invertible. (A physical interpretation of this condition is that, almost surely,
every task entering the network eventually leaves the network). Define the
vector ρ = �ρ1� � � � � ρJ� by

ρ = λ�I−P�−1�
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Then we have, for all i,

ρi = λi +
∑

1≤j≤J
ρjpji�(4.1)

and if

ρ < µ (i.e., ρj < µj for all j)�(4.2)

then the networks are said to be nonoverloaded, and Nρi may be interpreted
as the “effective arrival rate” in equilibrium at node j in the Nth network,
including arrivals from inside as well as outside the network.

In [8] the following result is established concerning the equilibrium behav-
ior of the networks considered.

Theorem 4.1. If (4.2) holds, then:

(i) There exists a unique fixed point a in �J of the system (2.3)–(2.6), that
is, such that u�t�a� = a for all t, and a is given by

aj�n� =
(
ρj

µj

)�mn−1�/�m−1�
�(4.3)

(ii) The Markov process rN�t� is positive recurrent for all N, and so has a
unique invariant probability distribution πN for each N.

(iii) πN → δa weakly as N → ∞, where δa is the probability measure
concentrated at the fixed point a.

So from here on we assume that (4.2) holds and discuss the situation
in which, for each N, the distribution under ψN of the initial state r�0�
on �J

N is the equilibrium distribution πN given by Theorem 4.1(ii). Then the
sequence ψN has a weak limit ψ under which r�0� is equal to a with prob-
ability 1, and we can apply Theorem 3.1. Since u�a� t� = a for all t, (3.12)
becomes

β0� l�t� = ρi�l�ci�l�
(
a� xl�t�

)
�(4.4)

using (4.1). For m = 1, ci�l���� = 1 identically, and for m > 1 we have

ci�a� x� =
�ρi/µi�m�mx−1�/m−1(1− �ρi/µi�mx+1

)
�ρi/µi�mx−1/m−1(1− �ρi/µi�mx

) �

As before, βk� l�t� = 0 for k� l ≥ 1, and βk�0�t� = I	xk�t� > 0�µi�k� for
k ≥ 1. Thus under the limiting measure �, the queue length processes at the
tagged channels are independent time-homogeneous Markov birth-and-death
processes. From the fixed point result in Theorem 4.1(i), it follows that the
process at a channel belonging to node i has an equilibrium distribution under
which the probability of the queue length being n or longer is 	ai�n�� n ∈ �+�.

In the case m = 1, the queue behaves simply as an M/M/1 queue, whose
arrival rate does not depend on the queue length. For m > 1, the arrival rate
decreases as the length increases.
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The arrival rate when the queue is empty is

1− �ρi/µi�m
1− �ρi/µi�

�

which increases as m increases. Thus the average length of an idle period of
the queue decreases as m increases; the overall intensity of arrivals and the
average service time stay constant, so the average length of a busy period
decreases also.

We now discuss specifically the point process of arrivals at such a queue.
(If the queue is started in equilibrium, then by a reversibility argument one
can show that this has the same distribution as the point process of depar-
tures). If m = 1, this is simply a Poisson process of rate ρi. As m increases,
the average intensity remains the same, but the points tend to become more
“evenly spread”; the probability of a given time interval containing no points
at all decreases, for example. In the limit m = ∞, the points of the process
are those of a renewal process, whose renewal intervals are the independent
sum of a service time which is exponentially distributed with rate µi and an
arrival time which is exponentially distributed with rate �1 − ρi/µi�−1. This
corresponds to a situation where arrivals at a node choose freely between all
channels, and so only ever join empty queues.

This change is illustrated by Figure 1, which shows the results of simula-
tions of sequences of 500 interarrival times in the cases m = 1, m = 2 and
m = ∞ for ρi = 0�5 and µi=1. As m increases, very long interarrival distances
become less frequent and tend to bunch together less; the same applies to very
short interarrival distances.

A different phenomenon occurs if ρi is nearly 1. Then the difference between
the Poisson process of arrivals form = 1 and the renewal process of arrivals for
m = ∞ is very slight and, as noted above, in each case the departure process
is distributed exactly as the arrival process, so again is very similar for m = 1
and m = ∞. However, the process of queue lengths at the channel, which is
determined by the joint distribution of arrivals and departures, is extremely
different: for example, for m = 1 its stationary distribution is geometric with
mean ρi/�1− ρi�, while for large m the queue length hardly ever exceeds 1.

We can alternatively consider the network from the viewpoint of a partic-
ular task progressing through it. Since the routing is Markovian, its route
may as well be considered fixed as soon as it enters the network: the route
may be taken to include both the order in which the task visits nodes and the
particular channels it inspects on each arrival at a node.

The above observation that the queue length processes at the tagged chan-
nels are independent in the limit can then be interpreted as follows: as N→
∞, we approach a situation in which the waiting times of the task at each
stage of the route are independent, and where the queue lengths of the m
channels that the task inspects at node i are independently drawn from the
distribution represented by ai�n�� n ∈ �+. Thus the probability that the task
joins a queue of length n at node i is ai�n�m − ai�n + 1�m, which, from (4.3),
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Fig. 1. Simulations of 500 successive interarrival times for ρ = 0�5, µ = 1, various m.
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can be written as

(
ρi
µi

)m�mn−1�/�m−1�(
1−

(
ρi
µi

)mn+1)
�

decaying superexponentially in n for m > 1.

5. Extensions. An analagous result to Theorem 3.1 holds if we remove
the condition that the marginal distribution of r�0� on �J under the limiting
initial condition ψ is concentrated at a single point. Then, however, we must
replace (3�12) by

α0� l�t� =
[
λi�l� +

∑
j

uj
(
1� t� r�0�)µjpji�l�

]
ci�l�

(
u
(
t� r�0�)� xl�t�)

and

β0� l�t� = Ɛ
[
α0� l�t���t

]
�

Now part (ii) of Theorem 3.1 fails, since the observed paths of 	x�s�� 0 ≤
s ≤ t� provide information about the “hidden” initial environment r�0� and
hence about r�t�; so in general x is no longer Markov and the components
of x�t� are not independent even if those of x�0� are. One can formulate an
interesting filtering problem concerning the estimation of the initial environ-
ment r�0� given the observed paths 	x�s�� 0 ≤ s ≤ t� of the queue length
processes at the tagged channels.

Following more closely the approach of Brown and Pollett in [2], we can con-
sider letting J, the number of nodes, rather than N, the number of channels
at each node, tend to infinity. In [2], this limit is considered for single-class
Markovian queueing networks with state-dependent service rates, and, under
various conditions, bounds are derived for the variation distance between the
equilibrium arrival process at a node and a Poisson process, which tend to 0 as
J→ ∞. For example, an appropriate condition for standard Jackson networks
is that

J∑
j=1

�µjpji�2 → 0 as J→ ∞�

It seems likely that similar results hold also in the situations we have con-
sidered above. However, the networks considered in [2] all have the property
that the equilibrium distribution of the state of the network has a product
form, and this is an important element of the methods used there. In the net-
works we have considered here, the lengths of the queues at channels at the
same or at different nodes are not in general independent for finiteN, even in
equilibrium, and it seems that different methods will be needed to establish
such results in this case.
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