SPDEs with affine multiplicative fractional noise in space with index $\frac{1}{4} < H < \frac{1}{2}$
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Abstract
In this article, we consider the stochastic wave and heat equations on $\mathbb{R}$ with non-vanishing initial conditions, driven by a Gaussian noise which is white in time and behaves in space like a fractional Brownian motion of index $H$, with $1/4 < H < 1/2$. We assume that the diffusion coefficient is given by an affine function $\sigma(x) = ax + b$, and the initial value functions are bounded and Hölder continuous of order $H$. We prove the existence and uniqueness of the mild solution for both equations. We show that the solution is $L^2(\Omega)$-continuous and its $p$-th moments are uniformly bounded, for any $p \geq 2$.
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1 Introduction
In this article, we consider the stochastic wave equation:

\begin{align*}
\frac{\partial^2 u}{\partial t^2}(t,x) &= \frac{\partial^2 u}{\partial x^2}(t,x) + \sigma(u(t,x))\dot{X}(t,x), \quad t \in [0,T], \ x \in \mathbb{R} \\
\frac{\partial u}{\partial t}(0,x) &= u_0(x), \\
u(0,x) &= v_0(x),
\end{align*}

(SWE)

and the stochastic heat equation:

\begin{align*}
\frac{\partial u}{\partial t}(t,x) &= \frac{1}{2} \frac{\partial^2 u}{\partial x^2}(t,x) + \sigma(u(t,x))\dot{X}(t,x), \quad t \in [0,T], \ x \in \mathbb{R} \\
u(0,x) &= u_0(x)
\end{align*}

(SHE)
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where $\sigma(x) = ax + b$ is an affine function and $\dot{X}$ denotes the formal derivative of a spatially homogeneous Gaussian noise $X$, which is white in time and behaves in space like a fractional Brownian motion (fBm) with index $H \in (\frac{1}{3}, \frac{1}{2})$. The precise definition of $X$ is given in Section 2.1 below. The initial value functions $u_0$ and $v_0$ are bounded and uniformly Hölder continuous of order $H$, i.e., there exists a constant $C > 0$ such that

$$|u_0(x) - u_0(y)| \leq C|x - y|^H \text{ for all } x, y \in \mathbb{R}$$

$$|v_0(x) - v_0(y)| \leq C|x - y|^H \text{ for all } x, y \in \mathbb{R}.$$ 

We denote by $G_t(x)$ the fundamental solution of the wave (respectively heat) equation, that is

$$G_t(x) = \frac{1}{2}1_{\{|x|<t\}} \text{ for the wave equation,}$$

$$G_t(x) = \frac{1}{(2\pi t)^{3/2}} \exp \left(-\frac{|x|^2}{2t}\right) \text{ for the heat equation.}$$

Let $(F_t)_{t \geq 0}$ be the filtration generated by $X$ (see (2.3)). The goal of the present article is to prove the following result.

**Theorem 1.1.** Let $X$ be a spatially homogeneous Gaussian noise which is white in time and behaves in space like a fBm with index $H \in (\frac{1}{3}, \frac{1}{2})$, $\sigma$ an affine function and $u_0, v_0$ uniformly $H$-Hölder continuous functions. Let $p > 2$. Then, equation (SWE) (respectively (SHE)) has a unique solution in the space of $L^2(\Omega)$-continuous and adapted processes $u = \{u(t, x); t \in [0, T], x \in \mathbb{R}\}$ satisfying

$$\sup_{(t, x) \in [0, T] \times \mathbb{R}} E|u(t, x)|^p < \infty$$

and

$$\sup_{(t, x) \in [0, T] \times \mathbb{R}} \int_0^t \int_{\mathbb{R}^2} G^2_{t-s}(x-y) \left(\frac{E|u(s, y) - u(s, z)|^p}{|y-z|^{2-2H}}\right) dy\,dz\,ds < \infty. \tag{1.1}$$

In particular, Theorem 1.1 covers the case of equation (SWE) with $\sigma(x) = x$, $u_0(x) = b$ and $v_0 = 0$, and equation (SHE) with $\sigma(x) = x$ and $u_0(x) = b$, which are known in the literature as the Hyperbolic Anderson Model (HAM), respectively the Parabolic Anderson Model (PAM). In fact, the solution $\bar{u}$ of (PAM) can be written as $\bar{u} = u + b$, where $u$ is the solution to (SHE) with $\sigma(x) = x + b$ and $u_0 = 0$. Equation (PAM) plays a major role in the study of the KPZ equation in physics, via the Hopf-Cole transformation. Its discrete form was studied in [7]. One possible method for studying equations (HAM) and (PAM) is based on the idea that the solution can be expressed as a series of multiple stochastic integrals with respect to $X$. This approach was used in references [22, 23, 24, 4] in the case of the heat equation, and in references [14, 13, 3] in the case of the wave equation. This approach is particularly useful when the noise behaves in time like a fBm, and martingale techniques cannot be applied. We do not pursue this approach here. Instead, we will use the classical method of Picard iterations, our main efforts being dedicated to showing that the Picard iteration sequence is well-defined and converges in the underlying space.

One of the limitations of the present article is the fact that we require that $\sigma$ is an affine function. We explain briefly where this restriction comes from. As in [10], to show that the sequence $(u^n)_{n \geq 1}$ of Picard iterations converges, we need to establish a recurrence relation for the differences $(u^n - u^{n-1})_{n \geq 1}$ between two consecutive iterations. Because of the presence of the term (1.1) in the definition of the space in which the solution lives (see Definition 3.6 below), this leads inevitably to the need of controlling
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a spatial increment of the process $\sigma(u^n) - \sigma(u^{n-1})$ using the same increment for the process $u^n - u^{n-1}$ (see relation (3.13) below). The only way we were able to achieve this was by requiring that $\sigma$ satisfies:

$$|\sigma(x) - \sigma(y) - \sigma(u) + \sigma(v)| \leq C|x - y - u + v| \quad \forall x, u, v \in \mathbb{R}$$

for some constant $C > 0$, which is equivalent to saying that $\sigma$ is affine. This condition is also needed to check that the limit of $(u^n)_n$ is a solution and to prove that the solution is unique. Indeed, to obtain uniqueness we need to bound a spatial increment of the process $u - v$, assuming that $u$ and $v$ are two solutions. The existence and uniqueness of solution for equations (SWE) and (SHE) in which $\sigma$ is an arbitrary Lipschitz function remains an open problem.

The concept of solution is defined as follows. We say that a random field $u = \{u(t,x); t \in [0,T], x \in \mathbb{R}\}$ is a (mild) solution of (SWE) (respectively (SHE)), if $u$ is predictable and for any $(t,x) \in [0,T] \times \mathbb{R}$

$$u(t,x) = w(t,x) + \int_0^t \int_{\mathbb{R}} G_{t-s}(x-y) \sigma(u(s,y)) X(ds,dy) \quad \text{a.s.}$$

where the stochastic integral is interpreted in the sense explained in Section 2.2 below, and $w = \{w(t,x); t \in [0,T], x \in \mathbb{R}\}$ is the solution of the homogeneous wave (respectively heat) equation with the same initial conditions as in (SWE) (respectively (SHE)), namely:

$$w(t,x) = \frac{1}{2} \int_{x-t}^{x+t} u_0(y) dy + \frac{1}{2} \left( u_0(x+t) + u_0(x-t) \right) \quad \text{for the wave equation},$$

$$w(t,x) = \int_{\mathbb{R}} G_t(x-y) u_0(y) dy \quad \text{for the heat equation}.$$

This problem has a very rich history, since stochastic partial differential equations (SPDEs) driven by a spatially homogeneous Gaussian noise have been studied intensively in the past fifteen years. We recall that a spatially homogeneous Gaussian noise is a zero-mean Gaussian process $X = \{X_t(\varphi); t \geq 0, \varphi \in \mathcal{D}(\mathbb{R}^d)\}$ with covariance

$$E[X_t(\varphi)X_s(\psi)] = (t \wedge s) \Gamma(\varphi * \tilde{\psi}),$$

where $\mathcal{D}(\mathbb{R}^d)$ is the set of infinitely differentiable functions on $\mathbb{R}^d$ with compact support, $\Gamma$ is a non-negative-definite tempered distribution on $\mathbb{R}^d$ and $\tilde{\psi}(x) = \psi(-x)$. By the Bochner-Schwartz theorem, there exists a tempered measure $\mu$ on $\mathbb{R}^d$ whose Fourier transform in $\mathcal{S}'(\mathbb{R}^d)$ is $\Gamma$. Here we denote by $\mathcal{S}'(\mathbb{R}^d)$ the space of tempered distributions on $\mathbb{R}^d$. Therefore,

$$E[X_t(\varphi)X_s(\psi)] = (t \wedge s) \int_{\mathbb{R}^d} \mathcal{F}\varphi(\xi)\mathcal{F}\psi(\xi)\mu(d\xi).$$

Since its covariance is invariant under translations, the noise can be viewed as a stationary random distribution, in the sense introduced by Itô in [25] (see Section 2.1 below for the precise definition).

Due to difficulties in the construction of the stochastic integral with respect to $X$, most of the results related to the study of SPDEs with this type of noise were obtained under the following assumption:

**Assumption A.** $\Gamma$ is given by a non-negative-definite tempered measure (or in particular; $\Gamma$ is given by a non-negative locally integrable function $f$).

In the presence of this assumption, it is known that a general class of SPDEs with non-vanishing initial conditions (which includes the wave equation in dimension $d \leq 3$
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and the heat equation in any dimension) have random field solutions (see, e.g., [42, 8, 11, 30, 10, 15]). Various properties of the solution, like Hölder continuity of the sample paths or smoothness of the law, have been investigated by many authors (see, e.g., [5, 29, 39, 36, 31, 38, 16]). Concerning the spectral measure $\mu$, in all above-mentioned references it is assumed that

$$\int_{\mathbb{R}^d} \frac{1}{1 + |\xi|^2} \mu(d\xi) < \infty. \quad (1.5)$$

On the other hand, as far as the semigroup approach to SPDEs is concerned, we remark that Peszat and Zabczyk [34] (see also [33]) obtained the existence and uniqueness of a function-space valued solution to the stochastic wave equation (with $d \leq 3$) and stochastic heat equation (in any dimension) under condition (1.5) and the following:

**Assumption B.** There exists a constant $C > 0$ such that $\Gamma + C \lambda_d$ is a non-negative measure, where $\lambda_d$ is the Lebesgue measure on $\mathbb{R}^d$.

In the case of the stochastic wave equation in any space dimension, the existence of the solution has been studied in [32, 12, 9] using different approaches. More precisely, in [32] the covariance $\Gamma$ is assumed to satisfy Assumption B, while in [12, 9] the authors suppose that it fulfils Assumption A. On the other hand, in [12] the spectral measure $\mu$ satisfies (1.5), while in [32, 9] it satisfies

$$\sup_{\eta \in \mathbb{R}} \int_{\mathbb{R}^d} \frac{1}{1 + |\xi - \eta|^2} \mu(d\xi) < \infty. \quad (1.6)$$

Using arguments from [27], Peszat [32] showed that conditions (1.5) and (1.6) are equivalent, if Assumption B holds.

In this article, we will assume that $d = 1$ and $X$ is a spatially homogeneous Gaussian noise with the same spectral measure $\mu$ as the fBm of index $H$, i.e.

$$\mu(d\xi) = c_H |\xi|^{1-2H} d\xi, \quad (1.7)$$

with

$$c_H = \frac{\Gamma(2H + 1) \sin(\pi H)}{2\pi}. \quad (1.8)$$

We recall that the fBm with index $H \in (0, 1)$ is a zero-mean Gaussian process $B = \{B(x)\}_{x \in \mathbb{R}}$ with covariance: (see e.g. Section 7.2.2 of [37])

$$E[B(x)B(y)] = \int_{\mathbb{R}} \mathcal{F}1_{[0,x]}(\xi) \mathcal{F}1_{[0,y]}(\xi) \mu(d\xi) \quad (1.9)$$

where $\mathcal{F}$ denotes the Fourier transform, and $\mu$ is given by (1.7). The fBm with index $H = 1/2$ coincides with the Brownian motion.

Note that the measure $\mu$ given by (1.7) satisfies (1.5), for any $H \in (0, 1)$. However, condition (1.6) does not hold when $H < 1/2$ (see Appendix A). On the other hand, when $H > 1/2$, the Fourier transform in $S'(\mathbb{R})$ of $\mu$ is the locally integrable function $f(x) = H(2H - 1)|x|^{2H-2}$, which satisfies Assumption A above. But when $H < 1/2$, Assumption A fails, as the Fourier transform of $\mu$ in $S'(\mathbb{R})$ is a genuine distribution $\Gamma$, which is obtained by regularization: (see e.g. Chapter 1, Section 3 of [20])

$$\Gamma(\varphi) = H(2H - 1) \int_{\mathbb{R}} (\varphi(x) - \varphi(0))|x|^{2H-2} dx, \quad \varphi \in \mathcal{D}(\mathbb{R}),$$

and coincides with $(1/2)V''$, where $V''$ denotes the second distributional derivative of $V(x) = |x|^{2H}$ (see [26]). Therefore, the techniques used in the references mentioned above cannot be applied in the case $H < 1/2$. 
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The first step in the study of SPDEs is to develop a stochastic integral with respect to the noise. Since the trajectories of the fBm are $\alpha$-Hölder continuous with $\alpha < H$, the fBm with index $H < \frac{1}{2}$ has "rougher" sample paths than the Brownian motion. For this reason, we expect more restrictive conditions for integration with respect to a Gaussian noise which behaves in space like a fBm with $H < \frac{1}{2}$, compared to the "smoother" case $H > \frac{1}{2}$.

It was shown in [26] that the domain of the Wiener integral with respect to the fBm of index $H \in (0, 1)$ is the completion of $\mathcal{D}(\mathbb{R})$ with respect to the inner product

$$\langle \varphi, \psi \rangle_{\Lambda} = \int_{\mathbb{R}} F\varphi(\xi)\overline{F\psi(\xi)}\mu(d\xi),$$

and coincides with the space of distributions $S \in S'(\mathbb{R})$, whose Fourier transform $F S$ is a locally integrable function which satisfies $\int_{\mathbb{R}} |F S(\xi)|^2 \mu(d\xi) < \infty$. The authors of [6] have recently proved that a similar characterization can be given for the class of stochastic integrands with respect to the space-time Gaussian noise $X$. Based on this characterization, we give a new criterion for integrability with respect to $X$, which is inherited from the theory of fractional Sobolev spaces, and constitutes the starting point of the developments in the present article. In particular, this criterion supplies us with the necessary tools for proving that the Picard iteration sequence is well-defined and converges to the solution of equation (SWE) (or (SHE)). Furthermore, we remark that, because of the above-mentioned techniques, the term in (1.1) comes into the picture in a quite natural way when setting up the Picard scheme, and indeed has been crucial in order to prove the uniqueness of the solution.

The restriction $H > \frac{1}{4}$ arises from a technical condition that we need to impose on the fundamental solution $G$, namely: (see Remark 3.2 below)

$$\int_0^T \int_{\mathbb{R}} |FG_t(\xi)|^2 |\xi|^{2(1-2H)} d\xi dt < \infty.$$

This condition appears when, in the induction step, we have to prove that the $(n+1)$-th Picard iterate satisfies the fractional-Sobolev type regularity given by formula (1.1). We do not claim that the threshold $1/4$ is optimal, because it comes directly from the Sobolev space methods applied in the present article. Nevertheless, comparing with some related results (see e.g. [24]), it seems intuitively natural not to be able to prove our result for all $H < \frac{1}{4}$, because in this case the noise is not a regular function in the time variable.

This article is organized as follows. In Section 2, we collect all the preliminary results about the noise and the stochastic integral, together with the new criterion for integrability mentioned above. The proof of Theorem 1.1 is presented in Section 3. Each of these sections is divided into several sub-sections, which are summarized at the beginning of the section. Some auxiliary results are presented in Appendices A, B, C and D.

We conclude the introduction with few words about the notation. We denote by $\mathcal{D}(K)$ the space of infinitely differentiable functions on $\mathbb{R}^d$ with compact support contained in an open set $K$. We denote by $\mathcal{S}(\mathbb{R})$ the class of rapidly decreasing infinitely differentiable functions on $\mathbb{R}$. The Fourier transform of a function $\varphi \in L^1(\mathbb{R}^d)$ is defined by

$$F\varphi(\xi) = \int_{\mathbb{R}^d} e^{-i\xi \cdot x} \varphi(x) dx,$$

where $\xi \cdot x = \sum_{i=1}^d \xi_i x_i$ is the Euclidean inner product in $\mathbb{R}^d$. We let $\mathcal{B}(\mathbb{R}^d)$ be the class of Borel sets in $\mathbb{R}^d$ and $\mathcal{B}_b(\mathbb{R}^d)$ be the class of bounded Borel sets in $\mathbb{R}^d$. We denote by
$L^2_x(\mathbb{R}^d, \mu)$ the space of complex-valued functions on $\mathbb{R}^d$, which are square-integrable with respect to the measure $\mu$. We denote by $L^2_2(\Omega)$ the space of complex-valued square-integrable random variables defined on $\Omega$. The same notations without the subscript $C$ denote the corresponding subspaces consisting of real-valued elements.

2 The noise and the stochastic integral

This section is divided in three parts. In Section 2.1, we introduce the Gaussian noise $X$, which can be viewed as a stationary random distribution, as in [2]. In Section 2.2, we recall the construction of the stochastic integral with respect to $X$, following closely the approach of [6]. We point out that the considerations in Sections 2.1 and 2.2 are indeed valid for any $H \in (0, 1)$ and in fact for any symmetric measure $\mu$ on $\mathbb{R}$ which satisfies (1.5). In this case, the process $\{X(t, x)\}_{x \in \mathbb{R}}$ is a Gaussian process with stationary increments and spectral measure $\mu$. This means that the map $\psi \mapsto X(\psi)$ is an isometry from $\mathcal{D}(\mathbb{R})$ to $H$, which can be extended to $\mathcal{H}$ and to $L^2(\Omega)$ which can be extended to $H$. We use the notation:

$$E[X(\varphi)X(\psi)] = \int_0^\infty \int_{\mathbb{R}} \mathcal{F}_\varphi(t, \cdot)(\xi)\mathcal{F}_\psi(t, \cdot)(\xi)\mu(d\xi)dt =: \langle \varphi, \psi \rangle_H,$$

(2.1)

for any $\varphi, \psi \in \mathcal{D}((0, \infty) \times \mathbb{R})$, where $\mu$ is given by $\mu(d\xi) = \mathbb{E}[\xi^{1-2H}d\xi]$ (see (1.7)) with $0 < H < 1$. Note that in the space variable, $X$ has the same covariance structure as the fBm with index $H$ (see (1.10)).

We denote by $\mathcal{H}$ the completion of $\mathcal{D}((0, \infty) \times \mathbb{R})$ with respect to $\langle \cdot, \cdot \rangle_H$. The map $\varphi \mapsto X(\varphi)$ is an isometry from $\mathcal{D}((0, \infty) \times \mathbb{R})$ to $L^2(\Omega)$ which can be extended to $\mathcal{H}$. We use the notation:

$$X(\varphi) = \int_0^\infty \int_{\mathbb{R}} \varphi(t, x)X(dt, dx), \quad \varphi \in \mathcal{H}.$$

The process $X = \{X(\varphi); \varphi \in \mathcal{D}((0, \infty) \times \mathbb{R})\}$ is a (real) stationary random distribution, a concept which was introduced by Itô in dimension one (see [25]), and generalized to higher dimensions by Yaglom (see [41]). This means that the map $\varphi \mapsto X(\varphi)$ is linear and continuous from $\mathcal{D}((0, \infty) \times \mathbb{R})$ to $L^2(\Omega)$, and the covariance of $X$ is invariant under translations, i.e.

$$E[X(\tau_h \varphi)X(\tau_h \psi)] = E[X(\varphi)X(\psi)] \quad \text{for any } h \in \mathbb{R},$$

where $(\tau_h \varphi)(t, x) = \varphi(t + h_1, x + h_2)$ and $h = (h_1, h_2)$. By Theorem 3 of [41], $X$ has the spectral representation:

$$X(\varphi) = \int_{\mathbb{R}} \int_{\mathbb{R}} \mathcal{F}_\varphi(\tau, \xi)\mathcal{M}(d\tau, d\xi), \quad \varphi \in \mathcal{D}((0, \infty) \times \mathbb{R}),$$

where $\mathcal{F}_\varphi$ denotes the Fourier transform of $\varphi$ in $(t, x)$:

$$\mathcal{F}_\varphi(\tau, \xi) = \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-i\tau t - i\xi \cdot x} \varphi(t, x)dt dx,$$

and $\mathcal{M} = \{\mathcal{M}(A); A \in \mathcal{B}_0(\mathbb{R}^2)\}$ is a Gaussian complex random measure on $\mathbb{R}^2$ with zero-mean and control measure $\Pi(d\tau, d\xi) = \frac{1}{2\pi}d\tau d\xi$, i.e.

$$E[\mathcal{M}(A), \mathcal{M}(B)] = \Pi(A \cap B) \quad \text{for any } A, B \in \mathcal{B}_0(\mathbb{R}^2).$$
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For any \( t \geq 0 \) and \( \varphi \in \mathcal{D}(\mathbb{R}) \), we denote \( X_t(\varphi) = X(1_{[0,t]}\varphi) \). This is well-defined, since \( 1_{[0,t]}\varphi \in \mathcal{H} \) (see page 1128 of [2]). Moreover,

\[
X_t(\varphi) = \int_{\mathbb{R}} F\varphi(\xi)M_t(d\xi),
\]

where \( \{M_t(A); A \in \mathcal{B}_b(\mathbb{R})\} \) is a symmetric Gaussian complex random measure on \( \mathbb{R} \) with zero-mean and control measure \( t\mu \), given by

\[
M_t(A) = \int_{\mathbb{R}^2} \frac{1 - e^{-i\tau t}}{i\tau} 1_A(\xi)M(\,d\tau, d\xi). \tag{2.2}
\]

The process \( M = \{M_t(A); t \geq 0, A \in \mathcal{B}_b(\mathbb{R})\} \) is a martingale measure (as defined in [42], but with complex values), with respect to the filtration

\[
\mathcal{F}_t = \sigma\{X_s(\varphi); s \in [0,t], \varphi \in \mathcal{D}(\mathbb{R})\} \vee \mathcal{N}, \quad t \geq 0 \tag{2.3}
\]

(see Appendix B). Here we denote by \( \mathcal{N} \) the class of \( \mathcal{F} \)-negligible sets in \( \mathcal{F} \). As we will show in the next section, the martingale measure \( M \) plays an important role in the construction of the stochastic integral with respect to \( X \).

For any \( \phi \in L^2_\mathbb{C}(\Omega, \mu) \), we can define the integral \( M_t(\phi) := \int_\mathbb{R} \phi(\xi)M_t(d\xi) \) as an element in \( L^2_\mathbb{C}(\Omega) \), by approximation with simple functions. For any \( s,t \geq 0 \) and \( \phi, \psi \in L^2_\mathbb{C}(\Omega, \mu) \),

\[
E[M_t(\phi)M_s(\psi)] = (t \wedge s) \int_{\mathbb{R}} \phi(\xi)\overline{\psi(\xi)}\mu(d\xi). \tag{2.4}
\]

Hence, \( X_t(\varphi) = M_t(F\varphi) \) for any \( \varphi \in \mathcal{D}(\mathbb{R}) \). For any \( s < t \) and \( \varphi, \psi \in \mathcal{D}(\mathbb{R}) \),

\[
E[X_t(\varphi)X_s(\psi)] = (t \wedge s) \int_{\mathbb{R}} F\varphi(\xi)\overline{F\psi(\xi)}\mu(d\xi).
\]

Since \( M \) is symmetric, \( M_t(\phi) \) is real-valued for any function \( \phi \in L^2_\mathbb{C}(\Omega, \mu) \) which satisfies \( \overline{\phi(\xi)} = \phi(-\xi) \) for all \( \xi \in \mathbb{R} \). In particular, \( X_t(\varphi) \) is real-valued for any \( \varphi \in \mathcal{D}(\mathbb{R}) \).

**Remark 2.1.** A random field \( \{X(t,x); t \geq 0, x \in \mathbb{R}\} \) can be naturally associated to our noise \( X \). In fact, using an approximation argument it can be shown that for any \( t \geq 0 \) and \( x \in \mathbb{R} \), one has \( 1_{[0,t] \times \{x\}} \in \mathcal{H} \) and \( X(t,x) := X(1_{[0,t] \times \{x\}}) = \int_\mathbb{R} F1_{[0,t]}(\xi)M_t(d\xi) \). (This follows from Theorem 3.10 of [2].) The process \( \{X(t,x); t \geq 0, x \in \mathbb{R}\} \) has wide-sense stationary increments (in the sense of [6]), with covariance

\[
E[X(t,x)X(s,y)] = (t \wedge s) \int_{\mathbb{R}} F1_{[0,x]}(\xi)\overline{F1_{[0,y]}(\xi)}\mu(d\xi)
\]

(see Theorem 2.7 of [6]). Finally, we observe that, for any fixed \( t > 0 \), the process \( \{X_t(\varphi); \varphi \in \mathcal{D}(\mathbb{R})\} \) coincides with the distributional derivative of the process \( \{Y_t(\varphi) = \int_{\mathbb{R}} \varphi(x)X(t,x)dx; \varphi \in \mathcal{D}(\mathbb{R})\} \) since by integration by parts and stochastic Fubini theorem,

\[
X_t(\varphi) = \int_{\mathbb{R}} F\varphi(\xi)M_t(d\xi) = - \int_{\mathbb{R}} \left( \int_{\mathbb{R}} F1_{[0,x]}(\xi)\varphi'(x)dx \right) M_t(d\xi) = - \int_{\mathbb{R}} \varphi'(x)X(t,x)dx.
\]

This is consistent with the developments in Section 2.2 of [26].

### 2.2 The stochastic integral

In this section, we construct the stochastic integral with respect to \( X \). This construction is essentially the same as the one described in Section 4 of [6], where the authors develop an integral with respect to the random field \( \{X(t,x); t \geq 0, x \in \mathbb{R}\} \) defined in Remark 2.1. However, we have chosen to focus more on the stationary random
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distribution $X = \{ X(\varphi); \varphi \in \mathcal{D}((0, \infty) \times \mathbb{R}) \}$, so that our presentation is fully consistent with the mathematical framework in the theory of SPDEs (see, e.g., [10, 35]). As already mentioned, here we still consider that $H \in (0, 1)$.

Note that for any interval $(x, y] \subset \mathbb{R}$, we can define the random variable

$$X_t((x, y]) := X(1_{(0, t]}(x, y]) = \int_{\mathbb{R}} \mathcal{F}^1_{1(0, t]}.(\xi)M_t(d\xi). \quad (2.5)$$

**Remark 2.2.** For an arbitrary set $A \in \mathcal{B}_0(\mathbb{R})$, $X_t(A)$ cannot be defined by the relation $X_t(A) := X(1_{(0, t]} \cdot A)$, since the function $1_{(0, t] \cdot A}$ may not be in $\mathcal{H}$. To see this, note that by applying Theorem 3.10 of [2] to the set $A' = (0, t] \times A$ and the measure $\Pi(d\tau, d\xi) = (2\pi)^{-1}d\tau d\mu(d\xi)$, we infer that $1_{(0, t] \cdot A}$ is not in $\mathcal{H}$ if and only if $\int_{\mathbb{R}} |\mathcal{F}^1_{A}(\xi)|^2\mu(d\xi) < \infty$. If $H > 1/2$, the Fourier transform of $\mu$ is the locally integrable function $f(x) = H(2H - 1)|x|^{2H-2}$ and therefore,

$$\frac{1}{2\pi} \int_{\mathbb{R}} |\mathcal{F}^1_{A}(\xi)|^2\mu(d\xi) = \int_{A} \int_{A} f(x - y)\, dx\, dy < \infty$$

for any set $A \in \mathcal{B}_0(\mathbb{R})$ (see Lemma 5.6 of [28]). But when $H < 1/2$, as mentioned in the Introduction, the Fourier transform of $\mu$ is a genuine distribution and the above argument cannot be applied. Indeed, in Appendix C, we construct a set $A \in \mathcal{B}_0(\mathbb{R})$ for which $\int_{\mathbb{R}} |\mathcal{F}^1_{A}(\xi)|^2\mu(d\xi) = \infty$. For such a set $A$, the function $1_{(0, t] \cdot A}$ is not in $\mathcal{H}$ and $X_t(A)$ is not well-defined. Therefore, when $H < 1/2$, the stochastic integral with respect to $X$ cannot be constructed using the approach of [10].

The construction of the integral with respect to $X$ will be based on the random variables $X_t((x, y])$ given above. The properties of this integral are obtained indirectly, using its relationship with the integral with respect to $M$. The integrals with respect to $M$ which will appear below are defined as in Walsh’s lecture notes [42]. We assume that the reader is familiar with this kind of stochastic integrals.

In order to proceed with the construction of the integral with respect to $X$, let us denote by $\mathcal{E}_r$ the set of (real) linear combinations of processes of the form

$$g(\omega, t, x) = Y(\omega)1_{(a, b]}(t)1_{(u, v]}(x), \quad (2.6)$$

where $0 \leq a < b$, $Y$ is a $\mathbb{R}$-valued bounded $\mathcal{F}_t$-measurable random variable, and $u, v \in \mathbb{R}$ with $u < v$. The subscript $r$ in $\mathcal{E}_r$ emphasizes the fact that a “rectangle” (of form $(u, v]$) is used in (2.6). If $g \in \mathcal{E}_r$ is of form (2.6), we define the stochastic integral of $g$ with respect to $X$ by:

$$(g \cdot X)_t = Y(X_{t\wedge b}((u, v]) - X_{t\wedge a}((u, v])).$$

This definition is extended by linearity to all processes in $\mathcal{E}_r$. The stochastic integral $(g \cdot X)_t$ can be expressed as an integral with respect to the martingale measure $M$, as follows.

**Lemma 2.3.** For any $g \in \mathcal{E}_r$, the variable $(g \cdot X)_t$ has the spectral representation:

$$(g \cdot X)_t = \int_0^t \int_{\mathbb{R}} \mathcal{F}g(s, \cdot)(\xi)M(ds, d\xi). \quad (2.7)$$

**Proof.** It is enough to assume that $g$ is of form (2.6). The general case follows by linearity. Using (2.5), it follows that $(g \cdot X)_t = Y(M_{t\wedge b}(\psi) - M_{t\wedge a}(\psi))$, where $\psi := \mathcal{F}^1_{(u, v]} \in L^2(\mathbb{R}, \mu)$. On the other hand, the process

$$\Phi(\omega, t, x) := \mathcal{F}g(\omega, t, \cdot)(\xi) = Y(\omega)1_{(a, b]}(t)\psi(\xi)$$

is in $L^2(\mathbb{R}, \mu)$, but is not an elementary process. (Recall that a $\mathbb{C}$-valued elementary process is a process of form (2.6) in which $Y$ is $\mathbb{C}$-valued and the interval $(u, v]$ is replaced by a set
A ∈ B_0(R). A simple process is a complex linear combination of elementary processes.) By approximating ψ with a sequence (ψ_n)_n of simple functions, it can be shown that

\[ \int_0^t \Phi(s, \xi)M(ds, d\xi) = Y(M_{t\wedge b}(\psi) - M_{t\wedge a}(\psi)). \]

The conclusion follows. □

Fix T > 0. Similarly to [10], we let \( \mathcal{P}_0 \) be the completion of \( \mathcal{E}_r \) with respect to \( \| \cdot \|_0 \), where

\[ \|g\|_0^2 = E \int_0^T \int_R |Fg(t, \xi)|^2 \mu(d\xi)dt. \]

In view of (2.7) and the isometry property of Walsh's stochastic integral with respect to \( M \), the map \( g \mapsto \{(g \cdot X)_t\}_{t \in [0,T]} \) is an isometry between \( \mathcal{E}_r \) and a subspace of the space \( \mathcal{P}_0 \) of continuous square-integrable martingales \( (M_t)_{t \in [0,T]} \) with \( M_0 = 0 \), endowed with the norm \( \|M\| = \{E(M_T^2)\}^{1/2} \). This map can be extended to \( \mathcal{P}_0 \). We denote the image of \( g \in \mathcal{P}_0 \) under this map by

\[ (g \cdot X)_t = \int_0^t \int_R g(s, x)X(ds, dx), \quad t \in [0, T]. \]

We now identify the elements of the space \( \mathcal{P}_0 \).

**Definition 2.4.** We say that a function \( S : \Omega \times [0, T] \to \mathcal{S}'(R) \) is **predictable** if the map \( (\omega, t) \mapsto S(\omega, t)(\varphi) \) is predictable, for any \( \varphi \in \mathcal{S}(R^d) \). We will denote by \( \mathcal{P}_{0 \times R^+} \) the predictable σ-field on \( \Omega \times R^+ \).

**Remark 2.5.** If \( S : \Omega \times [0, T] \to \mathcal{S}'(R) \) coincides with a function \( g : \Omega \times [0, T] \times R \to R \) (i.e. \( S(\omega, t)(\varphi) = \int_R g(\omega, t, x)\varphi(x)dx \) for all \( \varphi \in \mathcal{S}(R) \)) and \( g \) is predictable, then \( S \) is predictable (in the sense of Definition 2.4). This follows by Fubini's theorem.

**Remark 2.6.** If \( S : \Omega \times [0, T] \to \mathcal{S}'(R^d) \) is a predictable function such that \( FS(\omega, t, \cdot) \) is a function for all \( (\omega, t) \), then by Lemma 4.2 of [6], there exists a \( \mathcal{P}_{0 \times R^+} \times B(R) \)-measurable function \( \Phi : \Omega \times [0, T] \times R \to C \) such that for all \( (\omega, t) \),

\[ FS(\omega, t, \cdot)(\xi) = \Phi(\omega, t, \xi) \quad \text{for almost all } \xi \in R. \]

Below we will work with \( \Phi(\omega, t, \xi) \), but we will write \( FS(\omega, t, \cdot)(\xi) \).

We consider the set \( \Lambda_X \) of predictable functions \( S : \Omega \times [0, T] \to \mathcal{S}'(R) \) such that \( FS(\omega, t, \cdot) \) is a locally integrable function for any \( (\omega, t) \) and

\[ E \int_0^T \int_R |FS(t, \cdot)(\xi)|^2 \mu(d\xi)dt < \infty. \]

The space \( \Lambda_X \) is endowed with the inner product

\[ \langle S_1, S_2 \rangle_{\Lambda_X} = E \int_0^T \int_R FS_1(t, \cdot)(\xi)S_2(t, \cdot)(\xi)\mu(d\xi)dt. \]

We let \( \|S\|_{\Lambda_X}^2 = \langle S, S \rangle_{\Lambda_X} \). We identify \( S_1 \) and \( S_2 \) if \( \|S_1 - S_2\|_{\Lambda_X} = 0 \).

**Theorem 2.7.** The set \( \Lambda_X \) coincides with \( \mathcal{P}_0 \). For any \( S \in \Lambda_X \) and \( t \in [0, T] \),

\[ E \left( \int_0^t \int_R S(s, x)X(ds, dx) \right)^2 = E \int_0^T \int_R |FS(s, \cdot)(\xi)|^2 \mu(d\xi)ds, \tag{2.8} \]
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and $(S \cdot X)_t$, admits the spectral representation:

$$
\int_0^t \int_{\mathbb{R}} S(s, x)X(ds, dx) = \int_0^t \int_{\mathbb{R}} \mathcal{F}S(s, \cdot)(\xi)M(ds, d\xi) \quad a.s. \tag{2.9}
$$

For any $S \in \Lambda_X$, the predictable quadratic variation of $S \cdot X$ is:

$$
\langle S \cdot X \rangle_t = \int_0^t \int_{\mathbb{R}} |\mathcal{F}S(s, \cdot)(\xi)|^2 \mu(d\xi)ds, \quad t \in [0, T]. \tag{2.10}
$$

Proof. Clearly, $(g, h)_0 = (g, h)_{\Lambda_X}$ for any $g, h \in \mathcal{E}_r$, where we have denoted by $(\cdot, \cdot)_0$ the inner product associated with the norm $\| \cdot \|_0$. By Theorem 4.3 of [6], we know that $\mathcal{E}_r$ is dense in $\Lambda_X$, and $\Lambda_X$ is complete. Hence, $\mathcal{P}_0 = \Lambda_X$. Relation (2.9) follows by an approximation argument, using Lemma 2.3 and the fact that $\mathcal{E}_r$ is dense in $\Lambda_X$. Relation (2.10) follows from (2.9). \qed

2.3 A criterion for integrability

In this section, we obtain a new criterion for integrability with respect to $X$, which plays a crucial role in the present article. Here, we assume that $H \in (0, \frac{1}{2})$.

Throughout this article, we say that a measurable function $g : \mathbb{R} \to \mathbb{R}$ is tempered if there exists a tempered distribution $T_g \in \mathcal{S}'(\mathbb{R})$ such that $T_g \varphi = \int_{\mathbb{R}} g(x)\varphi(x)dx$, for all $\varphi \in \mathcal{S}(\mathbb{R})$.

If $g$ is a tempered function, the Fourier transform of $g$ in $\mathcal{S}'(\mathbb{R})$ is a tempered distribution, defined by $\mathcal{F}g(\phi) = \int_{\mathbb{R}} g(x)\mathcal{F}\phi(x)dx$, $\phi \in \mathcal{S}(\mathbb{R})$. When this distribution is a locally integrable function, denoted also by $\mathcal{F}g$, we have

$$
\int_{\mathbb{R}} g(x)\mathcal{F}\phi(x)dx = \int_{\mathbb{R}} \mathcal{F}g(\xi)\phi(\xi)d\xi \quad \text{for all } \phi \in \mathcal{S}(\mathbb{R}).
$$

In this case, the function $\mathcal{F}g$ is also tempered.

We begin with a deterministic result, related to the theory of fractional Sobolev spaces, which improves slightly Proposition 3.4 in [18].

**Proposition 2.8.** Let $g : \mathbb{R} \to \mathbb{R}$ be a tempered function whose Fourier transform in $\mathcal{S}'(\mathbb{R})$ is a locally integrable function. For any $0 < H < 1/2$,

$$
c_H \int_{\mathbb{R}} |\mathcal{F}g(\xi)|^2 |\xi|^{1-2H}d\xi = C_H \int_{\mathbb{R}^2} |g(x) - g(y)|^2 |x - y|^{2H-2}dxdy, \tag{2.11}
$$

when either one of the two integrals above is finite. Here $c_H$ is the constant given by (1.8) and $C_H = H(1 - 2H)/2$.

**Proof.** First, assume that the integral on right-hand side of (2.11) is finite. Then

$$
\infty > \int_{\mathbb{R}} \left( \int_{\mathbb{R}} \frac{|g(z) - g(y)|^2}{|z|^{2-2H}} dy \right)dz = \int_{\mathbb{R}} \left\| \frac{g(z + \cdot) - g(\cdot)}{|z|^{1-H}} \right\|^2_{L^2(\mathbb{R})} dz
$$

$$
= \frac{1}{2\pi} \int_{\mathbb{R}} \left\| \mathcal{F} \left( \frac{g(z + \cdot) - g(\cdot)}{|z|^{1-H}} \right) \right\|^2_{L^2(\mathbb{R})} dz,
$$

where we used Plancherel’s theorem for the last equality. The application of Plancherel’s theorem is justified because the function $g(z + \cdot) - g(\cdot)$ belongs to $L^2(\mathbb{R})$, for almost all $z \in \mathbb{R}$. Since $\mathcal{F}g$ is a tempered function, taking into account the definition and properties of the Fourier transform in $\mathcal{S}'(\mathbb{R})$, we can infer that

$$
(\mathcal{F}g(z + \cdot))(\xi) = e^{iz\xi} \mathcal{F}g(\xi) \quad \xi \text{-a.e.},
$$
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and therefore, the last expression is equal to

$$\frac{1}{2\pi} \int_{\mathbb{R}} \frac{|e^{ikz} - 1|^2}{|z|^{2-2H}} |\mathcal{F}g(\xi)|^2 \, dz = \frac{\Gamma(2H + 1) \sin(\pi H)}{\pi H(1 - 2H)} \int_{\mathbb{R}} |\mathcal{F}g(\xi)|^2 |\xi|^{1-2H} \, d\xi,$$

using Fubini’s theorem and Lemma D.2 (see Appendix D). This proves that the integral on the left-hand side of (2.11) is finite. The constant which appears in front of the last integral above is exactly $c_H/C_H$.

When the integral on the left-hand side of (2.11) is finite, we can use the same argument as above, but in reverse order. \hfill \square

Note that an immediate consequence of the proof of Proposition 2.8 is that, if one of the terms in (2.11) diverges, the other one must diverge too (because we have proved that, if one of them is finite, the other one must be finite too).

Based on the previous result, we now identify a subset of $\Lambda_X$.

**Theorem 2.9.** Let $S : \Omega \times [0, T] \times \mathbb{R} \to \mathbb{R}$ be a predictable function, such that for almost all $(\omega, t) \in \Omega \times [0, T]$, $S(\omega, t, \cdot)$ is a tempered function whose Fourier transform $\mathcal{F}S(\omega, t, \cdot)$ is a locally integrable function. If

$$I(T) := C_H E \int_0^T \int_{\mathbb{R}} |S(t, x) - S(t, y)|^2 |x - y|^{2H-2} \, dx \, dy < \infty$$

then $S \in \Lambda_X$ and $E[(S \cdot X)_T]^2 = I(T)$. Moreover, for any $p \geq 2$,

$$E[(S \cdot X)_T]^p \leq z_p C_H^p E \left( \int_0^T \int_{\mathbb{R}} |S(t, x) - S(t, y)|^2 |x - y|^{2H-2} \, dx \, dy \, dt \right)^{p/2}$$

(2.13)

where $z_p$ is the constant in the Burkholder-Davis-Gundy inequality for continuous martingales.

**Proof.** Note that the function $(\omega, t, x, y) \mapsto |S(\omega, t, x) - S(\omega, t, y)|^2 |x - y|^{2H-2}$ is $\mathcal{P}_{\Omega \times \mathbb{R}_+} \times \mathcal{B}(\mathbb{R})$-measurable, due to the fact that

$$\mathcal{P}_{\Omega \times \mathbb{R}_+} \times \mathcal{B}(\mathbb{R}) \subset \mathcal{P}_{\Omega \times \mathbb{R}_+} \times \mathcal{B}(\mathbb{R}).$$

By (2.12), there exists a set $N \in \mathcal{P}_{\Omega \times \mathbb{R}_+}$ with $(P \times \text{Leb})(N) = 0$ such that for all $(\omega, t) \notin N$,\n
$$\int_{\mathbb{R}} \int_{\mathbb{R}} |S(\omega, t, x) - S(\omega, t, y)|^2 |x - y|^{2H-2} \, dx \, dy < \infty.$$

We apply Proposition 2.8 to the function $g = S(\omega, t, \cdot)$ with $(\omega, t) \notin N$. We obtain that for any $(\omega, t) \notin N$,

$$c_H \int_{\mathbb{R}} |\mathcal{F}S(\omega, t, \cdot)(\xi)|^2 |\xi|^{1-2H} \, d\xi = C_H \int_{\mathbb{R}} |S(\omega, t, x) - S(\omega, t, y)|^2 |x - y|^{2H-2} \, dx \, dy.$$  

(2.14)

For any $(\omega, t) \in \Omega \times [0, T)$, we identify the function $S(\omega, t, \cdot)$ with the distribution in $S'(\mathbb{R})$ induced by it. By Remark 2.5, $S : \Omega \times [0, T] \to S'(\mathbb{R})$ is predictable (in the sense of Definition 2.4).

As in Remark 2.6, there exists a function $\Phi : \Omega \times [0, T] \times \mathbb{R} \to \mathcal{C}$ which is $\mathcal{P}_{\Omega \times \mathbb{R}_+} \times \mathcal{B}(\mathbb{R})$-measurable, such that for any $(\omega, t)$, $\mathcal{F}S(\omega, t, \cdot)(\xi) = \Phi(\omega, t, \xi)$ for almost all $\xi \in \mathbb{R}$. Hence for any $(\omega, t) \in \Omega \times [0, T]$,

$$\int_{\mathbb{R}} |\mathcal{F}S(\omega, t, \cdot)(\xi)|^2 |\xi|^{1-2H} \, d\xi = \int_{\mathbb{R}} |\Phi(\omega, t, \xi)|^2 |\xi|^{1-2H} \, d\xi.$$  

(2.15)
From (2.14) and (2.15), it follows that for any $(\omega, t) \notin N$,
\[
c_H \int_{\mathbb{R}} |\Phi(\omega, t, \xi)|^2 |\xi|^{1-2H} d\xi = C_H \int_{\mathbb{R}} \int_{\mathbb{R}} |S(\omega, t, x) - S(\omega, t, y)|^2 |x - y|^{2H-2} dxdy. \tag{2.16}
\]

We now take the integral with respect to $P(\omega)dt$. We obtain that
\[
c_H E \int_{0}^{T} \int_{\mathbb{R}} |FS(t, \xi)|^2 |\xi|^{1-2H} d\xi dt = I(T) < \infty. \tag{2.17}
\]

This proves that $S \in \Lambda_X$. The fact that $E|\langle S \cdot X \rangle_T|^p = I(T)$ follows from (2.8) and (2.17).

We now prove (2.13). By Burkholder-Davis-Gundy inequality,
\[
E|\langle S \cdot X \rangle_T|^p \leq z_p E \left( \langle S \cdot X \rangle_T^p \right). \tag{2.18}
\]

By (2.10), we know that for almost all $\omega \in \Omega$,
\[
\langle S \cdot X \rangle_T(\omega) = c_H \int_{0}^{T} \int_{\mathbb{R}} |\Phi(\omega, t, \xi)|^2 |\xi|^{1-2H} d\xi dt. \tag{2.19}
\]

Let $F$ be the set of $(\omega, t)$'s for which (2.16) does not hold, and $F_\omega = \{ t \in [0, T]; (\omega, t) \in F \}$. Since $(P \times \text{Leb})(F) = 0$, by Fubini's theorem, $\text{Leb}(F_\omega) = 0$ for almost all $\omega$. Hence, there exists a set $\Omega_0$ with $P(\Omega_0) = 1$ such that for all $\omega \in \Omega_0$ fixed, equality (2.16) holds for almost all $t \in [0, T]$. Taking the integral with respect to $dt$, we obtain that for any $\omega \in \Omega_0$,
\[
c_H \int_{0}^{T} \int_{\mathbb{R}} |\Phi(\omega, t, \xi)|^2 |\xi|^{1-2H} d\xi dt \nonumber
\]
\[
= C_H \int_{0}^{T} \int_{\mathbb{R}} \int_{\mathbb{R}} |S(\omega, t, x) - S(\omega, t, y)|^2 |x - y|^{2H-2} dx dy dt. \tag{2.20}
\]

From (2.19) and (2.20), we infer that:
\[
\langle S \cdot X \rangle_T = C_H \int_{0}^{T} \int_{\mathbb{R}} \int_{\mathbb{R}} |S(t, x) - S(t, y)|^2 |x - y|^{2H-2} dx dy dt \quad \text{a.s.}
\]

Relation (2.13) follows, using (2.18). □

### 3 Proof of Theorem 1.1

This section is dedicated to the proof of Theorem 1.1. In particular, from now on, we assume that $H \in \left( \frac{1}{2}, \frac{1}{2} \right)$. In Section 3.1, we gather some preliminary (deterministic) results which are needed in the subsequent sections. Section 3.2 will be devoted to prove that the sequence $(u^n)_{n \geq 0}$ of Picard iterations is well-defined, for both equations (SWE) and (SHE). In Section 3.3, we show that the sequence $(u^n)_{n \geq 0}$ converges (in a certain Banach space, which is defined below), and its limit is the desired solution. Moreover, we show that the solution is unique. Finally, in Section 3.4, we state and prove an extension of Gronwall’s lemma, which is of independent interest, and is used in Section 3.3.

#### 3.1 Preliminary results

In this section, we give some estimates for various integrals containing the fundamental solution $G$ of the wave or heat equations. Recall that the Fourier transform of $G_t$ is:
\[
\mathcal{F}G_t(\xi) = \frac{\sin(t|\xi|)}{|\xi|} \quad \text{for the wave equation,}
\]
\[
\mathcal{F}G_t(\xi) = \exp \left( -\frac{t|\xi|^2}{2} \right) \quad \text{for the heat equation.}
\]
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**Lemma 3.1.** Let $G$ be the fundamental solution of the wave or heat equation. Then, for both equations, the integral 
\[
A_T(\alpha) := \int_0^T \int_{\mathbb{R}} |\mathcal{F}G_t(\xi)|^2 |\xi|^{\alpha} \, d\xi \, dt
\]
converges if and only if $\alpha \in (-1, 1)$. When the integral converges, we have 
\[
A_T(\alpha) = \begin{cases} 
2^{-1-\alpha} C_\alpha \frac{1}{2-\alpha} T^{2-\alpha} & \text{for wave equation,} \\
\frac{2}{1-\alpha} \Gamma \left( \frac{\alpha+1}{2} \right) T^{1-\alpha/2} & \text{for heat equation,}
\end{cases}
\]
where 
\[
C_\alpha = \begin{cases} 
(1-\alpha)^{-1} \Gamma(\alpha) \sin(\pi\alpha/2) & \text{if } \alpha \in (0, 1), \\
\alpha^{-1}(1-\alpha)^{-1} \Gamma(1+\alpha) \sin(\pi\alpha/2) & \text{if } \alpha \in (-1, 0), \\
\pi/2 & \text{if } \alpha = 0.
\end{cases}
\]

**Proof.** For the wave equation, we use Lemma D.1 with $\alpha' = 1-\alpha \in (0, 2)$: 
\[
\int_{\mathbb{R}} |\mathcal{F}G_t(\xi)|^2 |\xi|^{\alpha} \, d\xi = \int_{\mathbb{R}} \frac{\sin^2(t|\xi|)}{|\xi|^{2-\alpha}} \, d\xi = 2t^{1-\alpha} \int_0^\infty \frac{\sin^2 x}{x^{\alpha}} \, dx 
\]
\[
= t^{1-\alpha} \int_0^\infty \frac{1-\cos(2x)^2}{x^{2-\alpha}} \, dx = t^{1-\alpha} 2^{1-\alpha} C_\alpha, 
\]
where the last integral converges if and only if $\alpha \in (-1, 1)$. Thus, we obtain (3.1). For the heat equation,
\[
\int_{\mathbb{R}} |\mathcal{F}G_t(\xi)|^2 |\xi|^{\alpha} \, d\xi = \int_{\mathbb{R}} e^{-t|\xi|^2} |\xi|^{\alpha} \, d\xi = 2 \int_0^\infty e^{-tx^2} x^{\alpha} \, dx 
\]
\[
= t^{-(\alpha+1)/2} \Gamma \left( \frac{\alpha+1}{2} \right),
\]
using the change of variable $y = tx^2$. The last integral converges if and only if $\alpha > -1$. Finally, the integral $\int_0^T t^{-(\alpha+1)/2} \, dt$ converges if and only if $\alpha < 1$, whence we also deduce (3.2). \qed

**Remark 3.2.** In the sequel, we will apply Lemma 3.1 with $\alpha = 2(1-2H)$ (which imposes the restriction $H > 1/4$), and also with $\alpha = 1-2H$.

**Lemma 3.3.** Assume that $1/4 < H < 1/2$. Let $G$ be the fundamental solution of the wave or heat equation. For any $0 \leq a \leq b \leq T$, set 
\[
F(a, b) := \int_a^b \int_{\mathbb{R}} G_{b-s}(z) \int_{\mathbb{R}} |\mathcal{F}G_{s-a}(\xi)|^2 |\xi|^{2(1-2H)} \, d\xi \, dz \, ds.
\]

Then 
\[
F(a, b) = \begin{cases} 
C(b-a)^{4H+1} & \text{for wave equation} \\
C(b-a)^{2H+1} & \text{for heat equation}
\end{cases}
\]
where $C > 0$ is a constant depending on $H$, which is different for the two equations.

**Proof.** Using (3.3) and (3.4) with $\alpha = 2(1-2H)$, we see that 
\[
\int_{\mathbb{R}} |\mathcal{F}G_{s-a}(\xi)|^2 |\xi|^{2(1-2H)} \, d\xi = \begin{cases} 
C(s-a)^{4H-1} & \text{for wave equation} \\
C(s-a)^{2H-3/2} & \text{for heat equation}
\end{cases}
\]

where $C > 0$ is a constant depending on $H$, which is different for the two equations. This integral is finite because $H > 1/4$. On the other hand,

\[
\int_\mathbb{R} G_t(z)^2 dz = \begin{cases} 
2^{-1}t & \text{for the wave equation} \\
2^{1/2}t^{1/2} & \text{for the heat equation}
\end{cases}
\]  

(3.5)

Therefore, for the wave equation, we have:

\[
F(a, b) = C^{-1} 2^{-H} \int_0^b (b - s)(s - a)^{-1/2} ds = C^{-1} 2^{-H} \int_0^{b-a} (b - a - r)^{1/2} dr
\]

\[
= C^{-1} 2^{-1/2} \beta(2, H)(b - a)^{1/2},
\]

where $\beta(a, b) = \Gamma(a)\Gamma(b)/\Gamma(a + b)$ is the beta function. For the heat equation,

\[
F(a, b) = C 2^{1/2} \int_a^b (b - s)^{-1/2} (s - a)^{2H - 3/2} ds
\]

\[
= C 2^{1/2} \beta \left( \frac{1}{2}, 2H - \frac{1}{2} \right) (b - a)^{2H - 1},
\]

using again the fact that $H > 1/4$. ∎

**Lemma 3.4.** Let $G$ be the fundamental solution of the wave or heat equation. For any $\alpha \in (-1, 1)$ and for any $h \in \mathbb{R}$,

\[
\int_0^T \int_\mathbb{R} (1 - \cos(\xi h))|FG_t(\xi)|^2 |\xi|^{\alpha} d\xi dt \leq \begin{cases} 
CT|h|^{1-\alpha} & \text{for the wave equation} \\
C|h|^{1-\alpha} & \text{for the heat equation}
\end{cases}
\]

where $C = \int_\mathbb{R} (1 - \cos \eta)\eta^{\alpha - 2} d\eta$.

**Proof.** It is enough to consider the case $h > 0$. If $h < 0$, we use the fact that $\cos(\xi h) = \cos(\xi|h|)$. For the wave equation, since $\sin^2(t|\xi|) \leq 1$,

\[
\int_0^T \int_\mathbb{R} (1 - \cos(\xi h)) \frac{\sin^2(t|\xi|)}{|\xi|^2} |\xi|^{\alpha} d\xi dt \leq T \int_\mathbb{R} \frac{1 - \cos(\xi h)}{|\xi|^\alpha} d\xi = CTh^{1-\alpha},
\]

using Lemma D.1 with $\alpha' = 1 - \alpha$. For the heat equation,

\[
\int_0^T \int_\mathbb{R} (1 - \cos(\xi h)) e^{-t|\xi|^2} |\xi|^{\alpha} d\xi dt = \int_\mathbb{R} (1 - \cos(\xi h)) \frac{1 - e^{-T|\xi|^2}}{|\xi|^\alpha} |\xi|^\alpha d\xi \leq Ch^{1-\alpha},
\]

using again Lemma D.1 and the fact that $1 - e^{-T|\xi|^2} \leq 1$. ∎

**Lemma 3.5.** Let $G$ be the fundamental solution of the wave or heat equation. For any $\alpha \in (-1, 1)$ and for any $h \in \mathbb{R}$

\[
\int_0^T \int_\mathbb{R} |FG_{t+h}(y) - FG_t(y)|^2 |\xi|^{\alpha} d\xi dt \leq \begin{cases} 
CT|h|^{1-\alpha} & \text{for the wave equation} \\
C|h|^{(1-\alpha)/2} & \text{for the heat equation}
\end{cases}
\]

where $C$ is a constant depending on $\alpha$ (which is different for the two equations).

**Proof.** We suppose that $h > 0$. The case $h < 0$ is similar. For the wave equation, using the fact that $|\sin((t + h)|\xi|)| - |\sin(t|\xi|)|^2 \leq C \min(1, |h||\xi|^2)$, we see that the integral is smaller than

\[
CT \int_\mathbb{R} \frac{\min(1, |h||\xi|^2)}{|\xi|^{1-\alpha}} d\xi = CT h^{1-\alpha} \int_\mathbb{R} \frac{\min(1, |\eta|^2)}{|\eta|^{2-\alpha}} d\eta \leq CT h^{1-\alpha},
\]
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using the change of variables $\eta = h^2 \xi$. For the heat equation, the integral is
\[
\int_0^t \int_{\mathbb{R}} e^{-s|\xi|^2} (1 - e^{-h|\xi|^2/2})^2 |\xi|^\alpha \, d\xi \, ds = \int_{\mathbb{R}} \left(1 - e^{-h|\xi|^2/2}\right)^2 \frac{1 - e^{-|\xi|^2}}{|\xi|^2} |\xi|^\alpha \, d\xi
\]
\[
\leq \int_{\mathbb{R}} \frac{(1 - e^{-h|\xi|^2/2})^2}{|\xi|^{2-\alpha}} \, d\xi = h^{(1-\alpha)/2} \int_{\mathbb{R}} \frac{(1 - e^{-\eta^2/2})^2}{|\eta|^{2-\alpha}} \, d\eta,
\]
using the change of variables $\eta = h^{1/2} \xi$. The last integral is seen to be finite using the fact that $1 - e^{-\eta^2/2} \leq \eta^2/2$ for $|\eta| \leq 1$. \qed

### 3.2 Picard iteration scheme

In this section, we show that the sequence $(u^n)_{n \geq 0}$ of the Picard iterations is well-defined in some Banach space (see Definition 3.6 below). This sequence is defined iteratively. We set $u^0(t, x) = w(t, x)$ for any $t \in [0, T]$ and $x \in \mathbb{R}$. For any $n \geq 0$ and for any $(t, x) \in [0, T] \times \mathbb{R}$, we let
\[
u^{n+1}(t, x) = w(t, x) + \int_0^t \int_{\mathbb{R}} G_{t-s}(x-y) \sigma(u^n(s, y)) X(ds, dy), \quad (3.6)
\]
provided that the stochastic integral is well-defined, in the sense explained in Section 2.2 above. In this section, the function $\sigma$ does not need to be affine. Recall that the term $w(t, x)$ corresponds to the contribution of the initial data, and explicit formulas for it are given in the Introduction.

We now introduce the solution space. Let $p \geq 2$ be fixed.

**Definition 3.6.** We denote by $\mathcal{X}$ the set of $L^2(\Omega)$-continuous and $(\mathcal{F}_t)_t$-adapted processes $Y = \{Y(t, x); t \in [0, T], x \in \mathbb{R}\}$ such that $\|Y\|_{X_1} < \infty$ and $\|Y\|_{X_2} < \infty$, where
\[
\|Y\|_{X_1} = \sup_{(t,x) \in [0,T] \times \mathbb{R}} \left(E|Y(t,x)|^p\right)^{1/p}
\]
and
\[
\|Y\|_{X_2} = \sup_{(t,x) \in [0,T] \times \mathbb{R}} \left(\int_0^t \int_{\mathbb{R}} G^2_{t-s}(x-y) \left(E|Y(s,y) - Y(s,z)|^p\right)^{2/p} \frac{dydz}{|y-z|^{2-2H}} \right)^{1/2}.
\]
For any $Y \in \mathcal{X}$, we define $\|Y\|_{\mathcal{X}} := \|Y\|_{X_1} + \|Y\|_{X_2}$. We identify two processes $Y_1$ and $Y_2$ for which $\|Y_1 - Y_2\|_{\mathcal{X}} = 0$.

With these definitions, one checks that $(\mathcal{X}, \| \cdot \|_{\mathcal{X}})$ defines a Banach space. The main result of the section is the following theorem. Note that an immediate consequence of it will be that, for any $n \geq 0$, the process $u^n$ is well-defined and belongs to $\mathcal{X}$.

**Theorem 3.7.** Let $\sigma$ be an arbitrary Lipschitz function. Let $p \geq 2$ be fixed. Then, for any $n \geq 0$,
\[
\left\{\begin{array}{l}
u^n(t, x) \text{ is well-defined for any } (t, x) \in [0, T] \times \mathbb{R}, \\
\sup_{(t,x) \in [0,T] \times \mathbb{R}} E|\nu^n(t,x)|^p < \infty, \quad \text{and} \\
\sup_{(t,x) \in [0,T] \times \mathbb{R}} \int_0^t \int_{\mathbb{R}} G^2_{t-s}(x-y) \left(E|u^n(s,y) - u^n(s,z)|^p\right)^{2/p} \frac{dydz}{|y-z|^{2-2H}} < \infty
\end{array}\right\} \quad (P)
\]
We now examine the time increments of $w$ where for the last inequality we used the fact that $u$ is Hölder’s inequality (using the fact that $u$ is uniformly Hölder continuous, $|u| < 1$).

$\sup_{(t,x) \in [0,T] \times \mathbb{R}} E|u^n(t, x + h) - u^n(t, x)|^2 \leq C_n |h|^{2H}$

$\sup_{(t,x) \in [0,T \wedge (T-h)] \times \mathbb{R}} E|u^n(t + h, x) - u^n(t, x)|^2 \leq C_n |h|^\beta$.

where $\beta = 2H$ for the wave equation, and $\beta = H$ for the heat equation. Here $C_n$ is a constant which depends on $n$ (and also on $H, T, \sigma, u_0$ and $v_0$).

**Proof.** By induction, we prove that properties (P) and (Q) hold for any $n \geq 0$. As already mentioned, the constant $C$ (depending on $p, H, T, \sigma, u_0$ and $v_0$) may be different from line to line. We split the proof in four steps, as follows.

**Step 1.** We start by checking properties (P) and (Q) for $n = 0$. It is clear that the variable $u^0(t, x) = w(t, x)$ is well-defined for any $(t, x)$. Using the particular form of $w$ for each equation, and the fact that $u_0$ and $v_0$ are bounded, we see immediately that for both equations,

$$\sup_{(t,x) \in [0,T] \times \mathbb{R}} |w(t, x)| < \infty.$$  

Let us postpone for the moment the proof of the third condition in (P), so that we first check the validity of property (Q) for the case $n = 0$.

For this, we consider separately the wave and heat equations, using the corresponding formulas for $w(t, x)$ for each equation. For the wave equation, $|w(t, x + h) - w(t, x)|^2 \leq 2(A_1 + A_2)$, where

$$A_1 = \int_R \left( G_t(x + h - y) - G_t(x - y) \right) v_0(y) dy$$

$$A_2 = \frac{1}{4} \left( u_0(x + h + t) - u_0(x + t) + u_0(x + h - t) - u_0(x - t) \right)^2.$$ 

Since $u_0$ is uniformly $H$-Hölder continuous, $A_2 \leq C|h|^{2H}$. By a change of variables, and Hölder’s inequality (using the fact that $\int_R G(t, y) dy = t$), we have:

$$A_1 = \int_R G_t(y) (v_0(x + h - y) - v_0(x - y)) dy$$

$$\leq t \int_R G_t(y) |v_0(x + h - y) - v_0(x - y)|^2 dy \leq C t^2 |h|^{2H},$$

where for the last inequality we used the fact that $v_0$ is uniformly $H$-Hölder continuous. We now examine the time increments of $w$. We suppose that $h > 0$. The case $h < 0$ is similar. We have $|w(t + h, x) - w(t, x)|^2 \leq 2(B_1 + B_2)$, where

$$B_1 = \left( G_{t+h}(x - y) - G_t(x - y) \right) v_0(y) dy$$

$$B_2 = \frac{1}{4} \left( u_0(x + t + h) - u_0(x + t) + u_0(x - t - h) - u_0(x - t) \right)^2.$$ 

Since $u_0$ is uniformly $H$-Hölder continuous, $B_2 \leq C|h|^{2H}$. By Hölder’s inequality,

$$B_1 = \frac{1}{4} \int_R \left( 1_{z+t<y<x+t+h} + 1_{z-t-h<y<x-t} \right) v_0(y) dy$$

$$\leq \frac{1}{2} h \int_R \left( 1_{z+t<y<x+t+h} + 1_{z-t-h<y<x-t} \right) |v_0(y)|^2 dy \leq Ch^2,$$

where for the last inequality we used the fact that $v_0$ is bounded.
SPDEs with fractional noise with $H < \frac{1}{2}$

In the case of the heat equation, the space increments of $w$ are treated similarly to the term $A_1$ above (with $u_0$ replaced by $u_0$). For the time increments, we assume again that $h > 0$, the case $h < 0$ being similar. Using the semigroup property of $G$, Hölder's inequality (since $\int_{\mathbb{R}} G_t(y) dy = 1$) and the fact that $u_0$ is uniformly $H$-Hölder continuous, we obtain (see (4.8) of [39]):

$$\begin{align*}
|w(t+h,x) - w(t,x)|^2 &= \left| \int_{\mathbb{R}} G_h(y) \int_{\mathbb{R}} G_t(x-z)(u_0(z-y) - u_0(z)) dydz \right|^2 \\
&\leq \int_{\mathbb{R}} G_h(y) \int_{\mathbb{R}} G_t(x-z) |u_0(z-y) - u_0(z)|^2 dydz \\
&\leq C \int_{\mathbb{R}} G_h(y) |y|^{2H} dy = Ch^H.
\end{align*}$$

Therefore, we conclude that property (Q) holds for $n = 0$.

It remains to show that the third condition in (P) holds in this case. More precisely, we write

$$\int_0^t \int_{\mathbb{R}} G^2_{t-s}(x-y) \left( \int_{\mathbb{R}} \frac{|w(s,y+z) - w(s,y)|^2}{|z|^{2-2H}} dz \right) dyds = I' + I'',$$

where the terms $I'$ and $I''$ are obtained by splitting the $dz$ integral into two integrals, corresponding to the regions $\{|z| > 1\}$ and $\{|z| \leq 1\}$, respectively. Note that

$$I' \leq 4 \sup_{(t,x)} |w(t,x)|^2 \int_0^t \int_{\mathbb{R}} G^2_{t-s}(x-y) \left( \int_{|z| > 1} \frac{1}{|z|^{2-2H}} dz \right) dyds,$$

which is uniformly bounded for all $(t,x) \in [0,T] \times \mathbb{R}$, due to (3.5) and the fact that $H < 1/2$. For $I''$, we use the fact that $|w(s,y+z) - w(s,y)|^2 \leq C|z|^{2H}$, since we have already proved that property (Q) holds for $n = 0$. Hence,

$$I'' \leq \int_0^t \int_{\mathbb{R}} G^2_{t-s}(x-y) \left( \int_{|z| \leq 1} |z|^{4H-2} dz \right) dyds,$$

which is uniformly bounded in $(t,x)$, due to (3.5) and the fact that $H > 1/4$. This concludes the first step of the proof.

From now on, we assume the following induction hypothesis: properties (P) and (Q) hold for $u^n$. We aim to prove that (P) and (Q) also hold for $u^{n+1}$.

**Step 2.** This step of the proof is devoted to show that $u^{n+1}(t,x)$ is well-defined for all $(t,x) \in [0,T] \times \mathbb{R}$ and the following relationship holds:

$$\sup_{(t,x) \in [0,T] \times \mathbb{R}} E|u^{n+1}(t,x)|^p < \infty. \quad (3.8)$$

In order to prove that $u^{n+1}(t,x)$ is well-defined for any $(t,x) \in [0,T] \times \mathbb{R}$, we have to show that the stochastic integral on the right-hand side of (3.6) is well-defined. For this, we apply Theorem 2.9 to the function

$$S_n(s,y) = G_{t-s}(x-y)\sigma(u^n(s,y))1_{[0,t]}(s)$$

(which depends also on $(t,x)$). We will show that:

(i) $u^n$ has a predictable modification (called also $u^n$);
(ii) $S_n(\omega,s,\cdot)$ is in $L^1(\mathbb{R})$ for almost all $(\omega,s) \in \Omega \times [0,T]$;
(iii) $S_n$ satisfies the following condition:

$$\sup_{(t,x) \in [0,T] \times \mathbb{R}} E \int_0^t \int_{\mathbb{R}} |S_n(s,y) - S_n(s,z)|^2 |y-z|^{2H-2} dydzds < \infty. \quad (3.9)$$
To prove (i), we note that $u^n$ is $L^2(\Omega)$-continuous (by property (Q)) and $u^n(t, x)$ is $F_t$-measurable for any $x \in \mathbb{R}$ (by the construction of the stochastic integral). Therefore, $u^n$ has a predictable modification. (For this, we use the extensions to random fields of Theorem 30, Chapter IV of [17] and Proposition 3.21 of [35].) To prove (ii), we note that

$$E \int_0^T \int_{\mathbb{R}} |S_n(s, y)| dyds \leq C \left( 1 + \sup_{(t,x)} E|u^n(t, x)| \right) \int_0^T \int_{\mathbb{R}} G_{t-s}(x-y) dyds < \infty,$$

and hence, $\int_0^\omega |S_n(\omega, y)| dy < \infty$ for almost all $(\omega, s)$. This proves (ii). Note also that (ii) implies that the Fourier transform of $S_n(\omega, s, \cdot)$ is given by a function, for a.a. $(\omega, s)$.

To prove (iii), we bound the integral in (3.9) by $2(I_1 + I_2)$, where

$$I_1 = E \int_0^T \int_{\mathbb{R}} G_{t-s}^2(x-y) \frac{\left| \sigma(u^n(s, y)) - \sigma(u^n(s, z)) \right|^2}{|y-z|^2} dydz ds,$$

$$I_2 = E \int_0^T \int_{\mathbb{R}} \frac{\left| G_{t-s}(x-y) - G_{t-s}(x-z) \right|^2}{|y-z|^2} dydz ds.$$

Using the fact that $\sigma$ is Lipschitz, and Jensen’s inequality, we see that

$$I_1 \leq C \int_0^t \int_{\mathbb{R}} G_{t-s}^2(x-y) \left( E|u^n(s, y) - u^n(s, z)|^p \right)^{2/p} \frac{dydz ds}{|y-z|^2},$$

which is uniformly bounded in $(t, x)$ by the induction hypothesis (the third condition in (P)). By Jensen’s inequality and Proposition 2.8,

$$I_2 \leq C \left( 1 + \sup_{(t,x)} E|u^n(t, x)|^p \right) \int_0^t \int_{\mathbb{R}} \left| G_{t-s}(x-y) - G_{t-s}(x-z) \right|^2 \frac{dydz ds}{|y-z|^2} \leq C \left( 1 + \sup_{(t,x)} E|u^n(t, x)|^p \right)^{2/p} \int_0^t \int_{\mathbb{R}} |F G_{t-s}(\xi)|^2 |\xi|^{1-2H} d\xi ds,$$

the sup being finite by the induction hypothesis (the second property in (P)). The last integral is uniformly bounded for $t \in [0, T]$, by Lemma 3.1. This shows that $u^{n+1}(t, x)$ is well-defined.

Next, we show that (3.8) holds. By the definition (3.6) of $u^{n+1}(t, x)$ and Theorem 2.9,

$$E|u^{n+1}(t, x)|^p \leq C \left( |w(t, x)|^p + E \left( \int_0^t \int_{\mathbb{R}} \left| S_n(s, y) - S_n(s, z) \right|^2 \frac{dydz ds}{|y-z|^{2-2H}} \right)^{p/2} \right).$$

The first term is uniformly bounded in $(t, x)$ by (3.7). The second term is bounded by $C(J_1 + J_2)$, where

$$J_1 = E \left( \int_0^t \int_{\mathbb{R}} G_{t-s}^2(x-y) \frac{\left| \sigma(u^n(s, y)) - \sigma(u^n(s, z)) \right|^2}{|y-z|^{2-2H}} \frac{dydz ds}{|y-z|^{2-2H}} \right)^{p/2} \right),$$

$$J_2 = E \left( \int_0^t \int_{\mathbb{R}} |\sigma(u^n(s, z))|^2 \frac{\left| G_{t-s}(x-y) - G_{t-s}(x-z) \right|^2}{|y-z|^{2-2H}} \frac{dydz ds}{|y-z|^{2-2H}} \right)^{p/2}.$$

Using the fact that $\sigma$ is Lipschitz and applying Minkowski’s inequality for integrals (see A.1, page 271 of [40]), we see that

$$J_1 \leq C \left( \int_0^t \int_{\mathbb{R}} G_{t-s}^2(x-y) \frac{\left| E|u^n(s, y) - u^n(s, z)|^p \right|^{2/p}}{|y-z|^{2-2H}} \frac{dydz ds}{|y-z|^{2-2H}} \right)^{p/2},$$
which is uniformly bounded in \((t, x)\), by the induction hypothesis (the third condition in (P)). Similarly for \(J_2\), we have:

\[
J_2 \leq C \left( \int_0^t \int_{\mathbb{R}^2} \left( 1 + E|u^n(s, z)|^p \right)^{2/p} \left( \frac{|G_{t-s}(x-y) - G_{t-s}(x-z)|^2}{|y-z|^{2-2H}} \right) dy dz ds \right)^{p/2} \\
\leq C \left[ 1 + \left( \sup_{(t, x)} E|u^n(t, x)|^p \right)^{2/p} \right] \left( \int_0^t \int_{\mathbb{R}^2} \left( \frac{|G_{t-s}(x-y) - G_{t-s}(x-z)|^2}{|y-z|^{2-2H}} \right) dy dz ds \right)^{p/2},
\]

the sup being bounded by the induction hypothesis. As mentioned above, the last integral is uniformly bounded in \(t \in [0, T]\). Thus, we have obtained the validity of (3.8).

Step 3. Now, we prove that \(u^{n+1}\) satisfies the third condition in (P), i.e.

\[
\sup_{(t, x) \in [0, T] \times \mathbb{R}} \int_0^t \int_{\mathbb{R}^2} \frac{G_{t-s}(x-y)^2}{|z|^{2-2H}} \left( E|u^{n+1}(s, y+z) - u^{n+1}(s, y)|^p \right)^{2/p} dy dz ds < \infty. \tag{3.10}
\]

By (3.6) and Theorem 2.9,

\[
E|u^{n+1}(s, y+z) - u^{n+1}(s, y)|^p \\
\leq C|w(s, y+z) - w(s, y)|^p \\
+ CE \left( \int_0^s \int_{\mathbb{R}} (G_{s-r}(y+z-v) - G_{s-r}(y-v)) \sigma(u^n(r, v)) X(dr, dv) \right)^p \\
\leq C|w(s, y+z) - w(s, y)|^p \\
+ CE \left( \int_0^s \int_{\mathbb{R}^2} (G_{s-r}(y+z-v) - G_{s-r}(y-v)) \sigma(u^n(r, v)) \\
- (G_{s-r}(y+z-\bar{v}) - G_{s-r}(y-\bar{v})) \sigma(u^n(r, \bar{v})) \right) \frac{1}{|v-\bar{v}|^{2-2H}} dv d\bar{v} dr \right)^{p/2}.
\]

Since we have already proved that the third condition in (P) holds for \(w\), it suffices to show that

\[
\int_0^t \int_{\mathbb{R}^2} \frac{G_{t-s}(x-y)^2}{|z|^{2-2H}} \left[ E \left( \int_0^s \int_{\mathbb{R}^2} (G_{s-r}(y+z-v) - G_{s-r}(y-v)) \sigma(u^n(r, v)) \\
- (G_{s-r}(y+z-\bar{v}) - G_{s-r}(y-\bar{v})) \sigma(u^n(r, \bar{v})) \right) \frac{1}{|v-\bar{v}|^{2-2H}} dv d\bar{v} dr \right)^{p/2} dy dz ds
\]

is uniformly bounded in \((t, x)\). After adding and subtracting the mixed term \((G_{s-r}(y+z-v) - G_{s-r}(y-\bar{v})) \sigma(u^n(r, \bar{v}))\) inside the squared term of the last integral above, we see that the previous integral is bounded by \(2(A_1 + A_2)\), where

\[
A_1 = \int_0^t ds \int_{\mathbb{R}} dy \int_{\mathbb{R}} dz \frac{G_{t-s}(x-y)^2}{|z|^{2-2H}} \left[ E \left( \int_0^s \int_{\mathbb{R}^2} |G_{s-r}(y+z-v) - G_{s-r}(y-v)|^2 \\
\times |\sigma(u^n(r, v)) - \sigma(u^n(r, \bar{v}))|^2 \right) \frac{1}{|v-\bar{v}|^{2-2H}} dv d\bar{v} dr \right)^{p/2} \\
A_2 = \int_0^t ds \int_{\mathbb{R}} dy \int_{\mathbb{R}} dz \frac{G_{t-s}(x-y)^2}{|z|^{2-2H}} \left[ E \left( \int_0^s dr \int_{\mathbb{R}^2} dv d\bar{v} |\sigma(u^n(r, v))|^2 \\
\times \frac{|G_{s-r}(y+z-v) - G_{s-r}(y-v)|^2}{|v-\bar{v}|^{2-2H}} \right) \right)^{p/2}.
\]

We first deal with $A_2$. By Minkowski’s inequality for integrals,

$$A_2 \leq \int_0^t \int_R^R dy \int_R^R dz \frac{G_{t-s}(x-y)^2}{|z|^{2-2H}} \left( \int_0^s dr \int_R^R dv \bar{d}v \left( E[\sigma(u^n(r, \bar{v}))]^p \right)^{2/p} \right) \frac{[G_{s-r}(y + z - v) - G_{s-r}(y - v)]}{|v - \bar{v}|^{2-2H}}.
$$

Taking into account that $\sigma$ is Lipschitz and $u^n$ satisfies the second condition in (P) (by the induction hypothesis), we have that $A_2$ can be bounded by

$$C \left( 1 + \left( \sup_{(t,x)} E[u^n(t, x)]^p \right)^{2/p} \right) \int_0^t \int_R^R dy \int_R^R dz \frac{G_{t-s}(x-y)^2}{|z|^{2-2H}} \int_0^s \int_R^R dv \bar{d}v \left( E[\sigma(u^n(r, \bar{v}))]^p \right)^{2/p} \frac{[G_{s-r}(y + z - v) - G_{s-r}(y - v)]}{|v - \bar{v}|^{2-2H}} dr.
$$

By Proposition 2.8, this expression can be estimated (up to a constant) by

$$\int_0^t \int_R^R dy \int_R^R dz \frac{G_{t-s}(x-y)^2}{|z|^{2-2H}} \int_0^s \int_R^R dv \bar{d}v \left( E[\sigma(u^n(r, \bar{v}))]^p \right)^{2/p} \frac{[G_{s-r}(y + z - v) - G_{s-r}(y - v)]}{|v - \bar{v}|^{2-2H}} dr.
$$

Using Fubini’s theorem and Lemma D.2, this later expression is equal (up to a constant) to

$$\int_0^t \int_R^R dy \int_R^R G_{t-s}(x-y) \left( \int_0^s \int_R^R |FG_{s-r}(\xi)|^2 |\xi|^2(1-2H) d\xi dr \right) dr ds,
$$

which is uniformly bounded in $(t, x)$ by Lemma 3.1 with $\alpha = 2(1 - 2H)$.

As far as $A_1$ is concerned, applying again Minkowski’s inequality for integrals, we have:

$$A_1 \leq \int_0^t \int_R^R dy \int_R^R dz \frac{G_{t-s}(x-y)^2}{|z|^{2-2H}} \left( \int_0^s \int_R^R dv \bar{d}v \left( E[\sigma(u^n(r, \bar{v})) - \sigma(u^n(r, \bar{v}^*))]^p \right)^{2/p} \right) \frac{[G_{s-r}(y + z - v) - G_{s-r}(y - v)]}{|v - \bar{v}|^{2-2H}} dr.
$$

Using the fact that $\sigma$ is Lipschitz and Fubini’s theorem,

$$A_1 \leq C \int_0^t \int_R^R dr \int_0^s dr \int_R^R dz \int_0^s dr \bar{d}v \left( E[u^n(r, v) - u^n(r, \bar{v})]^p \right)^{2/p} \frac{[G_{s-r}(y + z - v) - G_{s-r}(y - v)]}{|v - \bar{v}|^{2-2H}} dr.
$$

Observe that, doing the change of variables $\bar{y} = y - v$,

$$\int_R^R dz \int_0^s dr \frac{G_{t-s}(x-y)^2}{|z|^{2-2H}} |G_{s-r}(y + z - v) - G_{s-r}(y - v)|^2 = \int_R^R dz \int_R^R d\bar{y} \frac{G_{t-s}(x-\bar{y} - v)^2}{|z|^{2-2H}} |G_{s-r}(\bar{y} + z) - G_{s-r}(\bar{y})|^2.
$$
Hence, again by Fubini theorem,

\[
A_1 \leq C \int_0^t ds \int_0^s dr \int_R dy \int_R dy \frac{|G_{s-r} (\bar{y} + z) - G_{s-r} (\bar{y})|^2}{|z|^{2-2H}} \\
\times \left( \int_R dv \int_R d\bar{v} G_{t-s} (x - \bar{y} - \bar{v})^2 \frac{|E[u^n (r, v) - u^n (r, \bar{v})]|^{2/p}}{|v - \bar{v}|^{2-2H}} \right) \\
= \int_0^t ds \int_0^s dr \int_R dy \int_R dy \frac{|G_r (\bar{y} + z) - G_r (\bar{y})|^2}{|z|^{2-2H}} \\
\times \left( \int_R dv \int_R d\bar{v} G_{t-s} (x - \bar{y} - \bar{v})^2 \frac{|E[u^n (s - r, v) - u^n (s - r, \bar{v})]|^{2/p}}{|v - \bar{v}|^{2-2H}} \right),
\]

where in the last equality we have done the change of variable \( \bar{r} = s - r \). By applying Fubini’s theorem one more time, this last term is equal to

\[
\int_0^t dr \int_R dy \int_R dy \frac{|G_r (\bar{y} + z) - G_r (\bar{y})|^2}{|z|^{2-2H}} \\
\times \left( \int_0^r ds \int_R dv \int_R d\bar{v} G_{t-s} (x - \bar{y} - \bar{v})^2 \frac{|E[u^n (s - \bar{r}, v) - u^n (s - \bar{r}, \bar{v})]|^{2/p}}{|v - \bar{v}|^{2-2H}} \right).
\]

Performing now the change of variables \( \bar{s} = s - \bar{r} \), we can write

\[
A_1 \leq C \int_0^t dr \int_R dy \int_R dy \frac{|G_r (\bar{y} + z) - G_r (\bar{y})|^2}{|z|^{2-2H}} \\
\times \left( \int_0^{t-r} ds \int_R dv \int_R d\bar{v} G_{t-r-s} (x - \bar{y} - \bar{v})^2 \frac{|E[u^n (\bar{s}, v) - u^n (\bar{s}, \bar{v})]|^{2/p}}{|v - \bar{v}|^{2-2H}} \right) \\
\leq C \sup_{(\nu, w) \in [0, T] \times R} \left\{ \int_0^t ds \int_R dv \int_R d\bar{v} G_{t-s} (w - v)^2 \frac{|E[u^n (\bar{s}, v) - u^n (\bar{s}, \bar{v})]|^{2/p}}{|v - \bar{v}|^{2-2H}} \right\} \\
\times \int_0^t dr \int_R dy \int_R dy \frac{|G_r (\bar{y} + z) - G_r (\bar{y})|^2}{|z|^{2-2H}}.
\]

By the induction hypothesis (the third condition in (P)), the supremum appearing in the last term above is finite. The remaining integral is

\[
\int_0^t dr \int_R dy \int_R dy \frac{|G_r (\bar{y} + z) - G_r (\bar{y})|^2}{|z|^{2-2H}} = \frac{c_H}{C_H} \int_0^t dr \int_{\mathbb{R}} |FG_r (\zeta)|^2 \xi^{-1-2H} \, d\xi,
\]

(by Proposition 2.8), and this is uniformly bounded in \( t \in [0, T] \), by Lemma 3.1. This concludes the proof of (3.10).

**Step 4**. This final step is devoted to prove that property (Q) hold for \( u^{n+1} \).

We consider first the space increments of \( u^{n+1} \). By definition (3.6) of \( u^{n+1} \) and Theorem 2.9, we see that

\[
E[u^{n+1} (t, x + h) - u^{n+1} (t, x)]^2 \leq C (I_0 + I_1 + I_2),
\]

where
where $I_0 = |w(t,x+h) - w(t,x)|^2$,

\[ I_1 = E \int_0^t \int \frac{|G_{t-s}(x+h-y) - G_{t-s}(x-y)|^2 |\sigma(u^n(s,y)) - \sigma(u^n(s,z))|^2}{|y-z|^{2-2H}} \, dy \, dz \, ds \]

\[ I_2 = E \int_0^t \int \frac{|u^n(s,z)|^2}{|y-z|^{2-2H}} |(G_{t-s}(x+h-y) - G_{t-s}(x-y)) - (G_{t-s}(x+h-z) - G_{t-s}(x-z))|^2 \, dy \, dz \, ds. \]

We have already proved that $I_0 \leq C|h|^{2H}$. Let us treat $I_1$. Since $\sigma$ is Lipschitz,\n
\[ I_1 \leq CE \int_0^t \int |G_{t-s}(x+h-y) - G_{t-s}(x-y)|^2 \left( \int \frac{|u^n(s,y+z) - u^n(s,y)|^2}{|z|^{2H}} \, dz \right) \, dy \, ds \]

\[ = C[I'_1 + I''_1], \]

where $I'_1$ and $I''_1$ denote the integrals corresponding to the regions $\{|z| > 1\}$, respectively $\{|z| \leq 1\}$. Since $\int_{\{|z|>1\}} |z|^{2H-2} \, dz$ is finite, we have

\[ I'_1 \leq C \sup_{(t,x) \in [0,T] \times \mathbb{R}} E|u^n(t,x)|^2 \int_0^t \int |G_{t-s}(x+h-y) - G_{t-s}(x-y)|^2 \, dy \, ds \]

\[ = C \sup_{(t,x) \in [0,T] \times \mathbb{R}} E|u^n(t,x)|^2 \int_0^t \int \left| 1 - e^{-i\xi h} \right|^2 |FG_s(\xi)|^2 \, d\xi \, ds \]

\[ = C \sup_{(t,x) \in [0,T] \times \mathbb{R}} E|u^n(t,x)|^2 \int_0^t \int \left( 1 - \cos(\xi h) \right) |FG_s(\xi)|^2 \, d\xi \, ds, \]

using Plancherel’s theorem for the first equality above. Using Lemma 3.4 (with $\alpha = 0$), we obtain that

\[ I'_1 \leq C|h| \sup_{(t,x) \in [0,T] \times \mathbb{R}} E|u^n(t,x)|^2. \]

For $I''_1$, we use the induction hypothesis (the first condition in (Q)), to infer that $E|u^n(s,y+z) - u^n(s,y)|^2 \leq C_n |z|^{2H}$. Since $\int_{\{|z| \leq 1\}} |z|^{4H-2} \, dz$ is finite,

\[ I''_1 \leq C C_n \int_0^t \int |G_{t-s}(x+y+h) - G_{t-s}(x+y)|^2 \, dy \, ds \leq C C_n |h|. \]

Let us now treat the term $I_2$. Using the fact that $\sigma$ is Lipschitz and Proposition 2.8,

\[ I_2 \leq C \left( 1 + \sup_{(t,x)} E|u^n(t,x)|^2 \right) \int_0^t \int \left| 1 - e^{-i\xi h} \right|^2 |FG_{t-s}(\xi)|^2 \, |\xi|^{-1+2H} \, d\xi \, ds \]

\[ = C \left( 1 + \sup_{(t,x)} E|u^n(t,x)|^2 \right) \int_0^t \int \left( 1 - \cos(\xi h) \right) |FG_{t-s}(\xi)|^2 \, |\xi|^{-1+2H} \, d\xi \, ds. \]

Using Lemma 3.4 (with $\alpha = 1 - 2H$), we obtain that

\[ I_2 \leq C \left( 1 + \sup_{(t,x)} E|u^n(t,x)|^2 \right) |h|^{2H}. \]

This concludes the proof for the space increments of $u^{n+1}$.

We consider now the time increments of $u^{n+1}$. We assume that $h > 0$. The case $h < 0$ is similar. By (3.6) and Theorem 2.9, for any $t < T - h$,

\[ E|u^{n+1}(t+h,x) - u^{n+1}(t,x)|^2 \leq C(J_0 + J_1 + J_2), \]
where \( J_0 = |w(t+h, x) - w(t,x)|^2 \),

\[
J_1 = E \int_0^{t+h} \int_{\mathbb{R}^2} \frac{|G_{t+h-s}(x-y)\sigma(u^n(s, y)) - G_{t+s-s}(x-z)\sigma(u^n(s, z))|^2}{|y-z|^{2-2H}} \, dy \, dz \, ds
\]

\[
J_2 = E \int_0^t \int_{\mathbb{R}^2} |(G_{t+h-s}(x-y) - G_{t-s-s}(x-y))\sigma(u^n(s, y)) - (G_{t+h-s}(x-z) - G_{t+s-s}(x-z))\sigma(u^n(s, z))|^2 |y-z|^{2H-2} \, dy \, dz \, ds.
\]

It was shown above that \( J_0 \leq C|h|^{2H} \) (the case \( n = 0 \)). As far as \( J_1 \) is concerned, adding and subtracting \( G_{t+h-s}(x-y)\sigma(u^n(s, z)) \), we see that \( J_1 \leq 2(J_{11} + J_{12}) \), where

\[
J_{11} = E \int_0^{t+h} \int_{\mathbb{R}^2} G^2_{t+h-s}(x-y) \left( \frac{|\sigma(u^n(s, y) - \sigma(u^n(s, z))|^2}{|y-z|^{2-2H}} \right) \, dy \, dz \, ds
\]

\[
J_{12} = E \int_0^{t+h} \int_{\mathbb{R}^2} |\sigma(u^n(s, y))|^2 \frac{|G_{t+h-s}(x-y) - G_{t+s-s}(x-z)|^2}{|y-z|^{2-2H}} \, dy \, dz \, ds.
\]

Since \( \sigma \) is Lipschitz, \( J_{11} \) is smaller than a constant times

\[
E \int_t^{t+h} \int_{\mathbb{R}^2} G^2_{t+h-s}(x-y) \left( \int_{\mathbb{R}} \frac{|u^n(s, y + z) - u^n(s, y)|^2}{|z|^{2-2H}} \, dz \right) \, dy \, ds,
\]

which can be written \( J'_{11} + J''_{11} \), where \( J'_{11} \) and \( J''_{11} \) are the integrals corresponding to the regions \( \{|z| > 1\} \), respectively \( \{|z| \leq 1\} \). Since \( H < 1/2 \), the integral \( \int_{\{|z| > 1\}} |z|^{2H-2} \, dz \) is finite, and hence

\[
J'_{11} \leq C \sup_{(t,x)} E[u^n(t, x)]^2 \int_t^{t+h} \int_{\mathbb{R}} G^2_{t+h-s}(x-y) \, dy \, ds = C \sup_{(t,x)} E[u^n(t, x)]^2 \int_0^{h} \int_{\mathbb{R}} G^2_{s}(y) \, dy \, ds.
\]

The last integral is equal to \( Ch^2 \) for the wave equation, respectively \( Ch^{1/2} \) for the heat equation (see (3.5)). For \( J''_{11} \), we use the induction hypothesis (the first condition in (Q)). Since \( H > 1/4 \), \( \int_{\{|z| \leq 1\}} |z|^{1H-2} \, dz \) is finite and

\[
J''_{11} \leq C \, \int_t^{t+h} \int_{\mathbb{R}} G^2_{t+h-s}(x-y) \, dy \, ds,
\]

which is the same integral as above. As for \( J_{12} \), since \( \sigma \) is Lipschitz,

\[
J_{12} \leq \left( 1 + \sup_{(t,x)} E[u^n(t, x)]^2 \right) \int_t^{t+h} \int_{\mathbb{R}^2} \frac{|G_{t+h-s}(x-y) - G_{t+s-s}(x-z)|^2}{|y-z|^{2-2H}} \, dy \, dz = C \left( 1 + \sup_{(t,x)} E[u^n(t, x)]^2 \right) \int_0^{h} \int_{\mathbb{R}} |FG_{s}(\xi)|^2 \, |\xi|^{1-2H} \, d\xi \, dr,
\]

using Proposition 2.8 (after the change of variables \( r = t + h - s \)). By applying Lemma 3.1 with \( \alpha = 1 - 2H \), we see that the last integral is equal to \( Ch^{2H+1} \) for the wave equation, and \( Ch^H \) for the heat equation.

We now treat \( J_2 \). As in the case of \( J_1 \), we add and subtract the mixed term \( (G_{t+h-s}(x-y) - G_{t-s}(x-y))\sigma(u^n(s, z)) \). Hence \( J_2 \leq 2(J_{21} + J_{22}) \), where

\[
J_{21} = E \int_0^{t} \int_{\mathbb{R}^2} |G_{t+h-s}(x-y) - G_{t-s}(x-y)|^2 \, dy \, dz \, ds
\]

\[
|\sigma(u^n(s, y)) - \sigma(u^n(s, z))|^2 |y-z|^{2H-2} \, dy \, dz \, ds
\]

\[
J_{22} = E \int_0^{t} \int_{\mathbb{R}^2} |\sigma(u^n(s, z))|^2 |(G_{t+h-s}(x-y) - G_{t-s}(x-y)) - (G_{t+h-s}(x-z) - G_{t-s}(x-z))|^2 |y-z|^{2H-2} \, dy \, dz \, ds.
\]
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These terms are treated similarly to $J_{11}$, respectively $J_{12}$. More precisely, $J_{21} \leq C(J''_{21} + J''_{21}^\alpha)$, where $J_{21}^\alpha$ and $J_{21}''$ are integrals corresponding to the regions $\{|z| > 1\}$, respectively $\{|z| \leq 1\}$. Similarly to $J_{11}$, we obtain that

$$J_{21}' \leq C \sup_{(t,x)} E[|u^n(t,x)|^2] \int_0^t \int_{\mathbb{R}} |G_{t+h-s}(x-y) - G_{t-s}(x-y)|^2 dy ds.$$  

By Plancherel’s theorem, the previous integral is equal to $(2\pi)^{-1}$ times

$$I := \int_0^t \int_{\mathbb{R}} |FG_{s+h}(\xi) - FG_s(\xi)|^2 d\xi ds.$$  

By applying Lemma 3.5 with $\alpha = 0$, we see that this integral is smaller than $C\theta h$ for the wave equation, respectively $Ch^{1/2}$ for the heat equation.

Similarly to $J_{11}''$, we have

$$J_{21}'' \leq CC_n \int_0^t \int_{\mathbb{R}} |G_{t+h-s}(x-y) - G_{t-s}(x-y)|^2 dy ds.$$  

As noted above, this last integral is bounded by $C\theta h$ for the wave equation, respectively $Ch^{1/2}$ for the heat equation.

As for $J_{22}$, similarly to the argument used for $J_{12}$, we have

$$J_{22} \leq C \left( 1 + \sup_{(t,x)} E[|u^n(t,x)|^2] \right) \int_0^t \int_{\mathbb{R}^2} |(G_{t+h-s}(x-z) - G_{t-s}(x-z)) - (G_{t+h-s}(x-y) - G_{t-s}(x-y))|^2 |y - z|^{2H-2} dy dz ds.$$  

By Proposition 2.8, the integral above is equal to a constant times

$$\int_0^t \int_{\mathbb{R}} |FG_{t+h-s}(\xi) - FG_{t-s}(\xi)|^2 |\xi|^{1-2H} d\xi ds.$$  

By applying Lemma 3.5 with $\alpha = 1 - 2H$, we see that this integral is smaller than $C\theta h^{2H}$ for the wave equation, respectively $Ch^{H}$ for the heat equation. This concludes the proof for the space increments of $u^{n+1}$. To summarize, we have proved that $u^{n+1}$ satisfies the property (Q) with $C_{n+1} = C(1 + K_n + C_n)$, where $K_n = \sup_{(t,x) \in [0,T]} E[|u^n(t,x)|^2]$.

Therefore, we can conclude the proof of Theorem 3.7.

### 3.3 Convergence of Picard iterations

In the preceding section, we have set up the Picard iteration scheme and proved that for any $n \geq 0$, $u^n$ is a well-defined process in the Banach space $X$ given by Definition 3.6. Here, we will prove that the sequence $(u^n)_{n \geq 0}$ converges in $X$ and the limit is the unique solution to equation (SWE) (or (SHE)). For this, we will assume that $\sigma$ satisfies condition (1.2). As noted in the Introduction, this is equivalent to saying that $\sigma$ is an affine function.

As usual, we will prove that $(u^n)_{n \geq 0}$ defines a Cauchy sequence in $X$. The main ingredient for the proof is the next result, which establishes a recurrence relation for the pair $(V_n, W_n)$, the latter being defined as follows. For any $n \geq 1$ and for any $t \in [0,T]$, we define

$$V_n(t) := \sup_{x \in \mathbb{R}} \left( \int_{\mathbb{R}} E[|u^n(t,x) - u^{n-1}(t,x)|^p] \right)^{2/p}$$

and

$$W_n(t) := \sup_{x \in \mathbb{R}} \int_0^t \int_{\mathbb{R}^2} \frac{|G_{t-s}(x-y) - G_{t-s}(x-z)|^2 |y - z|^{2H-2}}{2^{2H-2}} \times \left( \int_{\mathbb{R}} E[|u^n(s,z) - u^{n-1}(s,z)|^p] \right)^{2/p} dy dz ds.$$
Theorem 3.8. Assume that $\sigma$ is an affine function, i.e. $\sigma(x) = ax + b$ for some $a, b \in \mathbb{R}$. For any $n \geq 0$ and for any $t \in [0, T]$, we have

$$V_{n+1}(t) \leq \int_0^t V_n(s) J_1(t-s)ds + C W_n(t), \quad (3.11)$$

and

$$W_{n+1}(t) \leq \int_0^t V_n(s) J_2(t-s)ds + \int_0^t W_n(s) J_1(t-s)ds, \quad (3.12)$$

where $C = z_p^{p/2} C_H 2^{2(p-1)/p} a^2$, and $J_1$ and $J_2$ are some non-negative functions in $L^1([0, T])$.

Proof. As usual, we denote by $C$ a constant (depending on $p, H, T$ and $a$) which may be different from line to line. We split the proof in two parts: the first one will be devoted to prove (3.11), while in the second one we will show (3.12).

Step 1. We start by checking (3.11). By (3.6) and Theorem 2.9,

$$E|u^{n+1}(t, x) - u^n(t, x)|^p$$

$$= E \left[ \int_0^t \int_{\mathbb{R}^2} G_{t-s}(x-y) \{ \sigma(u^n(s, y)) - \sigma(u^{n-1}(s, y)) \} X(ds, dy) \right]^p$$

$$\leq CE \left( \int_0^t \int_{\mathbb{R}^2} |G_{t-s}(x-y) \{ \sigma(u^n(s, y)) - \sigma(u^{n-1}(s, y)) \} - G_{t-s}(x-z) \{ \sigma(u^n(s, z)) - \sigma(u^{n-1}(s, z)) \} |^2 |y-z|^{2H-2} dydzds \right)^{p/2}. $$

After adding and subtracting the term

$$G_{t-s}(x-y) \{ \sigma(u^n(s, z)) - \sigma(u^{n-1}(s, z)) \}$$

we see that

$$\left( E|u^{n+1}(t, x) - u^n(t, x)|^p \right)^{2/p} \leq C(A_1 + A_2),$$

where

$$A_1 = \left[ E \left( \int_0^t \int_{\mathbb{R}^2} G_{t-s}^2(x-y) |y-z|^{2H-2} \times |\sigma(u^n(s, y)) - \sigma(u^{n-1}(s, y)) - \sigma(u^n(s, z)) + \sigma(u^{n-1}(s, z))|^2 dydzds \right)^{p/2} \right]^{2/p},$$

$$A_2 = \left[ E \left( \int_0^t \int_{\mathbb{R}^2} |G_{t-s}(x-y) - G_{t-s}(x-z)|^2 \times |\sigma(u^n(s, z)) - \sigma(u^{n-1}(s, z))|^2 |y-z|^{2H-2} dydzds \right)^{p/2} \right]^{2/p}. $$

As far as $A_1$ is concerned, applying (1.2) (with $C = a$) and Minkowski’s inequality for integrals, we obtain that

$$A_1 \leq a^2 W_n(t). \quad (3.13)$$

Regarding $A_2$, using the fact that $\sigma$ is Lipschitz (with Lipschitz constant $a$) and applying again Minkowski’s inequality for integrals, we have

$$A_2 \leq a^2 \int_0^t \int_{\mathbb{R}^2} |G_{t-s}(x-y) - G_{t-s}(x-z)|^2$$

$$\times \left( E|u^n(s, z) - u^{n-1}(s, z)|^p \right)^{2/p} |y-z|^{2H-2} dydzds$$

$$\leq a^2 \int_0^t V_n(s) \int_{\mathbb{R}^2} |G_{t-s}(x-y) - G_{t-s}(x-z)|^2 |y-z|^{2H-2} dydzds$$

$$= \int_0^t V_n(s) J_1(t-s)ds. \quad (3.14)$$
We now apply several times Fubini’s theorem, together with the following changes of variables:

\[ J_t := a^2 \int_{\mathbb{R}^2} |G_t(y) - G_t(z)|^2 |y - z|^{2H-2} dy dz = C \int_{\mathbb{R}} |\mathcal{F}G_t(\xi)|^2 |\xi|^{-2H} d\xi, \quad (3.15) \]

by Proposition 2.8. By (3.3) and (3.4), \( J_t = Ct^{2H} \) for the wave equation and \( J_t = Ct^{H-1} \) for the heat equation. In both cases, \( J_t \) is an integrable function on \([0, T]\). Since estimates (3.13) and (3.14) are uniform with respect to \( x \in \mathbb{R} \), putting them together one obtains that (3.11) holds.

**Step 2.** Let us now prove (3.12). For this, we first define, for any \( n \geq 1 \),

\[ m_n(r, v) := \sigma(u^n(r, v)) - \sigma(u^{n-1}(r, v)), \quad (r, v) \in [0, T] \times \mathbb{R}. \]

Taking into account that \( W_{n+1}(t) \) can be written as

\[ W_{n+1}(t) = \sup_{x \in \mathbb{R}} \int_0^t \int_{\mathbb{R}^2} G_t(x-y) \frac{G_s(y-z)}{|z|^{2-2H}} \left( E|u^{n+1}(s, y + z) - u^n(s, y + z) - u^{n+1}(s, y) + u^n(s, y)|^p \right)^{1/p} dy dz ds, \]

we see that the latter integral is bounded (up to a constant) by

\[ \int_0^t \int_{\mathbb{R}^2} G_t^2(x-y) \left[ E \left( \int_0^t \int_{\mathbb{R}^2} |G_{s-r}(y + z - v) - G_{s-r}(y - v)|m_n(r, v) \right)^2 \int_{|v|^{2-2H}}^1 \frac{1}{|v|^{2-2H}} dv \right]^{1/p} dy dz ds. \]

This follows by Theorem 2.9, noting that (by (3.6))

\[ E|u^{n+1}(s, y + z) - u^n(s, y + z) - u^{n+1}(s, y) + u^n(s, y)|^p = E \left( \int_0^t \int_{\mathbb{R}} |G_{s-r}(y + z - v) - G_{s-r}(y - v)|m_n(r, v) X(dr, dv) \right)^p. \]

Adding and subtracting the term \( \{G_{s-r}(y + z - v) - G_{s-r}(y - v)\}m_n(r, v) \), we see that the integral (3.16) is bounded by \( 2(B_1 + B_2) \), where

\[ B_1 = \int_0^t ds \int_{\mathbb{R}} dy \int_{\mathbb{R}} dz \frac{G_t(x-y)}{|z|^{2-2H}} \left[ E \left( \int_{|v|^{2-2H}}^1 \frac{1}{|v|^{2-2H}} dv \right)^{1/p} \right] \left| m_n(r, v) - m_n(r, v) \right|^2 |v|^{2-2H} dv dr \]

\[ B_2 = \int_0^t ds \int_{\mathbb{R}} dy \int_{\mathbb{R}} dz \frac{G_t(x-y)}{|z|^{2-2H}} \left[ E \left( \int_{|v|^{2-2H}}^1 \frac{1}{|v|^{2-2H}} dv \right)^{1/p} \right] \left| (G_{s-r}(y + z - v) - G_{s-r}(y - v)) - (G_{s-r}(y + z - v) - G_{s-r}(y - v)) \right|^2 |v|^{2-2H} dv dr \]

To deal with the term \( B_1 \), we argue as we did for the term \( A_1 \) in the proof of Theorem 3.7. Indeed, by applying Minkowski’s inequality for integrals,

\[ B_1 \leq \int_0^t ds \int_{\mathbb{R}} dy \int_{\mathbb{R}} dz \frac{G_t(x-y)}{|z|^{2-2H}} \int_0^s \int_{\mathbb{R}} |G_{s-r}(y + z - v) - G_{s-r}(y - v)|^2 \left( E|m_n(r, v) - m_n(r, v)|^p \right)^{1/p} \frac{1}{|v|^{2-2H}} dv dr. \]

We now apply several times Fubini’s theorem, together with the following changes of variables:
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1. $\tilde{y} := y - v$ ($v$ fixed),
2. $\tilde{r} := s - r$ ($s$ fixed),
3. $\tilde{s} := s - \tilde{r}$ ($\tilde{r}$ fixed).

Using these techniques, we infer that

$$B_1 \leq C \int_0^t dt \int_{\mathbb{R}} dz \int_{\mathbb{R}} d\tilde{y} \frac{|G_r(\tilde{y} + z) - G_r(\tilde{y})|^2}{|z|^{2-2H}} \times \left( \int_0^{t-s} d\tilde{s} \int_{\mathbb{R}} dv \int_{\mathbb{R}} d\tilde{v} G_{t-r-s}(x - \tilde{y} - v)^2 \frac{(E|m_n(\tilde{s}, v) - m_n(\tilde{s}, \tilde{v})|^p)^{2/p}}{|v - \tilde{v}|^{2-2H}} \right).$$

Using the fact that $\sigma$ satisfies (1.2) and taking the supremum with respect to $x - \tilde{y}$ of the integral in the parenthesis above, we get

$$B_1 \leq C \int_0^t W_n(t - \tilde{r}) \int_{\mathbb{R}^2} \frac{|G_r(y + z) - G_r(\tilde{y})|^2}{|z|^{2-2H}} dy \tilde{y} dt.$$ 

Performing again another change of coordinates ($\tau := t - \tilde{r}$), and recalling definition (3.15) of $J_1$, we finally obtain that

$$B_1 \leq \int_0^t W_n(\tau)J_1(t - \tau)dt.$$  \hspace{1cm} (3.17)

Concerning the term $B_2$, analogous arguments as before yield

$$B_2 \leq \int_0^t ds \int_{\mathbb{R}} dy \int_{\mathbb{R}} dz \frac{|G_{t-s}(x - y)|^2}{|z|^{2-2H}} \int_0^s \int_{\mathbb{R}^2} dv \tilde{v} E|m_n(r, \tilde{v})|^p \times \left( \frac{|(G_{s-r}(y + z - v) - G_{s-r}(y - v)) - (G_{s-r}(y + z - \tilde{v}) - G_{s-r}(y - \tilde{v}))|^2}{|v - \tilde{v}|^{2-2H}} \right) \leq C \int_0^t ds \int_{\mathbb{R}} dy \int_{\mathbb{R}} dz \frac{|G_{t-s}(x - y)|^2}{|z|^{2-2H}} \int_0^s \int_{\mathbb{R}^2} dv \tilde{v} V_n(r) \times \left( \left| \frac{G_{s-r}(y + z - v) - G_{s-r}(y - v) - G_{s-r}(y + z - \tilde{v}) + G_{s-r}(y - \tilde{v})}{|v - \tilde{v}|^{2-2H}} \right|^2 \right).$$

By Proposition 2.8, the expression inside the parenthesis above is equal to

$$C \int_{\mathbb{R}} \left| 1 - e^{-t|x|} \right| \left| FG_{s-r}(\xi) \right|^2 |\xi|^{1-2H} d\xi.$$

We apply Fubini’s theorem and then Lemma D.2 to compute the $dz$ integral. We end up with

$$B_2 \leq C \int_0^t \int_{\mathbb{R}} G_{t-s}(x - y) \int_0^s V_n(r) \int_{\mathbb{R}^2} |FG_{s-r}(\xi)|^2 |\xi|^{2(1-2H)} d\xi dy ds.$$

Applying Fubini’s theorem one more time, we obtain

$$B_2 \leq \int_0^t V_n(r) \left[ \int_{\mathbb{R}} \int_{\mathbb{R}} G_{t-s}(x - y) \int_{\mathbb{R}^2} |FG_{s-r}(\xi)|^2 |\xi|^{2(1-2H)} d\xi dy ds \right] dr = \int_0^t V_n(r) \left[ \int_{\mathbb{R}} \int_{\mathbb{R}} G_{t-s}(z) \int_{\mathbb{R}^2} |FG_{s-r}(\xi)|^2 |\xi|^{2(1-2H)} d\xi dz ds \right] dr.$$

All that we need to check is that the latter expression inside the brackets can be written in the form $J_2(t - r)$, where $J_2 : [0, T] \to \mathbb{R}_+$ is an integrable function. This is precisely the statement in Lemma 3.3. Therefore,

$$B_2 \leq \int_0^t V_n(r)J_2(t - r)dt.$$  \hspace{1cm} (3.18)

Putting together (3.17) and (3.18), we conclude that (3.12) holds. \hfill \Box
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We are now ready to prove the main result of this section.

**Theorem 3.9.** The sequence $(u^n)_{n \geq 0}$ converges in $\mathcal{X}$ to a process $u$, which is $L^2(\Omega)$-continuous, and is the unique solution in $\mathcal{X}$ to equation (SWE) (or (SHE)).

**Proof.** We first show the existence of $u$. By Theorem 3.8, we have

$$M_n(t) = \sup_{x \in \mathbb{R}} \left\{ \left( \int_{0}^{t} \left( E[u^n(t,x) - u^{n-1}(t,x)]^p \right)^{2/p} \right) + \sup_{x \in \mathbb{R}} \left\{ \int_{0}^{t} \int_{\mathbb{R}^2} G_t^{2}(x,y)|y-z|^{2H-2} \times \left( E[u^n(s,y) - u^{n-1}(s,y) - u^n(s,z) + u^{n-1}(s,z)]^p \right)^{2/p} dy dz ds \right\} \right.$$

By Lemma 3.10 below,

$$\sum_{n \geq 0} \sup_{t \in [0, T]} M_n(t)^{1/2} < \infty.$$

This implies that $\sum_{n \geq 0} \|u^n - u^{n-1}\|_{\mathcal{X}} < \infty$ for $i = 1, 2$, and consequently, $\sum_{n \geq 0} \|u^n - u^{n-1}\|_{\mathcal{X}} < \infty$. Therefore, $(u^n)_n$ is Cauchy in $\mathcal{X}$. Therefore, there exists a process $u \in \mathcal{X}$ such that

$$\lim_{n \to \infty} \|u^n - u\|_{\mathcal{X}} = 0. \quad (3.19)$$

In particular, the sequence $\{u^n(t,x)\}_n$ converges to $u(t,x)$ in $L^2(\Omega)$ uniformly in $(t,x) \in [0, T] \times \mathbb{R}$. Since $u^n$ is $L^2(\Omega)$-continuous (by property (Q) in Theorem 3.7), the process $u$ is $L^2(\Omega)$-continuous. This process is also adapted and satisfies

$$\sup_{(t,x) \in [0, T] \times \mathbb{R}} \left( E[u(t,x)]^p \right)^{1/p} < \infty.$$

By an extension to random fields of Proposition 3.21 of [35], it follows that $u$ has a predictable modification (called also $\hat{u}$).

We now show that $u$ satisfies the integral equation (1.3). For this, we take the limit as $n \to \infty$ in the definition (3.6) of the Picard sequence $(u^n)_n$. On the left-hand side, $u^{n+1}(t,x) \to u(t,x)$ in $L^p(\Omega)$ by (3.19). The right-hand side of (3.6) converges in $L^p(\Omega)$ to the right-hand side of (1.3), since

$$E \left| \int_{0}^{t} \int_{\mathbb{R}} G_t^{-1}(x,y) \{\sigma(u^n(s,y)) - \sigma(u(s,y))\} X(ds,dy) \right|^p \to 0. \quad (3.20)$$

To see this, we note that by Theorem 2.9, the previous expectation is bounded by

$$CE \left( \int_{0}^{t} \int_{\mathbb{R}^2} \left| G_t^{-1}(x,y) \{\sigma(u^n(s,y)) - \sigma(u(s,y))\} \right| \right.$$

$$\times \left\{ \left| \sigma(u^n(s,y)) - \sigma(u(s,y)) \right| - \left| \sigma(u^n(s,z)) - \sigma(u(s,z)) \right| \right\}^{2} dy dz ds \right)^{p/2},$$

which is bounded by $C(A_1 + A_2)$, where

$$A_1 = E \left( \int_{0}^{t} \int_{\mathbb{R}^2} G_t^{2}(x,y)|y-z|^{2H-2} \times \left\{ \left| \sigma(u^n(s,y)) - \sigma(u(s,y)) \right| - \left| \sigma(u^n(s,z)) - \sigma(u(s,z)) \right| \right\}^{2} dy dz ds \right)^{p/2},$$

$$A_2 = E \left( \int_{0}^{t} \int_{\mathbb{R}^2} \frac{\left| G_t^{-1}(x,y) - G_t^{-1}(x-z) \right|^{2}}{|y-z|^{2-2H}} \left| \sigma(u^n(s,z)) - \sigma(u(s,z)) \right|^{2} dy dz ds \right)^{p/2}.$$
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Using Minkowski’s inequality and the fact that $\sigma$ satisfies (1.2), we see that $A_1 \leq C\|u^n - u\|_{X^2}$, which converges to 0 by (3.19). As for $A_2$, using similar arguments we obtain

$$A_2 \leq C \left( \sup_{(t,x)} E|u^n(t,x) - u(t,x)|^p \right)^{2/p} \times \left( \int_0^t \int_{\mathbb{R}^2} \frac{|G_{t-s}(x-y) - G_{t-s}(x-z)|^2}{|y-z|^{2+2H}} dydz \right) \frac{p}{2},$$

which also converges to 0 by (3.19). This concludes the proof of (3.20).

Finally, we prove the uniqueness of the solution in $X$. Assume that there exist two predictable processes $u$ and $v$ which both satisfy (1.3). We denote $d(t,x) = u(t,x) - v(t,x)$. For any $t \in [0,T]$, we define

$$V(t) := \sup_{x \in \mathbb{R}} E[d(t,x)]^2$$

$$W(t) := \sup_{x \in \mathbb{R}} \int_0^t \int_{\mathbb{R}^2} G_{t-s}(x-y) \frac{E[d(s,y) - d(s,z)]^2}{|y-z|^{2+2H}} dydz ds.$$

As in the proof of Theorem 3.8 (replacing $u^n$ by $u$ and $u^{n-1}$ by $v$, and taking $p = 2$), we have:

$$V(t) \leq \int_0^t V(s)J_1(t-s) + CW(t)$$

$$W(t) \leq \int_0^t V(s)J_2(t-s)ds + \int_0^t W(s)J_1(t-s)ds.$$

We denote $M(t) = V(t) + W(t)$. It follows that

$$M(t) \leq \int_0^t M(s)J(t-s)ds$$

where $J(t) = c(J_1(t) + J_2(t))$. By Lemma 15 of [10], $M(t) = 0$ for all $t \in [0,T]$. Hence $u(t,x) = v(t,x)$ a.s. for any $t \in [0,T], x \in \mathbb{R}$.  

Note that our main result Theorem 1.1 is an immediate consequence of the above Theorem 3.9.

### 3.4 An extension of Gronwall’s lemma

In this section, we state and prove an extension of Gronwall’s lemma, which was used in the proof of Theorem 3.9. This result can be viewed as a version of Lemma 15 in [10].

**Lemma 3.10.** Let $(f_n)_{n \geq 0}$ be a sequence of non-negative functions on $[0,T]$, such that $M_0 = \sup_{t \in [0,T]} f_0(t) < \infty$ and $M_1 = \sup_{t \in [0,T]} f_1(t) < \infty$. Let $M = M_0 + M_1$. Assume that for any $n \geq 2$ and for any $t \in [0,T]$,

$$f_n(t) \leq \int_0^t \left( f_{n-1}(s) + f_{n-2}(s) \right) g(t-s) ds,$$

where $g : [0,T] \to \mathbb{R}_+$ is an integrable function. Then, there exists a sequence $(a_n)_{n \geq 1}$ of positive numbers such that $\sum_{n \geq 0} a_n^{1/p} < \infty$ for any $p > 0$, and

$$\sup_{t \in [0,T]} f_n(t) \leq Ma_n \quad \text{for all } n \geq 0. \quad (3.22)$$

In particular, $\sum_{n \geq 0} \sup_{t \in [0,T]} f_n(t)^{1/p} < \infty$ for any $p > 0$.  

---
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Proof. The argument is similar to the one used in the proof of Lemma 15 of [10]. Set $G(t) = \int_{0}^{t} g(s) \, ds$. We assume that $G(T) > 0$. (The case $G(T) = 0$ is trivial.) Let $X_i, (X_n)_{n \geq 1}$ be independent identically distributed random variables with values in $[0, T]$ and density $g(s)/G(T), s \in [0, T]$, defined on the same probability space $(\Omega, \mathcal{F}, P)$. We denote $S_n = \sum_{i=1}^{n} X_i$.

Let $K = \max \{ G(T), 1 \}$. Applying (3.21) with $n = 2$, we have:

$$f_2(t) \leq \int_{0}^{t} \left( f_1(t-s) + f_0(t-s) \right) g(s) \, ds$$

$$= G(T) E \left( 1_{\{X_1 \leq t\}} \left( f_1(t - X_1) + f_0(t - X_1) \right) \right)$$

$$\leq 2M K E(1_{\{X_1 \leq t\}}).$$

(3.23)

For $n = 3$, we obtain

$$f_3(t) \leq \int_{0}^{t} \left( f_2(t-s) + f_1(t-s) \right) g(s) \, ds$$

$$= G(T) \int_{0}^{t} 1_{\{X(\omega) \leq t\}} \left( f_2(t - X(\omega)) + f_1(t - X(\omega)) \right) P(d\omega)$$

$$\leq G(T) \int_{0}^{t} 1_{\{X(\omega) \leq t\}} \left[ G(T) \int_{0}^{t} 1_{\{X_1(\omega_1) \leq t - X(\omega)\}} \left( f_1(t - X(\omega) - X_1(\omega_1)) + f_0(t - X(\omega) - X_1(\omega_1)) \right) P(d\omega_1) + f_1(t - X(\omega)) \right] P(d\omega)$$

$$\leq G(T) \int_{0}^{t} 1_{\{X(\omega) \leq t\}} \left[ 2M G(T) \int_{0}^{t} 1_{\{X_1(\omega_1) \leq t - X(\omega)\}} P(d\omega_1) + M \right] P(d\omega)$$

$$\leq 2M G(T)^2 E(1_{\{X_1 + X_2 \leq t\}}) + M G(T) E(1_{\{X_1 \leq t\}})$$

$$\leq 3MK^2 E(1_{\{X_1 \leq t\}}),$$

where we used (3.23) for the second inequality above. We denote

$$k_n = \left\lfloor \frac{n}{2} \right\rfloor,$$

where $\lfloor x \rfloor$ is the integer $k$ such that $k \leq x < k + 1$.

Next we show that, for any $n \geq 2$, and for any $t \in [0, T]$, we have

$$f_n(t) \leq M b_{n+1} K^{n-1} P(S_{k_n} \leq t),$$

(3.24)

where $b_n$ is the $n$-th term of Fibonacci sequence with $b_1 = b_2 = 1$. The proof of (3.24) follows by induction. We have already seen that it holds for $n = 2$ and $n = 3$. Suppose that (3.24) holds up to some $n$. We prove it for $n + 1$. We must distinguish two cases: $n$ is odd and $n$ is even.

First, assume that $n$ is odd. Say $n = 2m + 1$ for some positive integer $m$. Then $k_n = k_{n-1} = m$ and $k_{n+1} = k_n + 1 = m + 1$. Thus,

$$f_{n+1}(t) \leq \int_{0}^{t} \left( f_n(t-s) + f_{n-1}(t-s) \right) g(s) \, ds$$

$$= G(T) \int_{0}^{t} 1_{\{X(\omega) \leq t\}} \left( f_n(t - X(\omega)) + f_{n-1}(t - X(\omega)) \right) P(d\omega)$$

$$\leq G(T) \int_{0}^{t} 1_{\{X(\omega) \leq t\}} \left( Mb_{n+1} K^{n-1} E(1_{S_{k_n} \leq t - X(\omega)}) + Mb_{n} K^{n-2} E(1_{S_{k_{n-1}} \leq t - X(\omega)}) \right) P(d\omega),$$
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using the induction hypothesis for the last inequality. Using the fact that \( k_{n-1} = k_n \) and the recurrence relation of Fibonacci numbers:

\[
b_{n+2} = b_{n+1} + b_n,
\]

we obtain that the right-hand side of the last inequality is bounded by

\[
G(T)Mb_{n+2}K^{n-1}\int_{\Omega}1_{\{X(\omega) \leq t\}}E[1\{S_k \leq t - X(\omega)\}]P(d\omega)
\]

\[
= G(T)Mb_{n+2}K^{n-1}\int_{\Omega}1_{\{X(\omega) \leq t\}}\int_{\Omega}1_{\{S_m \leq t - X(\omega)\}}P(d\omega_2)P(d\omega_1)
\]

\[
\leq Mb_{n+2}K^n P(S_m + 1 \leq t) = Mb_{n+2}K^n P(S_{k_n+1} \leq t).
\]

Suppose now that \( n \) is even. Say \( n = 2m \) for a positive integer \( m \). Then \( k_n = k_{n+1} = m \) and \( k_{n-1} = k_n - 1 = m - 1 \). Using again the induction hypothesis, we have

\[
f_{n+1}(t) \leq G(T)\int_{\Omega}1_{\{X(\omega) \leq t\}}(f_n(t - X(\omega)) + f_{n-1}(t - X(\omega)))P(d\omega)
\]

\[
\leq G(T)\int_{\Omega}1_{\{X(\omega) \leq t\}}(Mb_{n+1}K^{n-1}E(1\{S_k \leq t - X(\omega)\}) +
\]

\[
Mb_{n}K^{n-2}E(1\{S_{k_n-1} \leq t - X(\omega)\}))P(d\omega)
\]

\[
\leq Mb_{n+1}K^n P(S_k \leq t) +
\]

\[
Mb_{n}K^{n-1}\int_{\Omega}1_{\{X(\omega) \leq t\}}\int_{\Omega}1_{\{S_m \leq t - X(\omega)\}}P(d\omega_2)P(d\omega_1)
\]

\[
\leq Mb_{n+1}K^n P(S_k \leq t) + Mb_n K^{n-1} P(S_m \leq t)
\]

\[
\leq (b_{n+1} + b_n)K^n P(S_k \leq t) = Mb_{n+2}K^n P(S_{k_n+1} \leq t).
\]

This finishes the proof of (3.24).

From (3.24) we infer that (3.22) holds with \( a_0 = a_1 = 1 \) and

\[
a_n = b_{n+1}K^{n-1} P(S_k \leq T) \quad \text{for} \quad n \geq 2.
\]

The fact that \( \sum_{n \geq 0} a_n^{1/p} < \infty \) for any \( p > 0 \) follows since

\[
b_n = \frac{1}{\sqrt{5}} \left[ \left( \frac{1 + \sqrt{5}}{2} \right)^n - \left( \frac{1 - \sqrt{5}}{2} \right)^n \right]
\]

and we know that, by Lemma 17 of [10], for any \( a > 1 \) and for any \( p > 0 \),

\[
\sum_{n=1}^{\infty} a^{n/p} P(S_n \leq T)^{1/p} < \infty.
\]

\[\square\]

### A Peszat’s condition

In this section, we show that condition (1.6) fails when \( \mu \) is given by (1.7) with \( 0 < H < 1/2 \).

**Lemma A.1.** For any \( H < 1/2 \),

\[
\sup_{\eta \in \mathbb{R}} \int_{\mathbb{R}} \frac{1}{1 + |\xi - \eta|^2} |\xi|^{1-2H} d\xi = \infty.
\]
Proof. We have
\[
\sup_{\eta \in \mathbb{R}} \int_{\mathbb{R}} \frac{1}{1 + \xi^2} |\xi|^{1-2H} d\xi = \sup_{\eta \in \mathbb{R}} \int_{\mathbb{R}} \frac{1}{1 + |\xi|^{2}} |\xi + \eta|^{1-2H} d\xi \\
\geq \sup_{\eta \geq 0} \int_{0}^{\infty} \frac{1}{1 + |\xi|^{2}} (\xi + \eta)^{1-2H} d\xi = \lim_{\eta \to \infty} \int_{0}^{\infty} \frac{1}{1 + |\xi|^{2}} (\xi + \eta)^{1-2H} d\xi,
\]

since the last integral is an increasing function of \(\eta\). The conclusion follows by the monotone convergence theorem, since \(\lim_{\eta \to \infty} (\xi + \eta)^{1-2H} = \infty\). \(\square\)

B Martingale Measure

The following definition was introduced in [42] for real-valued processes. Here we extend it to complex-valued processes.

**Definition B.1.** A complex-valued process \(\{M_t(A); t \geq 0, A \in B_b(\mathbb{R})\}\) is a martingale measure with respect to a filtration \(\{\mathcal{F}_t\}_{t \geq 0}\) if

(a) for any \(A \in B_b(\mathbb{R})\), \(\{M_t(A)\}_{t \geq 0}\) is a square-integrable complex-valued martingale with respect to \(\{\mathcal{F}_t\}_{t \geq 0}\), with \(M_0(A) = 0\) a.s.;

(b) for any \(t > 0\), \(\{M_t(A); A \in B_b(\mathbb{R})\}\) is a \(\sigma\)-finite \(L^2(\Omega)\)-valued signed measure, in the sense that it satisfies the following two properties:

(b1) \(M_t(A \cup B) = M_t(A) + M_t(B)\) a.s. for any disjoint sets \(A, B \in B_b(\mathbb{R})\);

(b2) there exists a sequence \(\{E_k\}_k \subset B_b(\mathbb{R})\) with \(E_k \subset E_{k+1}\) for all \(k\) and \(\cup_k E_k = R\), such that for any \(k\), \(\sup_{A \in B_k} E[M_t(A)]^2 < \infty\) and \(E[M_t(A_n)]^2 \to 0\) for any sequence \(\{A_n\}_n \subset B_k\) with \(A_n \downarrow 0\), where \(B_k = \{B \in B(\mathbb{R}); B \subset E_k\}\).

**Lemma B.2.** The process \(M = \{M_t(A); t \geq 0, A \in B_b(\mathbb{R})\}\) defined by (2.2) is a complex-valued martingale measure with respect to \(\{\mathcal{F}_t\}_{t \geq 0}\) with covariation

\[\langle M(A), M(B) \rangle_t = t\mu(A \cap B).\]

**Proof.** By approximation with simple functions, we can define the integral \(|\varphi| \mathcal{M}\) := \(\int_{\mathbb{R}} \varphi(\tau, \xi) \mathcal{M}(d\tau, d\xi)\) as an element in \(L^2(\Omega)\), for any \(\varphi \in L^2(\mathbb{R}^2, \Pi)\). This integral has the property that for any \(\varphi, \psi \in L^2(\mathbb{R}^2, \Pi)\),

\[E[\mathcal{M}(\varphi) \mathcal{M}(\psi)] = \frac{1}{2\pi} \int_{\mathbb{R}^2} \varphi(\tau, \xi)\overline{\psi(\tau, \xi)} d\tau \mu(d\xi).
\]

Therefore, for any \(s < t\) and \(A \in B_b(\mathbb{R})\), \(M_t(A) - M_s(A) = \mathcal{M}(\mathcal{F}_{[s,t]} \cdot 1_A)\) is orthogonal to \(X_u(\varphi) = \mathcal{M}(\mathcal{F}_{[0,u]} \cdot \overline{\varphi})\), for any \(u < s\) and \(\varphi \in \mathcal{D}(\mathbb{R})\). Since \(\{\mathcal{M}(\varphi); \varphi \in L^2(\mathbb{R}^2, \Pi)\}\) is a Gaussian process, it follows that \(M_t(A) - M_s(A)\) is independent of \(\mathcal{F}_s\). In addition, \(E[M_t(A)] = 0\) for any \(t > 0\). Hence, \(\{M_t(A)\}_{t \geq 0}\) is a martingale with respect to \(\{\mathcal{F}_t\}_{t \geq 0}\). This proves that \(M\) satisfies property (a). Property (b) follows immediately from (2.4). The statement about the covariation follows from Proposition 4.1 of [6]. \(\square\)

C A Borel set \(A\) for which \(\int_{\mathbb{R}} |\mathcal{F} 1_A(\xi)|^2 \mu(d\xi) = +\infty\)

Let \(\mu(d\xi) = c_H|\xi|^{1-2H}d\xi\) with \(H \in (0, \frac{1}{2})\), where the constant \(c_H\) is given in (1.8). We construct a bounded Borel set \(A\) in \(\mathbb{R}\) such that \(\int_{\mathbb{R}} |\mathcal{F} 1_A(\xi)|^2 \mu(d\xi) = +\infty\). By Proposition 2.8, this is equivalent to prove that

\[\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|1_A(x) - 1_A(y)|^2}{|x-y|^{2-2H}} dxdy = +\infty.
\]

First, note that we have, for any \(a < b < c\) satisfying \(b - a = c - b\),

\[\int_{a}^{b} \int_{b}^{c} |x-y|^{2H-2}dxdy = B_H (b-a)^{2H}, \quad (C.1)
\]
where $B_H = (1 - 2^{2H-1})/(H(1 - 2H))$ is a positive constant.

Let $\beta := \frac{2}{2H}$ and define the Borel set
\[
A := \bigcup_{k=1}^{\infty} [a_k, b_k],
\]
where $a_k$ and $b_k$ are defined recursively as follows: set $a_1 := 0$ and $b_1 := 1$, and then define, for all $k \geq 2$,
\[
a_k := b_{k-1} + \frac{1}{(k-1)^{\beta}}, \quad b_k := a_k + \frac{1}{k^{\beta}}.
\]

Observe that $b_k - a_k = a_{k+1} - b_k = k^{-\beta}$, for all $k \geq 1$. Moreover, $A$ is bounded. To see this, note that by induction, for any $k \geq 2$,
\[
a_k = 2 + 2 \sum_{j=1}^{k-1} \frac{1}{j^{\beta}} \quad \text{and} \quad b_k = 2 + 2 \sum_{j=1}^{k-1} \frac{1}{j^{\beta}} + \frac{1}{k^{\beta}},
\]
and hence both sequences $(a_k)_k$ and $(b_k)_k$ are bounded by $2(1+a)$ where $a := \sum_k k^{-\beta} < \infty$.

Finally, note that, $\bigcup_{k \geq 1} (b_k, a_{k+1}) \subset A^c := \mathbb{R} \setminus A$. Then, we have that
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|1_A(x) - 1_A(y)|^2}{|x-y|^{2-2H}} \, dx \, dy = 2 \int_{\mathbb{R}} \int_{A^c} |x-y|^{2H-2} \, dx \, dy = 2 \sum_{k=1}^{\infty} a_k \left( \int_{A^c} |x-y|^{2H-2} \, dx \right) \, dy \geq 2 \sum_{k=1}^{\infty} a_k \left( \sum_{l=1}^{a_{k+1}} \int_{b_l}^{b_k} |x-y|^{2H-2} \, dx \right) \, dy \geq 2 \sum_{k=1}^{\infty} a_k \int_{a_k}^{a_{k+1}} |x-y|^{2H-2} \, dx \, dy = 2B_H \sum_{k=1}^{\infty} (b_k - a_k)^{2H} = 2B_H \sum_{k=1}^{\infty} \frac{1}{k} = +\infty,
\]
using (C.1) for the second-last equality above. Hence, we obtain $\int_{\mathbb{R}} |1_A(\xi)|^2 \, d\mu(\xi) = +\infty$.

D Some auxiliary results

**Lemma D.1.** The integral $\int_0^{\infty} (1 - \cos x)x^{-\alpha-1} \, dx =: c_\alpha$ converges if and only if $\alpha \in (0,2)$. In this case,
\[
c_\alpha = \begin{cases} 
-\alpha^{-1}\Gamma(1-\alpha)\cos(\pi\alpha/2) & \text{if } \alpha \in (0,1) \\
-\alpha^{-1}(\alpha-1)^{-1}\Gamma(2-\alpha)\cos(\pi\alpha/2) & \text{if } \alpha \in (1,2) \\
\pi/2 & \text{if } \alpha = 1.
\end{cases}
\]

For any $\alpha \in (0,2)$ and for any $\xi > 0$, we have
\[
\int_0^{\infty} \frac{1 - \cos(\xi x)}{x^{\alpha+1}} \, dx = c_\alpha \xi^\alpha. \tag{D.1}
\]

**Proof.** To see that the integral converges if $\alpha \in (0,2)$, we use the fact that $1 - \cos x \leq x^2/2$ when $|x| \leq 1$, and $1 - \cos x \leq 2$ when $|x| > 1$.

For the other implication, note that $\sin^2 r \geq r^2 \sin^2 1$ for any $r \in [0,1]$. Hence, for any $x \in [0,2]$, $1 - \cos x = 2 \sin^2 (x/2) \geq 2^{-1}(\sin^2 1)x^2$ and
\[
\int_0^{\infty} \frac{1 - \cos x}{x^{\alpha+1}} \, dx \geq 2^{-1}(\sin^2 1) \int_0^{2} x^{2-\alpha-1} \, dx \implies \text{that } \alpha < 2.
\]
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It remains to show that the integral diverges if $\alpha \leq 0$. In fact, applying a change of variables, we have

$$\int_0^\infty \frac{1 - \cos x}{x^{\alpha + 1}} dx = \frac{2}{\pi^\alpha} \int_0^\infty \frac{\sin^2(x\pi/2)}{x^{\alpha + 1}} dx.$$  

Now, observe that for some small $\varepsilon > 0$ we will have that

$$\int_0^\infty \frac{\sin^2(x\pi/2)}{x^{\alpha + 1}} dx \geq \sum_{n \geq 1 \text{ odd}} \int_{n-\varepsilon}^{n+\varepsilon} \frac{\sin^2(x\pi/2)}{x^{\alpha + 1}} dx \geq 2\varepsilon \sum_{n \geq 1 \text{ odd}} \frac{1}{(n+\varepsilon)^{\alpha + 1}},$$

and the latter series diverges whenever $\alpha \leq 0$. Here we used the fact that if $x \in (n-\varepsilon, n+\varepsilon)$ and $n$ is an odd integer, then $\sin^2(x\pi/2) \geq \sin^2(\pi(n+\varepsilon)/2) = \sin^2(\pi(1+\varepsilon)/2)$.

In order to deduce the explicit formulas for $c_\alpha$, we first integrate by parts, yielding

$$\int_0^\infty \frac{1 - \cos y}{y^{\alpha + 1}} dy = \frac{1}{\alpha} \int_0^\infty \frac{\sin y}{y^\alpha} dy.$$

By formula 3.761-4 of [21], we know that

$$\int_0^\infty \frac{x^{\mu - 1} \sin x}{x^{\alpha + 1}} dx = \frac{\pi}{2 \Gamma(1 - \mu) \cos(\mu \pi/2)}, \quad \text{for } \mu \in (0, 1). \quad (D.2)$$

If $\alpha \in (0, 1)$, using (D.2) with $\mu = 1 - \alpha$, we have

$$\int_0^\infty \frac{\sin y}{y^\alpha} dy = \frac{\pi}{2 \Gamma(1 - \alpha) \sin(\alpha \pi/2)} = \Gamma(1 - \alpha) \cos\left(\frac{\alpha \pi}{2}\right).$$

where for the second equality we used the identity:

$$\Gamma(\alpha) \Gamma(1 - \alpha) = \frac{\pi}{\sin(\alpha \pi)} \quad \text{for any } \alpha \in (0, 1)$$

(see formula (6.1.17) of [1]).

The calculation of $c_\alpha$ in the case $\alpha \in [1, 2)$ is given on pages 568-569 of [19].

Finally, relation (D.1) follows using the change of variables $y = \xi x$.

\textbf{Lemma D.2.} For any $0 < H < 1/2$ and $\xi \in \mathbb{R}$, we have:

$$\int_\mathbb{R} \frac{|1 - e^{-i\xi x}|^2}{|x|^{2-2H}} dx = |\xi|^{1-2H} \frac{2 \Gamma(2H + 1) \sin(\pi H)}{H(1 - 2H)}.$$  

\textbf{Proof.} Assume that $\xi > 0$. (The case $\xi < 0$ is similar.)

$$\int_\mathbb{R} \frac{|1 - e^{-i\xi x}|^2}{|x|^{2-2H}} dx = 4 \int_0^\infty \frac{1 - \cos(\xi x)}{x^{2-2H}} dx = \xi^{1-2H} \frac{4 \Gamma(2H)}{1 - 2H} \cos(\pi(1 - 2H)/2),$$

where for the second equality we used Lemma D.1 with $\alpha = 1 - 2H$. The conclusion follows since $\Gamma(2H + 1) = 2H \Gamma(H)$.

\textbf{References}


SPDEs with fractional noise with $H < \frac{1}{2}$


SPDEs with fractional noise with $H < \frac{1}{2}$


**Acknowledgments.** The authors would like to thank the Associate Editor and an anonymous referee for a careful reading of the manuscript. R.M.B. was supported by a grant from the Natural Sciences and Engineering Research Council of Canada. M.J. and L.Q-S. were supported by grants MCI-FEDER MTM2012-33937 and SGR 2014-SGR-422.