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Abstract

We consider the spreading dynamics of two nested invasion clusters on an infinite
tree. This model was defined as the chase-escape model by Kordzakhia and it admits
a limit process, the birth-and-assassination process, previously introduced by Aldous
and Krebs. On both models, we prove an asymptotic equivalent of the extinction
probability near criticality. In the subcritical regime, we give a tail bound on the total
progeny of the preys before extinction.
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1 Introduction

The chase-escape process is a stochastic predator-prey dynamics which was studied
by Kordzakhia [15] on a regular tree. In an earlier paper, Aldous and Krebs [4] had
introduced the birth-and-assassination (BA) process. The latter model can be seen as
a natural limit of the chase-escape model. In [8] the two models were merged into
the rumor scotching process. The original motivation of Aldous and Krebs was then to
analyze a scaling limit of a queueing process with blocking which appeared in database
processing, see Tsitsiklis, Papadimitriou and Humblet [24]. As pointed in [8], the BA
process is also the scaling limit of a rumor spreading model which is motivated by
network epidemics and dynamic data dissemination (see for example, [19], [5], [20]).

We may conveniently define the chase-escape processes as a SIR dynamics (see for
example [19] or [5] for some background on standard SIR dynamics). This process rep-
resents the dynamics of a rumor/epidemic spreading on the vertices of a graph along its
edges. A vertex may be unaware of the rumor/susceptible (S), aware of the rumor and
spreading it as true/infected (I), or aware of the rumor and trying to scotch it/recovered
(R).

We fix a locally finite connected graph G = (V,E). The chase-escape process is
described by a Markov process on X = {S,I, R}V. If {u,v} € E, we write u ~ v. For
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Predator-prey dynamics on infinite trees

v € V, we also define the X — X maps [, and R, by : for z = (zy)uecv, (Iu(2))u =
(Ry(x))y = zy, if u # v and (I,(z)), = I, (Ry(x)), = R. Let XA € (0, 1) be a fixed infection
intensity. We then define the Markov process with transition rates:

K(z,Iy(z)) = Al(z, =25) Z 1z, = 1),

K(vav(x)) = l(xv = I) Z 1(3771 - R)a
and all other transitions have rate 0. In words, a susceptible vertex is infected at rate A
by its infected neighbors, and an infected vertex is recovered at rate 1 by its recovered
neighbors. The absorbing states of this process are the states without /-vertices or with
only I vertices. In this paper, we are interested by the behavior of the process when at
time 0 there is a non-empty finite set of I and R-vertices.

In [15], this model was described as a predator-prey dynamics: each vertex may be
empty (S), occupied by a prey (I) or occupied by a predator (R). The preys spread on
unoccupied vertices and predators spread on vertices occupied by preys. If G is the Z<-
lattice and if there is no R-vertex, the process is the original Richardson’s model [21].
With R-vertices, this process is a variant of the two-species Richardson model with prey
and predators, see for example Haggstrom and Pemantle [12], Kordzakhia and Lalley
[16]. There is a growing cluster of (I)-vertices spreading over (S)-vertices and a nested
growing cluster of (R)-vertices spreading on (I)-vertices.

The chase-escape process differs from the classical SIR dynamics on the transition
from I to R: in the classical SIR dynamics, a I-vertex is recovered at rate 1 indepen-
dently of its neighborhood.

Chase-escape process on a tree If the graph G = T = (V, FE) is a rooted tree, the
process is much simpler to study. We denote by g the root of 7. For the range of initial
conditions of interest (non-empty finite set of / and R-vertices), there is no real loss of
generality to study the chase-escape process on the tree 7% obtained from 7' by adding
a particular vertex, say o, connected to the root of the tree. At time 0, vertex o is in
state R, the root g is in state I, while all other vertices are in state S (see figure 1). We
shall denote by X (t) € {S,I, R}V our Markov process on the tree T+. Under P), X is
the chase escape process on 7% with infection rate \.

o

\

Figure 1: The initial condition : the root is I, o is R, all other vertices are S.

We say that the Markov process X gets extinct if at some (random) time 7 < oo, there
is no I-particle. Otherwise the process is said to survive. We define the probability of
extinction as

qr(A) = PA(X gets extinct).
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Obviously, if T is finite then ¢r(\) = 1 for any A > 0. Before stating our results, we first
need to introduce some extra terminology.

There is a canonical way to represent the vertex set V as a subset of N/ = U° /IN¥
with N = gand N = {1,2---}. If £ > 1 and v € V is at distance k from the root, then
v = (i1,---,ix) € VN IN¥. The genitor of v is (iy,--- ,ir_1): it is the first vertex on the
path from v to the root g of length k. The offsprings of v are set of vertices who have
genitor v. They are indexed by (i1, - ,ig, 1), -+, (i1, , ik, ny), where n, is the number
of offsprings of v. The ancestors of v is the set of vertices (i1, - ,iy), 0 < £ < k — 1 with
the convention ¢y = . Similarly, the n-th generation offsprings of v are the vertices in
V N INF™ of the form (v, igy1, - ipin)-

Recall that the upper growth rate d € [1, c0] of a rooted infinite tree 7' is defined as

d = limsup |Vi| '/,

k—o0

where V;, = V NIN* is the set of vertices at distance k from the root and |- | denotes the
cardinal of a finite set. The lower growth rate is defined similarly with a lim inf. When
the lim inf and the lim sup coincide, this defines the growth rate of the tree.

For example, for integer d > 1, we define the d-ary tree as the tree where all vertices
have exactly d offsprings'. Obviously, the d-ary tree has growth rate d. More generally,
consider a realization T of a Galton-Watson tree with mean number of offsprings d €
(1,00). Then, the Seneta-Heyde Theorem [23, 14] implies that, conditioned on T infinite,
the growth rate of T' is a.s. equal to d. For background on random trees and branching
processes, we refer to [6, 22].

For integer n > 1, we define 7" as the rooted tree on V obtained from 7' by putting
an edge between all vertices and their n-th generation offsprings. For real d > 1, we
say that T is a lower d-ary if for any 1 < ¢ < d, there exist an integer n > 1 andv € V
such that the subtree of the descendants of v in 7*" contains a [§™]-ary tree. Note that
if T is lower d-ary then its lower growth rate is at least d. Also, if T" is the realization of
a Galton-Watson tree with mean number of offsprings d € (1, o) then, conditioned on T’
infinite, T is a.s. lower d-ary (for a proof see Lemma 5.5 in appendix).

The first result is an extension of [15, Theorem 1] where it is proved for d-ary trees.
It describes the phase transition of the event of survival.

Theorem 1.1. Letd > 1 and
A =2d—1-2/d(d—-1).

If0 < XA < A\ and the upper growth rate of T' is at most d, then qr(\) = 1. If \ > A\ and
T is lower d-ary, then 0 < qp(\) < 1.

Note that in the classical SIR dynamics, it is easy to check that the critical value of
Ais A=1/(d—1). Also, forany d > 1, A; < 1 and,

1
Al ~dtoo 1 (1.1)

The proof of Theorem 1.1 will follow a strategy parallel to [15, 4]. We employ tech-
niques akin to the study the infection process in the Richardson model. They will be
based on large deviation estimates on the probability that a single vertex is I at time ¢.

To our knowledge, there is no known closed form expression for the extinction prob-
ability ¢r(A\). Our next result determines an asymptotic equivalent for the probability
of survival for A close to A\;. Our method does not seem to work on the sole assumption

11t would be more proper to call this tree the complete infinite d-ary tree.
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that 7" has growth rate d > 1 and is lower d-ary. We shall assume that 7T is a realization
of a Galton-Watson tree with offspring distribution P and

d=> kP(k)> 1.
k=1

We consider the annealed probability of extinction:
q(\) = E'[qr()\)] = Py (X gets extinct),

where the expectation IE'(-) is with respect to the randomness of the tree and P (-) =
E' (P5(+)) is the probability measure with respect to the joint randomness of 7' and
X. Note that in the specific case d integer and P(d) = 1, T is the d-ary tree and the
measures P} and P, coincide.

Theorem 1.2. Assume further that the offspring distribution has finite second moment.
There exist constants cg,c; > 0 such that for all A1 < A < 1,

A-apm 1 A-apr 1
__ Qo __ Q=
cow’e 2@ <1 —g(N) < e 2@

with

w:\//\—/\l.

Note that the behavior depicted in Theorem 1.2 contrasts with the classical SIR
dynamics, where 1 — ¢(}\) is of order (A(d — 1) — 1)4. This result should however be
compared to similar results in the Brunet-Derrida model of branching random walk
killed below a linear barrier, see Gantert, Hu and Shi [11] and also Bérard and Gouéré
[7]. As in this last reference, our approach is purely analytic. We will first check that
q(A) is related to a second order non-linear differential equation. Then, we will rely on
comparisons with linear differential equations. A similar technique was already used
by Brunet and Derrida [9], and notably also in Mueller, Mytnik and Quastel [18, section
2].

A possible parallel with the Brunet-Derrida model of branching random walk killed
below a linear barrier is the following. Consider a branching random walk on Z started
from a single particle at site 0 where the particles may only move by one step on the
right. If we are only concerned by the extinction, we can think of this process as some
branching process without walks where a particle at site k gives birth to particles at
site k + 1. We can in turn represent this process by a growing random tree where the
set of vertices at depth k is the set of particles at site k. Hence (I)-vertices play the
role of the particles, the branching mechanism is the spreading of the (I)-vertices over
the (S)-vertices and the set of (R)-vertices is a randomly growing barrier which absorbs
the particles/(I)-vertices. Kortchemski [17] has recently built an explicit coupling of a
branching random walk with the chase-escape process on a tree.

In the case 0 < A < Aq, the process X stops a.s. evolving after some finite 7. We
define Z as the total progeny of the root, i.e. the total number of recovered vertices
(excluding the vertex o of TY) at time 7. It is the number of vertices which will have
been infected before the process reaches its absorbing state. We define the annealed
parameter:

y(A) =sup{u>0:E\[Z"%] < o}
The scalar v(\) can be though as a power-tail exponent of the variable Z under the

annealed measure P). In particular, for any 0 < v < v(\), from Markov Inequality,
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there exists a constant ¢ > 0 such that for all t > 1, P, (Z > t) < ¢t~ 7. Conversely, if
there exist ¢,y > 0 such that forall ¢t > 1, P4 (Z > t) < ct~7, then y(\) > 7. We define

'ypzsup{uz 1:Zk“P(k) <oo} > 1.

k=1

Theorem 1.3. (i) Forany 0 < A < Ay,

() = min ()\2 — 2\ +1 - (12;(2)1/?)2 —oN2d—1) + 17%) |

(ii) Let1 <u < yp, Ay, = u*(d — 1)+ 2ud + (d — 1), and

N = Ay — A2 —4u?

2u

If X < A\, then E\[Z"] is finite. If X > \,, E\ [Z"] is infinite.

It is straightforward to check that (¢) is equivalent to (i¢). Also, for v = 1, A, co-
incides with A; defined in Theorem 1.1. It follows that v(A) > 1 for all 0 < A < A;.
Theorem 1.3 contrasts with classical SIR dynamics. For example, if T" is the d-ary tree,
for all A\ < 1/(d — 1) there exists a constant ¢ > 0 such that E} exp(cS) < oo where S
is the total progeny in the classical SIR dynamics. Here, the heavy-tail phenomenon is
an interesting feature of the chase-escape process. Intuition suggest that large values
of Z come from a (I)-vertex which is not recovered before an exceptionally long time.
Indeed, in the chase escape process, a (I)-vertex which is not recovered by time ¢ will
typically have a progeny which is exponentially large in ¢ (this is not the case in the
classical sub-critical SIR dynamics, the progeny of such vertex will typically be of order
1) . A similar phenomenon appears also in the Brunet-Derrida model, see Addario-Berry
and Broutin [1], Aidékon [2] and Aidékon Hu and Zindy [3]. Note finally that

1

)~ min (e and () g 1

By recursion, we will also compute the moments of Z. The computation of the first
moment gives
Theorem 1.4. If0 < A < A\; and A = \? —2\(2d — 1) + 1, then

— 2d 1
EA[Z]*(d—U(HH\/Z) d—1

Theorem 1.4 implies a surprising right discontinuity of the function A — E/ Z at the
critical intensity A = A;: E\ Z = 2d/((d — 1)(1 + A\1)) — 1/(d — 1) < oo. Again, this
discontinuity contrasts with what happens in a standard Galton-Watson process near
criticality, where for 0 < A < 1/(d — 1), E, Z is of order (1 — (d — 1)A)~!. From Theorem
1.4, we may fill the gap in Theorem 1.1 in the specific case of a realization of a Galton-
Watson tree.

Corollary 1.5. Let T be a Galton-Watson tree with mean number of offsprings d. Then
a.s. gr(\) =1.

The method of proofs of Theorems 1.3-1.4 will be parallel to arguments in [8] on the

birth-and-assassination process.
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The birth-and-assassination process We now turn to the BA process. It is a scaling
limit in d — oo of the chase-escape process on the d-ary tree when ) is rescaled in \/d.

Informally, the process can be described as follows. We start from a root vertex that
produces offsprings according to a Poisson process of rate A. Each offspring in turn
produces children according to independent Poisson processes and so on. The children
of the root are said to belong to the first generation and their children to the second
generation and so forth. Independently, the root vertex is at risk at time 0 and dies after
a random time D, that is exponentially distributed with mean 1. Its offsprings become
at risk after time D, and the process continues in the next generations. We now make
precise the above description.

As above, N/ = Uzo:O]Nk denotes the set of finite k—tuples of positive integers (with
NY = g). Elements from this set are used to index the offspring in the BA process.
Let {Z,},v € IN/, be a family of independent Poisson processes with common arrival
rate ); these will be used to define the offsprings. Let {D,},v € IN/, be a family of
independent, identically distributed (iid) exponential random variables with mean 1; we
use them to assign the lifetime for the appropriate offspring. The families {Z,} and
{D,} are independent. The process starts at time 0 with only the root, indexed by @.
This produces offspring at the arrival times determined by =, that enter the system
with indices (1), (2), - -- according to their birth order. Each new vertex v, immediately
begins producing offspring determined by the arrival times of =,. The offspring of v
are indexed (v, 1), (v,2), --- also according to birth order. The root is at risk at time 0.
It continues to produce offspring until time 7, = D,, when it dies. Let £ > 0 and let
v= (N1, ,Np—1,n%), v = (n1,...,nk—1) denote a vertex and its genitor. When a particle
v’ dies (at time T,), the particle v then becomes at risk; it in turn continues to produce
offspring until time T, = T,» + D,, when it dies (see figure 2). ,

The BA process can be equivalently described as a Markov process X (¢) on {S, I, R}]Nf ,
where a particle/vertex in state S is not yet born, a particle in state [ is alive and a par-
ticle in state R is dead. A particle is at risk if it is in state I and its genitor is in state
R. We use the same notation as above : under P, the process X (¢) has infection rate
A >0, g()) is the probability of extinction and so on.

Figure 2: Hlustration of the birth-and-assassination process, living particles are in red,
dead particles in blue, particles at risk are encircled.

The following result from [4] describes the phase transition on the probability of
survival as a function of \.
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Theorem 1.6. Consider the BA process with rate A > 0. If A € [0,1/4], then ¢(\) = 1,
while if A > 1,0 < g(\) < 1.

The critical case A = 1/4 was established in [8]. Note also that the threshold A = 1/4
is consistent with (1.1).
Our final result is the analog of Theorem 1.2.

Theorem 1.7. Consider the BA process and assume that A\ > 1/4. There exist constants
co,c1 > 0 such that forall 1/4 < X\ < 1,

™, —1 &, 1
cow’e Y <1 —g(N) <cqw e EY

/ 1

Note that the analog of Theorems 1.3-1.4 was already performed in [8]. The remain-
der of the paper is organized as follows. In section 2, we start with the study of the BA
process and prove Theorem 1.7. Proofs on the BA process are simpler and this section
is independent of the rest of the paper. We then come back to the chase escape pro-
cess: in section 3, we prove Theorem 1.1, in section 4, we prove Theorem 1.2. Finally,
in section 5, we prove Theorems 1.3-1.4.

with

2 Proof of Theorem 1.7

2.1 Differential equation for the survival probability

We first determine the differential equation associated to the probability of extinc-
tion for the BA process. Define Q,(¢) to be the extinction probability given that the root
dies at time ¢ > 0 so that

q(\) = /OOC Qx(t)e tdt (2.1)

and @ (0) = 1. Let {&};>1 be the arrival times of Z, with 0 < & < & < ---. For integer
1 with 1 < & < D,, we define B; as the subprocess on particles iIN/ with ancestors
1. For the process B to get extinct, all the processes B; must get extinct. Conditioned
on =, and on the root to die at time D, = ¢, the evolutions of the (5;) then become
independent. Moreover, on this conditioning, B; is a birth-and-assassination process
conditioned on their root to be at risk at time ¢ — ¢;. Hence, we get

) =Ex| [J@xt—&+Dy)| =Ex| [ @&+ D) |,
&<t §i<t

where {¢;};>1 is a Poisson point process of intensity A and (D;),i > 1, independent
exponential variables with parameter 1. Using Lévy-Khinchin formula, we deduce

QA(t) = exp <>\ /Ot(EQ,\(:E + Dq) — 1)dq:)

exp <>\ /Ot /OOO(QA(;U s)— l)e_sdsdx).

So finally, for any ¢ > 0,
t [e%e)
Qx(t) = exp <)\t + )\/ ew/ Qk(s)esdsdx).
0 T
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We perform the change of variable

z(t) = —InQa(t). (2.2)

We find that for any ¢ > 0,

x(t) = /Ot e’ /:0 o(xz(s))e *dsdz, (2.3)

where

Differentiating (2.3) once gives

'(t) = et /too o(x(s))e *ds, (2.4)

Now, multiplying the above expression by e¢~* and differentiating once again, we find
that z(t) satisfies the differential equation

2 —a' + (x) =0. (2.5)

This non-linear ordinary differential equation is not a priori easy to solve. However,
in the neighborhood of A = 1/4 it is possible to obtain an asymptotic expansion as
explained below. The idea will be to linearize the ODE near (z(0),2'(0)) = (0,0) and
look at the long time behavior of the solutions of the linearized ODE. The critical value
A = 1/4 appears to be the threshold for oscillating solutions of the linearized ODE. From
a priori knowledge on the long time behavior of the solution of (2.5) of interest (studied
in §2.2), we will obtain an asymptotic equivalent for (z(0),2'(0)) as A | 1/4 (in §2.4).

2.2 A fixed point equation

Let H be the set of measurable functions f : Ry — R4 such that f(0) = 0 and for
any a > 0,
lim e™ % f(s) = 0.

55— 00

We define the map A : H — H defined by

A(y)(t):/o e’ /OO o(y(s))e *dsdx. (2.6)

Using [|¢|lco = A < 00, it is straightforward to check that A(y) is indeed an element of
H (A(y)(¢) it is bounded by ||¢||-t). Note also that y = 0 is a solution of the fixed point
equation

y = Ay)-

Consider the function x defined by (2.2). Using (2.3) we find that x € H and satisfies
also the fixed point z = A(z). If A > 1/4, we know from Theorem 1.6 that = # 0.

In the sequel, we are going to study any non-trivial fixed point of A. To this end, let
x € H such that z = A(z) and = # 0. By induction, it follows easily that ¢ — z(¢) is twice
continuously differentiable. In particular, since z(s) > 0, 2/(f) > 0 and the function
z : Ry — R, is non-decreasing. Moreover, by assumption there exists ¢ty > 0 such that
x(tp) > 0. Since z is non-decreasing, we deduce that z(¢) > 0 for all ¢ > t;. Then, using
again (2.4), we find that for all ¢t > 0,

0<a'(t) <A (2.7)
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Figure 3: Illustration of the phase portrait. In blue, the curve L, in red the curve ® of
Lemma 2.1.

From the argument leading to (2.5), x satisfies (2.5) and we are looking for a specific
non-negative solution of (2.5) which satisfies 2(0) = 0. To characterize completely
this solution, it would be enough to compute z’(0) (which is necessary positive since
x(0) = 2’(0) = 0 corresponds to the trivial solution x = 0). We first give some basic
properties of the phase portrait, see figure 3. We define X (t) = («(¢),2(t)) so that

X' =F(X) (2.8)
with F((z1,22)) = (22,22 — p(z1)). We also introduce the set

A= {(z1,22) € RY : (1) < w2 < A}

Lemma 2.1. Let x € H such that x = A(x) and « # 0. Then 2/(0) > 0, = satisfies (2.5)
and for allt > 0,
X(t) € A. (2.9)

Moreover

lim z/(t) = \.

t—o00
Proof: We have already checked that x satisfies (2.5) and z/(0) > 0. Let us now prove
that (2.9) holds. Define the trajectory ® = {X(¢{) € RZ : ¢ > 0}. Since for all ¢t > 0,
X(t)} = F(X(t)); > 0, ® is the graph of a differentiable function f : [0,S5) — R, with
£(0) =2'(0) > 0:

& = {(s,f(s) : s € [0,9)},

with S = lim;_, o z(t) € (0, 0], see figure 3. Moreover

P f)) I(s) — p(s)
PO = i~ fe) (219

The graph of the function ¢ is the curve L = {(s, ¢(s)) : s € Ry} and the set

A = {(21,22) € [0,00)% : 23 < (1)}

is the set of points below L. Assume that (2.9) does not hold. Then by (2.7) and the
intermediate value Theorem, the curves L and ® intersect. Then the exists sy > 0 such
that

f(s0) = ¢(s0)-
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From (2.10), f'(sg) = 0 while ¢'(sg) > 0. It follows that (s, f(s)) € A’ for all s € (sg, s1)
for some s; > s¢. Since f'(s) < 0if (s, f(s)) € A’ while ¢'(s) > 0, the curves L and ®
cannot intersect again. We get that all s > s, (s, f(s)) € A".

On the other hand, since f'(s) < 0, for all s > sy, f(s) < f(s1) < ¢(s1). f z(t1) = 51
and 0 = ¢(s1) — f(s1) > 0, we deduce that for all t > ¢; , 2"/ (t) = 2'(t) — p(z(t)) < —0.
Integrating, this implies that lim;_, ., #'(t) = —oo which contradicts (2.7).

We have proved so far that for all ¢ > 0, X (¢) € A. This implies that 2/(¢) is increas-
ing. In particular lim; ., z(t) = co and S = oo. Since lim,_, ©(s) = A, by (2.4), we
readily deduce that z/(¢) converges to A as t — co. [ |

2.3 Comparison of second order differential equations

It is possible to compare the trajectories of solutions of second order ODE by using
the phase diagram. Let D be the set of increasing Lipschitz-continuous functions v on
R4 such that ¥(0) = 0. For two functions 1,4 in D, we write ¢; < v if for all ¢ > 0,

P1(t) < Pa(t).

Lemma 2.2. Let x € H such that x = A(x) and x # 0. Let ¢ € D and y be a solution of
y" — vy +¥(y) = 0 with y(0) =0, ' (0) > 0. We define the exit times

T =inf{t > 0: (y(t),y'(t)) ¢ R},
Ty =inf{t>0:9(t) >} and T-=inf{t>0:¢(yt)) <y}
() IfTy <T, T, < oo and ¢ <1 theny'(0) > 2/(0).
(i) IfT_ <T,T- < oo and v > ¢ then 2'(0) > y'(0).

Proof: Let us start with the hypothesis of (i). The proof is by contradiction : we also
assume that y/(0) < 2/(0). We set Y (1) = (y(t), /(1) and Gly1,y2) = (y2. 2 — d(y1)).
Define the trajectories ® = {X(¢t) € R% : ¢ > 0}, and for 7 > 0, ¥(7) = {Y(¢) € R% :
0 <t <7} ByLemma 2.1, ¢ is the graph of an increasing function f : Ry — R4 with
f(0) =2'(0) > 0 and

® = {(s,f(s)) : s € Ry},

Similarly, if ¢ € [0,T), ¥'(t) > 0. Thus, there exists a differentiable function ¢ : [0, y(T)] —
R such that

U(T) = {(s,9(s5)) = s € [0,y(T)]},

with ()
T =0y

Now, the assumption 0 < 3/(0) < 2z/(0) reads 0 < ¢(0) < f(0). Since T} < T, for
s € [0,T4], g(s) > 0 and there is a time sp > 0 such that g(sg) > A. In particular, by
(2.7), f(s0) < g(so0). Hence, by the intermediate value Theorem, there exists a first time
0 < s1 < s¢ such that the curves intersect: g(s1) = f(s1) and g(s) < f(s) on [0, s1).
However, it follows from (2.10) and ¢ < ¢ that for s € [0, s1),

g,(s)zl_w(8)<1_¢(8)<1 ©(s) £(5).

g(s) = g(s) f(s)

Hence, integrating over [0, s1] the above inequality gives

g(s1) — 9(0) = / " g (s)ds < / " f(s)ds = f(s1) — £(0).
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However, by construction, f(s1) = g(s1). Thus, the above inequality contradicts g(0) <
f(0) and we have proved (i). The proof of (ii) is identical and is omitted. [ |

2.4 Proof of Theorem 1.7
We first linearize (2.5) with ¢(s) = A(1 — e~ *) in the neighborhood of A = 1/4.

Step one : Linearization from above. We have ¢/(0) = A, and from the concavity of
®,

o(s) < As. (2.11)
We take A > 1/4 and consider the linearized differential equation
y' =y + Ay =0. (2.12)

The solutions of this differential equation are
y(t) = asin(wt)e? + beos(wt)e?,

with

We use this ODE to upper bound z’/(0) if z = A(z). Recall that A depends implicitly on
A.

Lemma 2.3. For any A > 1/4, let x € H such that x = A(x) and x # 0. We have
2

2(0) € TeTHE (14 0(w?)).
Proof: Let a > 0 and consider the function
y(t) = asin(wt)e?. (2.13)
We have y(0) =0, y'(0) = aw,
¢ 1
y'(t) = ae? (wcos(wt) + 3 sin(wt)), (2.14)
and )
y'(t) = ae? <w cos(wt) + (4 - w2> sin(wt)).
Define )
r=2_ Z arctan (1w2> = z—4—&-0((,‘12). (2.15)
woow i—w w
On the interval [0, 7], ¥”(t) > 0 and y”(7) = 0. Thus the function ¢/(¢) is increasing on

= —1+ O(w?) and sin(wt) = 4w + O(w?), we get from

~—

[0,7]. Moreover, since cos(wT
(2.14) that

Y (1) = e 2ae? (w + O(w?)).
Using (2.15), we have exp(7/2) = exp(n/(2w) — 2)(1 + O(w?)). Hence, we may choose a
in (2.13) such that y/(7) = A = 1 + w? with

2 o—

a= % (14 0(W?)).
From what precedes, on the interval [0, 7], y(¢) > 0 and ¢/(¢) > 0. From (2.11), we may
thus use Lemma 2.2(¢) with Ty = 7 and ¢(s) = As. We get 2/(0) < y'(0) = aw. [ |
EJP 19 (2014), paper 20. ejp.ejpecp.org
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Step two : linearization from below. For 0 < k < 1, we define
1 2 2
l= 1 + K w* < A,

and the function in D
¥(s) = min (¢s, p(s)) .
In particular
w > (2.16)

We shall now consider the linear differential equation
y' =y +Lly =0, (2.17)

The solutions of (2.17) are

o+

y(t) = asin(wkt)e? + beos(wkt)e?.
A careful choice of a, x will lead to the following lower bound.

Lemma 2.4. Forany \ > 1/4, let x € H such that x = A(x) and = # 0. We have
2'(0) > %wg’e’ﬁ(l + O(w?)).
Proof: For a > 0, we look at the solution
y(t) = asin(wkt)e?. (2.18)

We have y(0) =0, y'(0) = akw.
¢ 1
y'(t) = ae? (wk cos(wkt) + 3 sin(wkt)).

We repeat the argument of Lemma 2.3. On the interval [0, 7], ¢”(t) > 0 and y"(7) = 0,
where

1
T:lf—arctan # :174+O(w2), (2.19)
WK WK 2k2 WK

1 w
and the O(:) is uniform over all x > 1/2. The function y/(¢) is increasing on [0, 7] and
Y (1) = ae2ezwr(l + O(w?)).
Now, we have £s < ¢(s) for all s € [0, o] with
lo=X1-e"7).
It gives
¢ 0\ 2y 2 2y 4
c=2 1*X +0 1—X =8(1 — k7 )w* + O((1 — K*)w").
However from (2.17), for ¢t = 7, since y”(7) = 0, we have

y'(7)
y(7) 4

From (2.19), we have sin(wsT) = 4wr+0(w?) and exp(7/2) = exp(r/(2wk) —2)(1+0(w?)).
In (2.18), we may thus choose a such that y(7) = o by setting

— K?)w

(14 O(w?)) = 225 U (14 O(w?)).
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Now, in the domain 0 < y < o, ¥(y) = ¢o and the non-linear differential equation
y" —y' + ¢¥(y) obviously coincides with (2.17). Thus, using (2.16) and Lemma 2.2(i%)
with T_ = 7, it leads to

2'(0) > ¢/ (0) = arw = 2e%e”%r (1 — k%)w?(1 + O(w?)).

Taking finally k = 1 — 2w/7 gives the statement. ]

Step three : End of proof. We now complete the proof of Theorem 1.7. We should
consider the function x(t) defined by (2.2). We have seen that x = A(z) and = # 0 if
A > 1/4. We start with the left hand side inequality. From (2.9) in Lemma 2.1, 2/(¢) is
increasing and we have

z(t) > 2'(0)t.

It follows from (2.1) that

>0 © 1
A = —x(t) —tdt < / —z'(0)t —tdt — .
q(N) /0 e e =/ e e T 20)

It remains to use Lemma 2.4 and we obtain the left hand side of Theorem 1.7.
We now turn the right hand side inequality. For X = (z1,22) € R?, define G(X) =
(z2,22). From the definition of F' in (2.8), we have, component-wise, for any X € R2,

F(X) < G(X).

Note also that G is monotone : if component-wise X <Y then G(X) < G(Y). A vector-
valued extension of Gronwall’s inequality implies that if X (0) = Y (0), X’ = F(X) and
Y’ = G(Y) then, component-wise,

X(t) <Y(1),
(see e.g. [13, Exercise 4.6]). Looking at the solution of y” — ¢’ = 0 such that y(0) = 0

and y'(0) = 2/(0), we get that
z(t) < 2'(0)(e’ - 1).

We deduce from (2.1) that, for any T > 0,

—z’(0)(ef—1) 7tdt

[
/ (1—2'(0)(e" — 1))e "dt
1-

2/ (0)T.

q(\) :/ et >
0

v

Now, we notice that in order to prove Theorem 1.7, by Lemma 2.3, we may choose A
close enough to 1/4 so that 2/(0) < 1. We finally take 7' = —In(2/(0)) and apply Lemma
2.3. This concludes the proof of Theorem 1.7. [ |

3 Proof of Theorem 1.1

We define the set recovered and infected vertices as R(t) = {v € V : X,,(t) = R}
and I(t) = {v € V : X,(t) = I}. The set R(t) being non-decreasing, we may define
R(c0) = UpsoR(t) and Z = |R(o0)| € INU {cc}. Note that also a.s. R(co) ={v eV : 3t >
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0, X,(t) = I}, in words, R(o0) is the set of vertices which have been infected at some
time.

Throughout this section, the chase-escape process is constructed thanks to i.i.d.
Exp(A) variables (&,),cv and independent i.i.d. Exp(1) variables (D,),cy. The variable
&, (resp. D,) is the time by which v € V will be infected (resp. recovered) once its
ancestor is infected (resp. recovered).

3.1 Subcritical regime

We fix 0 < A < A;. In this paragraph we prove that ¢qr(\) = 1 if T has upper growth
rate at most d. It is sufficient to prove that [EyZ. To this end, we will upper bound the
probability that v € R(c0) for any v € V. Let V}, be the set of vertices of V' which are at
distance k from the root . Let v € V,, and vg, - - - , v,, be the ancestor line of v: vg = and
v, = v. The vertex v will have been infected if and only if for all 1 < m < n, v,,_1 has
infected v.,, before being recovered. We thus find

Py(v € R(c0)) =Py <V1 <m< n,ifvi < Zm:Dvi1> <P, (ifvi < iDvil>.
i=1 i=1 i=1 i=1

The Chernov bound gives forany 0 < 6 < 1,
P, (z b3 D) < Brew {e(z D, - zsm) }
i=1 i=1 i=1 i=1

LAY

1-6 A+0) 7
where we have used the independence of all variables at the last line. Now, the above
expression is minimized for § = (1 — \)/2 > 0 (since A < \; < 1). We find

PA(v € R(o0)) < <(A4ﬁ1)2>n

Also, from the growth-rate assumption, there exists a sequence ¢,, — 0,
Vol < (d+en)".

It follows that

ExZ=3 Py(veR(x) <Y (W) .

veV n=0
It is now straightforward to check that
4d )\

— <1
(A+1)2 <5b

if A < Ay. This concludes the first part of the proof.

3.2 Supercritical regime

We now fix A > A;. We should prove that ¢r(\) < 1 under the assumption that T
is lower d-ary. We are going to construct a random subtree of 7" whose vertices are
elements of R(co) and which is a supercritical Galton-Watson tree.

First observe that we can couple two chase-escape processes with intensities A > \’
on the same probability space in such a way that they share the same variables (D, ) cv

and forallv € V, &(})‘) < &(,X) (for example, we take &()X) = (A/XN) ,(,’\)). The event of

EJP 19 (2014), paper 20. ejp.ejpecp.org
Page 14/33


http://dx.doi.org/10.1214/EJP.v19-2361
http://ejp.ejpecp.org/

Predator-prey dynamics on infinite trees

non-extinction is easily seen to be non-increasing in the variables (&, ),cy for the partial
order on IRK of component-wise comparison. It follows that the function A — ¢r(}) is
non-increasing. We may thus assume without generality that \; < A < 1. For § > 0, we
define the function gs by, for all z > 0,

1 1 A A
gs(x) . log (m) + P log (m) — 2 —log(9)
1+ x?
— +1 — | —2.
s T8 (Ad)

Taking derivative, the minimum of gs is reached at ¢ = (1 + \)/2. We deduce easily the
following property of the function g4.

Lemma 3.1. If \; < A < 1, mingso gaq(z) <O0.

By Lemma 3.1, using continuity, we deduce that there exist ¢ > 0 and 1 < § < d such
that

95(c) <0.

In the remainder of the proof, we fix such pair (c, §).

Construction of a nested branching process. We fix an integer m > 1 that we will
be completely specified later on. We assume that m is large enough such that 7*™
contains a [6™]-ary subtree. We denote by 7"’ this subtree and by p € V its root. For
integer k > 0, we define V/ as the set of vertices of generation k in 7”. Note that by
assumption

Vil = [6™1%.

We may assume that the generation of p in T is larger than m. We denote a(p) € V the
m-th ancestor of p in T'. For z € V)] and k > 1, we denote by a(z) € V}/_; its ancestor in
T'. For example, if z € V/, a(z) = p.

We now start a branching process as follows. We set p to be the root of the process,
So = {p}. For integer k > 1, we define recursively the offsprings of the k-th generation
as the set Sy, of vertices z € V/ satisfying the following three conditions :

1. the vertex a(z) € V//_, belongs to S;_1;

2. 37 &, < 2 where (v, v1,- -+ ,vp) is the set of the vertices on the path from a(z)
to z, vo = a(z), vm = z;

3. > Dy,_, > ™ with (vg, vy, ,vy,) as above.

Thus for z € V}/, such that its ancestor a(z) € S;_1, we have that

Py(z € Sk|Sk—1) = Py (Z&Ji < TZ) Py (Z D,, , > TZ) . (3.1)
i=1 i=1

Notice that by construction, the number of offsprings of z # 2’ in S,_; are identically
distributed and are independent. It follows that the process forms a Galton-Watson
branching process. In the next paragraph, we will check that this branching process is
supercritical, i.e. we will prove that

M=) Prze8)>1 (3.2)

veVy/
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It implies that with positive probability, the branching process does not die out (see
Athreya and Ney [6, chapter 1]).

Before proving (3.2), let us first check that it implies Theorem 1.1. Assume that at
some time ¢ > 0, the vertex p becomes infected and that a(p) is still infected. Assume
further that ZZZI D,,_, > m/c, where (vg,v1,- -+ ,vn) is the set of the vertices on the
path from a(p) to p. Note that the existence of such finite time ¢ > 0 and such sequence
(Dw;)o<i<m—1 has positive probability. Let us denote by E such event. We set ¢y =t and,
for integer k > 1,

m
tp =11+ —.
c

By construction, if E holds and z € Sy then, at time ¢, z and a(z) are both infected.
Hence on the events of £ and of non-extinction of the nested branching process, the
chase-escape process does not get extinct. It thus remains to prove that (3.2) holds.

The nested branching process is supercritical. We need a standard large deviation
estimate. We define
J(x) =z —logz — 1.

The next lemma is an immediate consequence of Cramer’s Theorem for exponential
variables (see [10, §2.2.1]).

Lemma 3.2. Let ((;);>1, be ii.d. Exp(\) variables. For any a > 1/, we have that

1 m
liminf — log P o> > —
imin — og (ZQ > am) > —J(\a),

m—o0 .
i=1

while, for any a < 1/,

liminfl log IP (Z G < am) > —J(Aa).

m—oo M .
i=1

Note that the bounds of Lemma 3.2 hold for all a > 0 (even if they are sharp only for
the above ranges). We may now estimate the terms in (3.1). We have from Lemma 3.2

that
Py @; &, < ”Z) > exp{—mJ (2) +o<m)}

P (i D, , > T) > eXp{—mJ (1) +0(m)}.

Thus we obtain a lower bound on the mean number of offspring in the first generation
to be

and

M = ZIP)\(ZGSl)

zeVy

e {on(o(2) o (2) o)

> exp(—mgs(c) + o(m)),

%

where g;(.) is as defined in (3.1). If m was chosen large enough, we have that M > 1 and
hence that the branching process is supercritical. Therefore with positive probability,
this branching process does not die out. This proves the theorem. ]
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4 Proof of Theorem 1.2

The proof of Theorem 1.2 parallels the proof of Theorem 1.7. Even if the strategy is
the same, we will meet some extra difficulties in the study of the phase diagram (notably
in the forthcoming Lemma 4.3).

4.1 Differential equation for the survival probability

We first determine a differential equation associated to the probability of extinction.
Under P, define Q,(t) to be the extinction probability given that the root @ is recovered
at time ¢ > 0 so that

A) = /Ooo Qx(t)e tdt (4.1)

and Q»(0) = 1.

Now, in 7, the offsprings of the root are {1,--- , N}, where N has distribution P. The
root infects each of its offspring after an independent exponential variable with intensity
A. Let {& }1<i<n be the infection times. Note that in 7', the subtrees generated by each
of the offsprings of the root are iid copies of 7. Hence, if for integer i with 1 < ¢&; < D,
we define X° as the subprocess on vertices (iIN/) NV with ancestors i. Conditioned on
D, =t,on N and (&;)1<i<n, the processes (X*) are independent chase-escape processes
conditioned on the fact that root becomes at risk at time ¢ — &, (where we say that a I-
vertex is at risk if its genitor is in state R).

For the process X to get extinct, all the processes X’ must get extinct. So finally,
we get

) = By J] & >0 +1(& <)t — & + Dy))
1<i<N

where (D;),7 > 1, are independent exponential variables with parameter 1. Consider
the generating function of P

Y(x) =By 2] =) aFP(k)

k=0

Recall that ¢ is strictly increasing and convex on [0, 1] and ¢'(1) = EN = d. We find, for
anyt >0,

Qxt) = w( —“+A/ / Qx(t —x + s)e _Sdsdx>

z/;(e” **f/ Aﬂv/ Qx(z + s)e Sdsdm)
w(e)\t )\7)\15/ A+1)z / Qx(s Sdsd:c).

Performing the change of variable

a(t) =~ H(Qx(1) € [0,1], (4.2)
leads to . -
z(t) = e +>\€7)\t/ e()‘H)””/ Y(x(s))e *dsdx. (4.3)
0 T
We multiply the above expression by e and differentiate once, it gives
(o)
M\x(t) + 2/ (t) = )\e(’\H)t/ P(z(s))e *ds, (4.4)
t
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Now, multiplying the above expression by e~ (**1? and differentiating once again, we
find that z(¢) satisfies the differential equation

=1 =Nz +p(x)=0 (4.5)

with
o(z) = Mp(z) — A

4.2 A fixed point equation
We define p € [0, 1) as the extinction probability in the Galton-Watson tree:

p=1(p).

We note that ¢ is convex, p(1) = ¢(p) = 0, ¢ is negative on (p, 1) and it is increasing in
a neighborhood of 1, ¢'(1) = A(d — 1) > 0. The fact that ¢ is not monotone is the main
difference with the proof of Theorem 1.7 .

Let H be the set of non-increasing functions f : Ry — Ry such that f(0) = 1,
lim; o f(t) = p. The next lemma is an easy consequence of the monotony of the pro-
cess.

Lemma 4.1. For any A > )y, the function z(-) defined by (4.2) is in H.

Proof: As in the previous section, we may construct the chase escape process condi-
tioned on the root is recovered at time ¢ thanks to i.i.d. Exp(\) variables (&,),ecv and
independent i.i.d. Exp(1) variables (D,),cv, and set D, = t. The variable &, (resp.
D,) is the time by which v € V will be infected (resp. recovered) once its ancestor
is infected (resp. recovered). The event of extinction is then non-increasing in t. It
follows that the map ¢ — @, (¢) is non-increasing. From (4.2), it follows that x(¢) is also
non-increasing. We may thus define a = lim;_,, z(¢). Using the continuity of ¢ leads to

t o) t
/\e_)‘t/ 6(>\+1)oﬂ/ P(x(s))e *dsdx = )\e_M/ e*(a) (1 + o(1))dz,
0 x

0

This last integral being divergent as ¢ — oo, we deduce that

Ae N /0 e / " p(e(s))e*dsdz = b(a) + o(1).

From (4.3), we get that a = ¢(a) which implies that a € {p,1}. Note however that
Theorem 1.1 and Lemma 5.5 imply that ¢(\) < 1 for all A > A;. Then (4.1) and the
monotony of ¢ — @, (t) give that for all ¢ > ¢, large enough, Q,(t) < 1. From (4.2) it
implies in turn that for all ¢t > ¢y, 2(¢) < 1. So finally a < z(fy) < 1 and a = p. [ |

From now on in this section, we fix a small © > 0 and we assume that
A< A<]1—u. (4.6)

We define the map A : H — L*°(R,R;) defined by

t 00
Aly)(t) = e M 4 Xe™™ / e(AH)i/ Y(y(s))e *dsdx. 4.7)
J0O T

Since max,¢[o,1) [¢/(x)| = 1itis indeed straightforward to check that A(y) isin L> (R4, R ):
A(y)(t) is bounded by 1. Note also that y = 1 is a solution of the fixed point equation

y = Ay).
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By (4.3), we find that the function = defined by (4.2) satisfies also the fixed point x =
A(z). In the sequel, we are going to analyze the non trivial fixed points of A.

Let x € H such that z = A(x). Then x # 1. By induction, it follows easily that ¢t — ()
is twice differentiable. In particular, from the argument following (4.3), x satisfies
(4.5) and we are looking for a specific non-negative solution of (4.5) with 2(0) = 1. To
characterize completely this solution, it would be enough to compute z'(0) (which is
necessarily negative since z(0) = 1, 2/(0) = 0 corresponds to the trivial solution z = 1).
We will perform this in the next subsection in an asymptotic regime. We start with some
properties obtained from the phase diagram of the ODE (4.5).

Lemma 4.2. Let x € H such that © = A(x). Then,
(i) forallt >0, p<z(t) <1;
(ii) forallt >0, -1 < z'(t) < 0.

Proof: Let us prove (i). We first observe that since z(t) is non-increasing, x(0) = 1 and
z’(0) < 0, we have that for all t > 0, z(¢t) < 1. Also, if z(t) = p for some ¢ > 0, then
x(s) = p for all s > t (since z is non-increasing and has limit p). However y = p being
a distinct solution of (4.5), z and y cannot coincide on an interval. We thus have for all
t>0,p<z(t) <l

We now prove (i7). Assume that there is a time ¢ > 0 such that 2/(¢) = 0. Then,
from (4.5) and p < z(t) < 1, we deduce that z”(¢) > 0. In particular, ’(s) > 0 for all
s € (t,t + ¢) for some ¢ > 0. This contradicts that x(-) is non-increasing. Also, from
(4.4), for any t > 0, Az(t) + 2/(¢) > 0. Since z(t) < 1, we deduce that for all ¢ > 0,
—A<2/(t) <O. [ |

We define X (t) = (z(t),2'(t)) and

F(x1,22) = (w2, (1 — N)z2 — ¢(1))

so that
X' = F(X). (4.8)

We define the trajectory ® = {X(¢) : t > 0}. Recall that p = lim;_,~ z(t). Also, since for
allt > 0, X(t); = F(X(t))1 <0, ® is the graph of a differentiable function f : (p,1] —
(—1,0) with f(1) = 2/(0) <0,

Moreover

f/(s) F((Sa;(s))h —1_)— 90(5) (4.9)

We notice that on the curve
['={(z1,22) € [p,1] x [-1,0] : (1 = N)z2 = p(z1)}

the second coordinate of F' vanishes (see figure 4). The next lemma shows that our
function (z(¢), 2'(t)) cannot cross I" near its origin (z(0), z'(0)).

Lemma 4.3. There exists § > 0 depending only on ) and u defined in (4.6) such that
the following holds. Let x € H such that x = A(x). If (z(t),2'(t)) € T for somet > 0,
then 2'(t) < —§ and x(t) <1 —4.
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-n |

Figure 4: Illustration of the phase portrait. In blue, the curve I, in red the curve ®.

Proof: Define o as the largest s such that (s, f(s)) € T (see figure 4). We have o < 1.
We should prove that ¢ < 1 — 6 and f(0) < —d. Recall that f(1) = 2’(0) < 0. Thus, on
(0,1], (s, f(s)) is below I" and it follows that f is increasing. By construction, f(o) =
w(o)/(1=X) = A(o) —0)/(1 —A) and /(o) = 0. We deduce that

R o N G o N o
f(o) f?(0) f(o)

where the last inequality comes from f is increasing on [0, 1] and /(o) = 0.

We define o € (p,1) as the point where the function x(xz) = z — ¢(x) reaches its
maximum. Since ¢’(s) < 0 on [p, «), from (4.10) we find that o € [o,1). We set f(o) = —n.
We will prove that n > Ady/(1 — \) for some §, > 0 depending only on u and ¢. This
will conclude the proof of the lemma. Indeed, by construction (1 — \)n = —p(0) =
Ao —¥(0)). The function k(z) = x — ¥ (z) has a continuous decreasing inverse in [a, 1]
with k71(0) = 1. Hence, 0 = k~1((1 — \)n/)) and, if n > \Jp/(1 — ), we deduce that the
statement of the lemma holds with § = min(A150/(1 — A1), 1 — s~ 1(8)).

To this end, we fix any 3 € (a, 1), we set b = () > 0, and

8o = min (g,(lu) b(ﬁo‘)) (4.11)

(4.10)

u

We assume that 7 < Adp/(1 — ) and look for a contradiction. We first notice that dy < b
implies that 0 = k= 1((1 — A\)n/)\) > k= 1(b) = B.

Consider the solution Y (t) = (y(t),y'(t)) of the ODE (4.8) with initial condition
Y (0) = (B, —n). The trajectory of Y (¢) is denoted by ® = {Y (¢) : t > 0}. We define the set
Iy ={(z1,22) € [a,1) X [-1,0) : (1 = XN)x2 > ¢(z1)}. On T4, F(z); < 0and F(x)s > 0. It
follows that the trajectories ® and ® exit I';. either on its left side {(«, z3), 22 € [-1,0]}
or its upper side {(z1,0),z1 € [«, 1)}. However, Lemma 4.2(i¢) implies that ® exits 'y on
the left side. Since ® and ® cannot intersect and @ is on the left side of ® in I'; (since
B < o), we deduce that necessarily, ® also exits ', on the left side. We now check that,
with our choice of §; in (4.11), it contradicts n < Adp/(1 — ).

Define 7 > 0 as the exit time of Y(¢) from I'y. If 0 < ¢t < 7, using that ¢ is increasing
on [a, ], we find

y'(t) = =(1 = N)n—¢(B) = —Ado + Ab > \b/2,

since dp < b/2. We deduce that for all ¢t € [0,7], ¥/(t) > 2/(t) and y(t) > =z(t) with
2(t) = (\b/4)t> — nt + B. We set t, = 2n/(A\b). Since z/(t.) = 0, we have 7 < t.. Also
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2z being decreasing on [0,t.], we have y(7) > z(t.) = —n?/(\b) + 3. Thanks to (4.11),
n? < N253/(1 — N\)?2 < Mb(B — ) and we deduce that y(7) > —n?/(Ab) + 8 > a. In

particular, ® exits I'y on the upper side. It leads to a contradiction. We have thus
proved that n > Ajp/(1 — A). [ |

4.3 Comparison of second order differential equations

For two functions 1, p2 on [0, 1], we write p1 < ¢ if for all ¢ € [0,1], v1(t) < @a(t).
The next lemma is proved as Lemma 2.2, we omit its proof.

Lemma 4.4. Let 6 > 0 be as in Lemma 4.3. Let x € ‘H such that x = Ax. Let ¢ be a
Lipshitz-continuous function and y be solution of y"" — (1 — \)y' + @¢(y) = 0 with y(0) =1,
y'(0) < 0. We define the exit times

T =inf{t >0: (y(t),y () ¢ [0,1] x [-1,0]},
T-=mf{t>0:y'(t) < -1} and T =nf{t>0:(1-Ny'(t) = e(y))y(t) >1 -6}
(i) IfT, < T < oo and $ > ¢ then 1/ (0) > 2/(0).
(ii) IfT_ =T < oo and ¢ < ¢ then z'(0) > 1/(0).

4.4 Proof of Theorem 1.2

The proof of Theorem 1.2 follows now closely the proof of Theorem 1.7. We first
linearize (4.5) in the neighborhood of ).

Step one : linearization from below. We have ¢(1) =0, ¢'(1) = A(d—1) > 0, and
from the convexity of ¢,
o(s) > AMd—1)(s—1). (4.12)

We take A\; < A < 1 and consider the linearized differential equation
y' = (1=XNy +Xd—-1)(y—1)=0. (4.13)

The solutions of this differential equation are

(1=t (1=t

y(t) =1+ asin(wt)e” = +beos(wt)e = |

where

w= %\/—v +22d — DA —1=c(A\)VA— A1,

and

1
c(\) = 5\/(2d )2 /d(d = 1) = A = (d(d— 1)+ O(A — A]).
We use this ODE to bound from below z/(0) if A(z) = x.

Lemma 4.5. The exists a constant ¢y > 0 such that for any \; < A < 1, ifx € H satisfies
A(z) = x then

2(0) > —coe™ 5 (14 O(w?)).
Proof: We can assume without loss of generality that A satisfies (4.6). Let a < O,

b= (1—X\)/2, and consider the function

y(t) = 1+ asin(wt)e.
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We have y(0) =1, ¢'(0) = aw,
Y (t) = ae® (wcos(wt) + bsin(wt)),

ae’ (2bw cos(wt) + (b* — w?) sin(wt)).

and
y'(t) =
Define )
1 2 2
=2 _ Zarctan (M) = g -3 T O(w?).

w
On the interval (0,7), ¥”(¢) < 0 and y”(7) = 0. Thus the function y'(¢) is decreasing on

[0,7] and
y'(1) = e tae® (w+ Ow?)).
Hence, we may choose a such that y'(7) = —1 with
a= —w_le%e_%b(l + O(w?)).
It remains to use (4.12) with Lemma 4.4(i7) and 7 = T_. [ |
Step two : linearization from above. For 0 < 1 < min(1,¢(\)/(d — 1)), we define
L= (1—=nA+n\ <A,
and the Lipschitz-continuous function
¢(s) = max (p(s),£(d = 1)(s = 1)) .
In particular
v <. (4.14)
(4.15)

We define the linear differential equation
y' = (1 =Ny +4d-1)(y—1)=0.

(1—\)t , (1—M)t
2 +beos(w't)e 2z

The solutions of (4.15) are
y(t) =1+ asin(w't)e

with
1
W = SV 22— DA T—dn(d = DA = A) = w1~

In the sequel, o(1) denotes a function which goes to 0 as w goes to 0.

Lemma 4.6. If P has finite second moment, then there exists a constant ¢; > 0 such

(=X

that for all \y < A < 1, if x € H satisfies A(z) = « then
Se= 7 (1+o(1)).

2'(0) < —cpw’e”

Proof: We can assume without loss of generality that )\ satisfies (4.6). We set

1—A n(d—1)
b= —— d =4/1 - ——.
5 and & 0
€jp.ejpecp.org
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We parametrize in terms of x, so that
(=X—(1-r>w? and W' = rw. (4.16)
For a < 0, we look at the solution
y(t) = 1 + asin(wkt)e.
We have y(0) =1, /(0) = akw.
Yy (t) = ae’ (wk cos(wkt) + bsin(wkt)).

We repeat the argument of Lemma 4.5. On the interval [0, 7], y”(t) > 0 and y"(7) = 0,

where
™ 1 2bwk ™ 2 9
T o rctan <62 — w2/12) “on b 0w,

and the O(:) is uniform over all x > 1/2. The function y'(¢) is increasing on [0, 7] and
' (1) = e 2aex (wk + O(w?)).
Now, we have ¢(s) < ¢(d —1)(s — 1) forall s € [1 — o,1] with
—(d—1)o=p(l—0)=AWY(l—0)—1+0).
If P has finite second moment then, from Abel’s Theorem, ¢ is continuous on [0, 1].

Also from Jensen’s inequality, ¢/ (1) > d(d — 1) > 0. We expand % in a neighborhood of
1, as w — 0, it leads to,

2(d—1), )
U PP

where o(1) is uniform over all 0 < x < 1. In particular, for all w small enough, o < § with
¢ as in Lemma 4.3. Also, from (4.15), for t = 7, since y”(7) = 0, we have

y(r)—1 1-A 2b

y(r) —ld-1)  Ud—-1)

We may choose a such that y(7) = 1 — o by setting

Od—1)e = L ld—1)? _m (1 KDw
Ty L HOW) = e

a = —oe

(14 0(1)).

By construction, with this choice of a, we have (1 — \)y'(7) = ¢(y(7)). Now, in the
domain 1 — o < y < 1 the non-linear differential equation y” — (1 — \)y’ + @(y) coincides
with (4.15). Thus, using (4.14) and Lemma 4.4(:) with 7 = T, we find that

(d—1)2

_ 2 2y, 2

2'(0) < y'(0) = —e We wr (1= K9)w? (1 + o(1)).

We finally take k = 1 — w/(wb) and use (4.16). It proves the lemma. [ |
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Step three : end of proof. We may now complete the proof of Theorem 1.2. We start
with the left hand side inequality. We first note that, by Lemma 4.3, 2/(¢) is decreasing
on the interval [0,¢y] where {( is the time where (x(to),2(to)) € T = {(z1,22) € [p,1] X
[—1,0] : (1 = A)z2 = ¢(x1)}. Moreover by Lemma 4.3, we find z(ty) < 1 —J. However, by
Lemma (4.2)(ii), we have

z(t) >1—t.

Hence ty > §. Then, by construction, on the interval [0, ¢],
() <1+ 2(0)t =1—|2'(0)[t.

Since ¢(xz) < z on [p,1], it follows from (4.1) that the survival probability may be
lower bounded as

1—q()\):/000(1—¢(5c(t)))etdt > /Ooo(l—x(t))etdt
> /O 12/ (0) [te—"dt
1)
> 12/(0)] /0 tetdt.

It remains to use Lemma 4.6 and we obtain the left hand side of Theorem 1.2.

We turn to the right hand side inequality. For X = (x1,z2) € [p, 1] x (—00,0), define
G(X) = (x2,(1 — XN)z2). From the definition of F' in (4.8), we have, component-wise, for
any X € [p, 1] x (—00,0),

F(X) > G(X).

Note also that G is monotone : if component-wise X > Y then G(X) > G(Y). It follows
that if X(0) =Y (0), X' = F(X) and Y’ = G(Y') then component-wise

X(t) = Y(1),

(see e.g. [13, Exercise 4.6]). Looking at the solution of ¥ — (1 — )y’ = 0 such that
y(0) = 1 and y/(0) = z'(0), we get that

2(t) > 1+2/(0) (e — 1),

We deduce from (4.1)-(4.2) and the convexity of v that,
o) = [ vty
> [ o2 e - ) tar
> /OOO (1 + da’ (0) (e =Vt — 1))e*tdt

> 1+ dx'(0)/\.

We finally apply Lemma 4.5 and this concludes the proof of Theorem 1.2. [ |

5 Proofs of Theorems 1.3-1.4

5.1 Proof of Theorem 1.4

We are first going to find a recursive distributional equation (RDE) associated to the
total progeny of the chase-escape process on a Galton-Watson tree.
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As already pointed, we can build the chase escape process on the tree T+ thanks
to i.i.d. Exp(\) variables (£,),cv and independent i.i.d. Exp(1) variables (D, ),cv. The
variable &, (resp. D,) is the time by which v € V will be infected (resp. recovered) once
its ancestor is infected (resp. recovered). For ¢ > 0, we define Y (¢) as the total number
of recovered vertices when the process reach its absorbing state (without counting o)
when we replace D, by t. The variable Y (¢) is the conditional variable Z conditioned
on the root is recovered at time ¢. By definition, if D is an independent exponential
variable with mean 1, then

Z2Y(D),

where the symbol 2 stands for distributional equality.

In T, we denote the offsprings of the root by {1,---, N}. The random variable N
has distribution P. The root infects each of its offspring after an independent exponen-
tial variable with intensity A\. Note that in 7', the subtrees generated by each of the
offsprings of the root are iid copies of 7. Hence, the recursive structure of the tree T
leads to the following equality in distribution

N
Y(t) £ 14D UE <Yt — & + Dy). (5.1)
=1

where (;);cn are iid exponential variables with intensity A, (Y;)i<i<ny and (D;)i<i<n
are independent copies of Y and D respectively. Note that since all variables are non-
negative, there is no issue with the case Y (t) = +occ in the above RDE.

The RDE (5.1) is the cornerstone of the argument. In the remainder of this subsec-
tion, we will use it to derive a linear second order ODE for the first moment of Y (¢). In
the following subsection §5.2, we will extend this exact computation to any integer mo-
ment. Finally, using convexity inequalities, we will push further the method and obtain
sharp lower and upper bounds for any moment of Y (¢) (in §5.3 and §5.4).

We start with a lemma

Lemma 5.1. Lett > 0 and u > 1, if B} [Z"] < oo then E/\ [Y (t)"] < oo.

Proof: Since Z £ Y (D), from Fubini’s Theorem, E\[ZY] = [57 EA[Y (t)“]e~"dt. There-
fore E\ [Y (t)*] < oo for almost all ¢ > 0. Note however that since ¢ — Y (¢) is monotone
for the stochastic domination, it implies that E/ [Y (¢)%] < oo for all ¢ > 0. |

Now, assume that ]E’/\Z < 00. We may then take expectation in (5.1):
E\Y(t) = 1+ d/ot /OOO EA[Y (t — 2 + s)]e *dshe **da.
Let fi(t) = E\Y(¢), it satisfies the integral equation, for all ¢t > 0,
fi(t) =1+ Ade™ M /Ot P /OO fi(s)e™*dsdx. (5.2)
x
Multiplying by e and taking derivative, we get:
(f1 () + Mf1(1))eN = AeM 4 AdePM D! / b fi(s)e *ds.
t

Then, multiplying by e -+, taking the derivative a second time and then re-multiplying

by e, we obtain: f{'(t) — (1 — A)f1(t) — A\fi = =X — Adfi(t). So, finally, f; solves a linear
ordinary differential equation of the second order

" — (1 =Nz +Ad— 1)z = -\,
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with initial condition f;(0) = 1. We get that

i) = a(t) — ——

d—1’
where z(t) solves the ordinary differential equation
2 — (1 =Nz’ +Xd—-1)z =0. (5.3)
with 2(0) = d/(d — 1). The discriminant of the polynomial X? — (1 —=X\)X +\(d—1) =0is
A=) —-2)2d—1)+ 1.

If 0 < A < Ay, the discriminant is positive. The roots of the polynomial are

a:ﬂ and ﬂzﬂ (5.4)
2 2
The solutions of (5.3) are
x(t) = ffl (1 —a)e® + ae™) (5.5)

for some constant a.
Similarly, if A = A\;, thena = =1—-d+ /d(d — 1) and the solutions of (5.3) are

d
x(t) = 71 (at + 1)e*. (5.6)
For 0 < A < Ay, we check easily that the functions z(-) with ¢ > 0 are the nonnegative
solutions of the integral equation (5.2).
It remains to prove that if 0 < A < A\; then EZ < oo and

de®t — 1

A ===

Indeed, we would get EZ = [ EY (t)e~'dt = ;% 1~ — -1, as stated in Theorem 1.4.
To this end, define T,, as the tree T stopped at generation n. As above, we denote by
Y (™) (t) the total number of recovered particles in 7}, when the root is recovered at time
t (Dg is replaced by t). As n — oo, Y, (t) is non-decreasing and converges to Y (t). We

have Y () () = 1 and for all n > 0, as in RDE (5.1),

4

N
YD) £ 14y e <)Y (- &+ D),
=1

where }Q(”), and D; are independent copies of Y (") and D respectively. Since EN < oo,
the expectation of the number of vertices in T, is finite. In particular, for all n > 0,
gn(t) = BY(™(t) < oo is bounded uniformly in ¢. Also, taking expectation in (5.7), we
have for all ¢ > 0,

i o]
Gnsr(t) = 14+ Ade™™ / e / gu(s)e™ dsdz = B(g,) (1), (5.7)
0 T

where ® is the mapping

t [es}
D:g—1+ )\de_’\t/ e(>‘+1)z/ g(s)e *dsdzx.
0 T

EJP 19 (2014), paper 20. ejp.ejpecp.org
Page 26/33


http://dx.doi.org/10.1214/EJP.v19-2361
http://ejp.ejpecp.org/

Predator-prey dynamics on infinite trees

It is easy to check that @ is indeed a mapping from 7, to H;, where #; is the set of
non-decreasing functions g : [0,00) — [1,00) such that sup,~, g(t)e”** < co. Now, from
what precedes the function N
de®t — 1
h(t) = -1
is a fixed point of ®.

Denote by < the partial order on #; of point-wise domination: g < f if forall ¢ > 0,
g(t) < f(t). The mapping @ is non-decreasing on 7 for this partial order. We notice that
go < h and go < ¢g1. Composing by ®, we obtain: g = ®(gg) < ®(h) = h and ¢g; < g2. By
recursion, it follows for any n > 1, g, < h and (g, )n>0 is non-decreasing. By monotone
convergence, for any ¢ > 0, the limit g(t) = lim,,— o g, (f) exists and is bounded by A(t).
Also, since g, < h, by dominated convergence, for any ¢ > 0, lim,,_,oc ®(g,)(t) = ®(g)(?).
Therefore g solves the integral equation (5.2) and is equal to  — 1/(d — 1) where z is
given by (5.5) (or (5.6) if A = A1) for some a > 0. However, from what precedes, we get
z(t) < h(t) +1/(d — 1) and the only possibility is « = 0 and ¢(t) = h(?).

Finally, since Y (")(¢) is non-decreasing and converges to Y (), by monotone conver-
gence we have that fi(t) = EY (t) = lim,,_,o, BY (")(#) = ¢(t). This concludes the proof
of Theorem 1.4. [ ]

5.2 Proof of Theorem 1.3 for integer moments
For 0 < A < Aq, we define

N2\ +1-(1-NVA _8

oA (d— 1) a (5-8)

7 =
where «a and 3 are given by (5.4). The key property of () is that (1 — Nua — A(d—1) —
u?a? > 0 if and only if 1 < u < F()\). We also note that if u > 1, u < ¥ is equivalent to
A € (0,\,). We first state an important lemma. Let 1 < u < 7, we define #H,, the set of
measurable functions £ : [0,00) — [0, 00) such that sup,~ h(t)e”"** < co. Let L > 0, we
define the mapping from #H,, to H,, N

t o3}
U : h— Lett + )\de*’\t/ e@“)x/ h(s)e *dsdz.
0 x
In order to check that W is indeed a mapping from #, to H,, we use the fact that if
l<u<¥y=p/athenua < f <1.
Lemma 5.2. Letl < u <7 and f € H, such that f < ¥(f). Then forallt > 0,

L(ua + A)(1 — uc)
(1—=MNua—Ad—1) —u2a? ¢

uat

f@t) <

Proof: We set go = f and for k > 1, we define g, = ¥(gx—1). First, since 1 < u < 7 then
(ua + N)(1 — ucr) > Ad. We use the formula for all © > 0 such that ua < 1:

e M /t eA )z /00 e e *dsdx = e — 6_/\t) . (5.9)
0 x (uar + A)(1 — ue)

We deduce easily that if go(t) < Cpe*t then

LAd

uat =AYy uoct
N N L

g1(t) = U(go)(t) < Le ™" +
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with C; = L + m&%. By recursion, we obtain that limsup,, gx(t) < Ce“**, with
C = L(ua+ A)(1 —ua)/((1 = Nua — A\(d — 1) — u?a?) < cc.

We may now conclude the proof. Notice that ¥ is monotone: if for all ¢ > 0, hy(¢) >
ho(t) then for all t > 0, U(hy)(t) > PU(ha)(t). Hence, by recursion, from the assumption
f < ¥U(f) = g1, we deduce that for all integer k > 1, f < gi. It remains to take the limit

in k. [ |

Now, let p be an integer, and define f,(t) = E\[Y (¢)?]. The main result of this sub-
section is the following lemma.

Lemma 5.3. Let1 <p < vp, if A € (0, ), then f, is finite and there exists a constant
C)p such that for allt > 0
fo(t) < CpePt.

Proof: In §5.1, we have computed f, for p = 1 and found f;(¢) = (de®* —1)/(d — 1). Let
p > 2 and assume now that the statement of Lemma 5.3 holds forqg =1,--- ,p — 1. Let
x>0, Y¥)(t) = min(Y (t), x) and let <,; denote the stochastic domination (beware that
Y (®)(t) is different from Y (") (t) defined in §5.1). We use that if y; > 0, min(}", y;, &) <
>, min(y;, x). Hence, from RDE (5.1), we have

N
YOt) < 14+ 31 <Y (¢ & + Dy). (5.10)
=1

Recall the multinomial formula

n P
n

M) = 3 (e

(i_l ) 1 P11 Pn

)P

where the summation is taken over n-tuples of integers that sum up to p. Taking power
p in the above stochastic inequality and expanding brutally, we thus get

N

N+1 " )

YOmr <, Y ( " ) TT (1o + (e < Y0 — &+ D).
P1i, sPN+1 P1- " PN+1 =1

where the summation is taken over N + 1-tuples of integers that sum up to p. Now we
define
JE8) = BA [Y O 0)7] = B4 fmin(Y (1), 1)7].

Taking expectation and using independence leads to

0 < X rm X (" T o+ B e < v - 4 D))
n=0 proepngs NP1 PnAl/) iy
S s (70)
"z::o plv‘gnﬁ»l p1-- pn+1

n t &S]
X H (Ilpl._o —&-llpizl)\e_”/o e()‘+1)x/ féf)(s)e_sdsdx) . (5.11)

i=1
Consider a n + 1-tuple that sums up to p such that forall ¢ = 1,---,n, p; < p—1,
Y ipi=g<pand)> . 1,>1 =m <p. From the recursive hypothesis and (5.9), with
L= maxXi<g<p—1 Ck, we get

ﬁ ( e [ one [ 4 H Cp, AePit
L, —0 +1,,>1 e™ / e “‘/ Ior (s)e_sdsdx) < :

< [Me®dte— St In(1-pia) )
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Now recall that |In(1 — y) + y| < Q(iyiiy) for y € (0,1). Since Y., p? < ¢°, we get

n

! > a2 2
11 (ﬂpi—o +1, izlAB_M/ G(AH)I/ fpi(S)e‘sdsdx> < Lmetetdtatizrm
i 0 T

=1
< L'e¥t,

Then, grouping together all such n + 1-tuples, from (5.11) we deduce

[e%e] t [e’e}
fz(,“)(t) < ZP(n) ((n—i—l)pL’eo‘pt—i-n/\e)‘t/ e(’\“)I/ f;“)(s)esdsdl)
n=0 0 x
t [e'e]
< L”eo‘pt—kx\de*)‘t/ e()‘H)I/ flg")(s)efsdsdx, (5.12)
0 x

where we have used the hypothesis p < yp. We may then apply Lemma 5.2: there exists
a constant C), such that

FH @) < ceor,

The monotone convergence Theorem implies that f,(t) = lim,_oo fp )(t) exists and is
bounded by C,e®?'. The recursion is complete. u

5.3 Proof of Theorem 1.3 : lower bound on ()

To prove Theorem 1.3, we shall prove two statements

If I} [Z"] < oo then u < 7, (5.13)

If 1 <u < min(¥,vp) then E\[Z"] < oco. (5.14)

In this paragraph, we prove (5.14). The argument is a refinement of the argument
in §5.2. Let x > 0 and let £’ (t) = E\[min(Y (¢), k)"], we have the following lemma.

Lemma 5.4. If1 < u < min(¥,yp), there exists a constant L,, > 0 such that for allt > 0
and k > 0,

t oo
U (t) < Lye't + )\def)‘t/ eO‘H)I/ fiF) (s)e *dsdux.
0 T

Proof: The lemma is already proved if « is an integer in (5.12). The general case
extends of the same argument. We write u = p + v with v € (0,1) and integer p > 1. We
use the inequality, for all y; > 0, 1 <1i < mn,

<Zy> <2 2 <p1~T~L~p )yfﬁv I . (5.15)
=1 n

i=1p1, ,Pn 1<j<n,j#i

where the summation is taken over n-tuples of integers that sum up to p (which follows
from the inequality (> y;)” <> y; and the multinomial formula). Then from (5.10), we
get the stochastic domination

N

K u E § N + ]' K . v

Y( )(t) S ( - ) (]lpz:o +]1Pi21]1(§i < t)Yi( )(t - fl + Di)pﬁ_ )
i=1p1, ,PN+1 P PN+1

< 1 (lpjzo 1, >a1(E; < BV (&5 + Di)”) /(5.16)

1<GSN,j#i
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where the summation is taken over NV + 1-tuples of integers that sum up to p. From

Lemma 5.3, forall 1 < ¢ < p, f,(t) < C,e?*'. Note also, by Jensen inequality, that for all

1<q<p—1, fro(t) < fp(t)ﬁTv < Cpelatv)et The same argument (with p replaced by

u) which led to (5.12) in the proof of Lemma 5.3 leads to the result. [ |

Statement (5.14) is a consequence of Lemma 5.2 and Lemma 5.4. Indeed, by Lemma
5.2, forallt >0, fff‘) (t) < C,e*“t for some positive constant C, independent of x. From
the monotone convergence Theorem, we deduce that, for all ¢t > 0, f,(t) < C,evet.

However from Z < Y (D), we find

E\Z" = / fut)e tdt < / Cue" e dt.
0 0
Then, statement (5.14) follows from ua < 1.

5.4 Proof of Theorem 1.3 : upper bound on ()

In this paragraph, we prove statement (5.13). This will conclude the proof of Theo-
rem 1.3. Let u > 1, we assume that E}\[Z%] < co we need to show that A < \,. Without
loss of generality we can assume that A < A\;. From Lemma 5.1 and (5.1), we get

fut) = BA[Y (1)"] = E) (1 +) W& <Yt - &+ Di)) :

i=1

Taking expectation and using the inequality (z + y)* > z* 4 y*, for all positive x and y,
we get:

t o]
fult) > 1+)\de_)‘t/ e(>‘+1)z/ fu(s)e ?dsdx. (5.17)
0 T

From Jensen’s Inequality, f,(t) > f1(£)* > e“*. Note that the integral fmoo e*Se~%ds is
finite if and only if u < a~!. Suppose now that ¥ < u < a~!'. We use the fact that if
u > 7 then u?a? — (1 — N)ua + A(d — 1) > 0. It implies that there exists 0 < ¢ < A such
that

u?a? — (1 — Nua + A(d — 1) > ed. (5.18)

We define A = A — € A(e) = (1 — N2 —4(Ad — )\). Note that A(0) = A. Since A < Ay,
for € small enough, A is non-negative, we may then consider the real roots of X2 — (1 —

NX 4 M — X

af(e) 5

Again, for e = 0, &(0) = « and B(O) = (. Hence, since u > 7 = [3/«a, by continuity, for e
small enough, )
ua > f3. (5.19)

We compute a lower bound from (5.17) as follows:

t e} t 00
fu(t) > 1+€de_’\t/ e()‘+1)x/ fu(s)e_sdsda:—&—S\de_)‘t/ e(’\H)”/ fu(s)e™*dsdx
0 T 0 T
t o) 5 t o)
> 1+edef)‘t/ e()‘+1)w/ e”asefsdsdoer/\de*)‘t/ 6()‘+1)"”/ fu(s)e ?dsdx
0 T 0 T
N t oS}
> 14 L(e" —e M) 4 )\de_’\t/ e()‘"'l)”/ fu(s)e™*dsdz,
0 T
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with J
€
L= > 0.
A+ ua)(1 — ua)

We consider the mapping ¥ : h +— 1 + L(e"®t — e=) + ;\fg e® [ fu(s)e *dsdx. W is
monotone: if for all ¢ > 0, hy(t) > ha(t) then for all ¢ > 0, ¥(hy)(t) > ¥(he)(t). Since, for
allt >0, fu(t) > ¥(f,)(t) > 1, we deduce by iteration that there exists a function i such
that h = U(h) > 1. As in §5.1, solving h = ¥(h) is simple, taking twice the derivative,
we get,

B — (1= M+ (A — MNh = =X — L\ + u)(1 — uar)e™.

Therefore, h = ae™ +beP! —e(u?a® — (1—N)ua+A(d—1))~Le“ for some constant a and b.
From (5.19) the leading term as ¢ goes to infinity is equal to —e(u?a? — (1 — A)ua + \(d —
1))~ teuet, However from (5.18), —e(u?a? — (1 — A)ua+ A(d—1))~! < 0 and it contradicts
the assumption that i(¢) > 1 for all ¢ > 0. Therefore we have proved that v < 7. [ |

Appendix

In this appendix, for the sake of completeness we include the proof of the following
lemma on Galton-Watson trees.

Lemma 5.5. Let T' be a Galton-Watson tree with mean number of offsprings d > 1.
Conditioned on T is infinite, T is a.s. lower d-ary.

Proof: Letl < 0 < dand Z, = |V,| be the number of offsprings of generation n. From
Seneta-Heyde Theorem (see [22, Chapter 5]), conditioned on 7' is infinite, a.s.

1
lim —log Z,, = d.
n—oo N
Let p > 0 be the probability that 7' is infinite. It implies that for any ¢ > 0, for all n large
enough, we have P(Z,, > ") > p —e.

Now, consider a new Galton-Watson tree 71" starting from the root where each ver-
tex produces independently m = |§" | offsprings with probability p — ¢ and 0 offspring
otherwise. From what precedes, we may couple T and 7" such that 7" is a subtree of
T*m,

We are now going to prove that 7" contains a large regular tree with probability at
least p — 2¢. To this end, we set

g=q(e)=1-p+e.
Note that we may have chosen n = n(¢) large enough so that
¢+ (1—qe ™ /?<q+e. (5.20)

We consider the following pruning algorithm on 7”. At step 0, we start with all
vertices of 7’. At step 1, we remove all vertices which have less than (1 — ¢ — 2e)m
offsprings. We now iterate: at step k£ > 1, we remove all vertices which have less than
(1 — g — 2¢)m offsprings left by step k — 1.

Denote by p, the probability that the root of 7" is removed by step k. We have pg = 0,
p1 = ¢ and (pr)r>0 is an non-decreasing sequence. We are going to check by recursion
that forall k > 1,

pr<q+e. (5.21)

Indeed, let k£ > 1 and assume that p;_; < g + €. Note that if the root is removed by step
k, then either it has 0 offspring or more than (¢ + 2¢)m of its offsprings were removed
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by step £ — 1. From the recursive structure of the Galton-Watson tree, the probability
that an offspring was removed by step £ — 1 is py_; and these events for each offspring
are independent. It follows that

Pk SQ+(1_Q)P<ZXi > (q+26)m>,

i=1

where (X;)1<i<m are iid. {0,1}-Bernoulli variables with mean p;_;. By recursion
hypothesis, pr—1 < g+ €. Hence, Hoeffding’s inequality leads to

P (Zm: X; > (C] + 26)m> <P (in:(Xz - EXl) > £m> < e_m52/2.

i=1 i=1

From (5.20), we deduce that p;, < g + ¢. This proves (5.21).

We have thus proven that with probability at least 1 — (¢+¢) = p— 2¢, the root of T is
never removed by the pruning algorithm. However, on the latter event, by construction
T’ contains a | (1 — ¢ — 2¢)m]-ary tree rooted at (note that 1 — g — 2e = p — 3¢).

We may now conclude the proof. We apply the above argument to some ¢’ € (4, d).
This proves that for any 0 < € < 1, there exists an integer n. such that with probability
at least (1 —¢)p, T*" contains a [§"<]-ary tree. Note that the latter event is contained in
the event that T is infinite. It follows that the conditional probability that T*"< contains
a [d"<]-ary tree, given T infinite, is at least 1 —e.

We finally consider the sequence ¢;, = 1/k?. From Borel-Cantelli lemma, conditioned
on T infinite, a.s. there exists k such that 7*"<x contains a [¢"<x |-ary tree. |
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