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Abstract

We consider the optimal mass transportation problem in R? with measurably parameterized marginals
under conditions ensuring the existence of a unique optimal transport map. We prove a joint mea-
surability result for this map, with respect to the space variable and to the parameter. The proof
needs to establish the measurability of some set-valued mappings, related to the support of the
optimal transference plans, which we use to perform a suitable discrete approximation procedure.
A motivation is the construction of a strong coupling between orthogonal martingale measures.
By this we mean that, given a martingale measure, we construct in the same probability space
a second one with a specified covariance measure process. This is done by pushing forward the
first martingale measure through a predictable version of the optimal transport map between the
covariance measures. This coupling allows us to obtain quantitative estimates in terms of the
Wasserstein distance between those covariance measures.

1 Introduction

We consider the optimal mass transportation problem in R¢ with measurably parameterized marginals,
for general cost functions and under conditions ensuring the existence of a unique optimal trans-
port map. The aim of this note is to prove a joint measurability result for this map, with respect
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to the space variable and the parameter. One of our motivations is the construction of couplings
between martingale measures (in the sense of Walsh [15]). This problem classically arises in
the literature, especially in cases where the martingale measures are compensated Poisson point
measures or space-time white noises, for which the covariance measures are deterministic (cf.
Grigelionis [[5], El Karoui-Lepeltier [[1]], Tanaka [12]], El Karoui-Méléard [2]], Méléard-Roelly [7]],
Guérin [l6]). A classical approach for constructing such couplings is to use the Skorokhod repre-
sentation theorem. However, this does not give any quantitative estimate.

Here, we aim at a method to construct what we call “strong coupling” between martingale mea-
sures. By this we mean that, given a martingale measure, we search to construct in the same
probability space a second one with specified covariance measure process. We will do this by
pushing forward the given martingale measure through the optimal transport map between the
two covariance processes. The interest of such a construction is that it will provide quantitative
estimates in terms of the Wasserstein distance between the covariance measures. But in order
to make this construction rigorous, the existence of a predictable version of the above described
transport map is needed. To our knowledge, available measurability results on the mass trans-
portation problem with respect to some parameter require a topological structure on the space
of parameters, or concern measurability of transference plans, but not of transport maps (see e.g.
[10], or Corollaries 5.22 and 5.23 in [[14]]). Our main result provides the existence of the jointly-
measurable optimal transport map which is required.

Let us establish notations and recall basic facts. We denote the space of Borel probability measures
in R? by # (R?) endowed with the usual weak topology, and by 2, (R?) the subspace of probability

measures having finite p—order moment. Given 7 € 2 (R??), we write
u
<t

if u,v € 2(RY) are respectively its first and second marginals. Such 7 is referred to as a “trans-
ference plan” between u and v.
Let ¢ : R2 — R, be a continuous function. The mapping

n—I(n):= f c(x,y)n(dx,dy)
R2d

is then lower semi continuous. The Monge-Kantorovich or optimal mass transportation problem
with cost ¢ and marginals u, v consists in finding

inf I(m).
n<h

It is well known that the infimum is attained as soon as it is finite, see [[13]], Ch.1. In this case,
we denote by IT"(u, v) the subset of 2 (R*?) of minimizers. If otherwise, I(7) = 400 for all 7 <4,
then by convention we set IT"(u,v) = 0.

We shall say that Assumption H(u,v, c) holds if
there exists a unique optimal transference plan 7 € IT;(u,v), and it has the form

n(dx,dy) = p(dx) ® S7((dy)

for a u(dx) — a.s. unique mapping T : R? — R%
Such T is called an optimal transport map between wu and v for the cost function c.
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We recall that the condition that u does not give mass to sets with Hausdorff dimension smaller
than or equal to d — 1 is optimal both for existence and uniqueness of T, see Remark 9.5 in [14].
Moreover, if IT:(u,v) # 0, then the latter condition implies H(u,v,c) in the following situations
(see Gangbo and McCann [4]]):

D) c(x,y) =¢(x — y|) with ¢ : R, — R, strictly convex, superlinear and differentiable with
locally Lipschitz gradient.

ii) c(x,y)=_¢&(|x — y|) with ¢ strictly concave, and u and v are mutually singular.
Condition H(u, v, c) also holds if

iii) c(x,y) = &(|x — y|) with ¢ strictly convex and superlinear, and moreover u is absolutely
continuous with respect to Lebesgue measure.

When u,v € ,@p(Rd), fundamental examples are the cost function c(x,y) = |x — y|? with p > 2
for case i), p > 1 for case iii), and p € (0, 1) for case ii).

Our main result is

Theorem 1.1. Let (E,X, m) be a o—finite measure space and consider a measurable function A €
E — (uy,vy) € (2 (RY)? such that for m—almost every A, H(u;, v3, c) holds, with optimal transport
map T, : RY — R%. Then, there exists a function (A, x) — T (A, x) which is measurable with respect
to £ ® B(RY) and such that m(dA)—almost everywhere,

T(A,x)=T;(x) wy(dx)-almost surely.

In particular, T,(x) is measurable with respect to the completion of ¥ ® B(R?) with respect to
m(dA)u; (dx).

Theorem [1.1] generalizes Theorem 1.2 in [[3], where a predictable version of the quadratic trans-
port map between a time-varying law and empirical samples of it was constructed. This allowed us
to exhibit the convergence rate of a Brownian motion driven interacting particle system towards a
white-noise driven nonlinear process. More precisely, we considered n independent copies (X i)?zl
of the process in RY:

X;‘=X3+f f a(X;'—y)Wf(ds,dyHJJ b(X; — y)P(y)dyds M
0 JR? 0 Jrd

where o and b satisfy usual Lipschitz assumptions, X! ~ P,(y)dy and W' is an R? valued
space-time white noise on [0,T] x R? with independent coordinates of covariance measures
P,(y)dy®dt. By pushing forward each Wi(dt, dx) through the predictable version of the optimal
transport map from P, to %Z;;l o xi» We constructed in the same probability space n? indepen-
dent RY—Brownian motions (B), suitably correlated with the martingale measures (W1). This
provided us a coupling between the processes (X i) and the particles (X;") governed by

Xi,n _Xl 1 ' Xi,n Xk,Tl dBlk 1 'O b Xi,n Xk,n d s 1
o= °+ﬁ ZO‘(S X" S+; X" =X>")ds, i=1,...,n,
0 k=1 0 k=1
yielding the estimate #Z(law(X""),law(X")) < CT,dnﬁ for the Wasserstein-2 distance #, on
the space of probability measures on C([0,T],R¢). That is indeed the convergence rate to O of
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the (squared) expected Wasserstein-2 distance WZZ(% Z;lzl 0yi,P)in 2, (R%), as n goes to infinity.
(For details and precise statements, see Theorem 1.1 and Corollary 6.2. in [3])

The proof of Theorem [I.1]is developed in Section 2.. We firstly establish a type of measurable de-
pendence on A of the support of the optimizers. From this result, we can define measurable (w.r.t.
A) partitions of E x R? induced by a dyadic partition of RY, and construct bi-measurable discrete
approximations of T(A,x). This approximation procedure was not needed in the simpler case
studied in [J3]], where one of the marginals (the empirical measure) had finite support. In Section
3 we address the construction of strong couplings between orthogonal martingale measures.

2 Proof of Theorem

Let us first state an intermediary result concerning measurability properties of minimizers in the
general framework. Its formulation and proof require some notions of set-valued analysis, see e.g.
chapter 14 of [[9].

Theorem 2.1. The function assigning to (u,v) the set of R

v(pv):=ct| J supp(n) |, @)

meEM; ()

where Cl stands for the topological closure, is measurable in the sense of set-valued mappings. That
is, for any open set 6 in R?4, its inverse image ¥~1(0) = {(u,v) € (Z(R))?: ¥(u,v)NO #0}isa
Borel set in (2 (R9))%.

Remark 2.2. In the case of a set-valued mapping taking closed-set values, measurability is equivalent
to the fact that inverse images of closed sets are measurable (see [9]]).

Proof. The idea of the proof is similar to the one of Theorem 1.3 in [3]], where we considered the
quadratic cost and the measurable structure induced by the Wasserstein topology. (In the present
case, the topology in 2 (R?) and 2 (R??) is the usual weak one.)

We observe that W writes as the topological closure of a set-valued composition,

U(u,v)=CL(UoS(u,v)) :=Cl U uln) |,
neS(u,v)

where S and U are the set-valued mappings respectively defined by
S(u,v) :=T (u,v) and U(n):=supp(n).

Measurability of W is equivalent to U o S being measurable. The latter will be true as soon as S is
measurable and U~1(0) is open for every open set 6 (see [9]).

The stability theorem for optimal transference plans of Schachermayer and Teichmann (Theorem
3 in [[11]]) exactly states that inverse images through S of closed sets in 2 (R??) are closed sets in
(2 (R9))2. This, together with the fact that the mapping S takes closed-set values (by lower semi
continuity of I(n)) imply that S is a measurable set valued mapping.

On the other hand, the inverse image by U of an open set 6 of R2? is

UH0)={ne PR :supp(n)N O # 0} = {nm e 2(R*?): n(0) > 0}.



128

Electronic Communications in Probability

It then follows by the Portmanteau Theorem that U~(6) is an open set in 2 (R??), and this
concludes the proof.

Corollary 2.3. Let (E, %) be a measurable space, and A € E — (u,,v;) € (2(R%))? a measurable
function. We consider the function W defined by @ and let F be a closed set of RY. Then, the set

{x) : (fx} x YN W(up,v,) # 0}

belongs to ¥ ® #B(R%). In particular, if for all A € E, T (u;,v,) = {m,} is a singleton, the set

F:={(A,x): ({x} x F)nsupp(r,) # 0}
is measurable.

Proof. Without loss of generality, we assume that F is nonempty. Let us first show that for any
open set 6 of R4 the set

G={zeR?:({z} x F)N 6O # 0}

is open. Indeed, for x € G there exists y € F and &€ > 0 such that B(x,¢) X B(y,e) € 6. In
particular, for all z € B(x, ¢) one has (z,y) € 6 and so B(x, ¢) C G. By definition of measurability,
the set-valued mappings (A, x) — {x} X F and (A, x) — ¥(u,,v;) — ({x} x F) are thus measurable
(see [9]], Proposition 14.11(c)). The latter mapping being also closed valued, we conclude that

{(x,x) : (W vy) — (I} x F)] 0 {0} # 0}

is a measurable set, which finishes the proof.

Proof of Theorem Since any o-finite measure is equivalent to a finite one, we can assume
without loss of generality that m is finite.

For a fixed k > 1, we denote by (A, ;) ez« the partition of R? in dyadic half-open rectangles of size
279 that is

d

n, n;+1

Apg = l_[ [2—;,12—1(), where n = (n,,...,ny) € 2%
i=1

Consider the sets B, ; = {(A,x) € E x R? : ({x} x A, ) N ¥(uy,v,) # 0}, with ¥ defined by ([@).

. . d . +1
Notice that since A, = ey [ i [“—;, - 2%] , one has

drn m+1 1
Bu=U {(A,x): ({x} <[ 1|55 - %D nwmk,m#@},

jeN i=1

and so B, ; is measurable thanks to Corollary[2.3]
Denote now by a, ; € A, the “center” of the set, and define a X ® 2B (RY)—measurable function
by

T4, x) = Y 4,515, (A, X). 3)

nezd



Optimal transportation and coupling of martingale measures 129

For each A € E, let V,’{ be the discrete measure defined by pushing forward u, through T, that is,

vi(A) = f Lrc(ea Ma(dx), A€ B(RY).

Denote also by E € & a measurable set with m(E°) = 0 and such that for all A € E, H(u;,v;,c)
holds.
By hypothesis, for each A € E we have that

s (dx) almost surely: 1p  (A,x) = 1.t (x)ea, - 4)

where T, has been defined in the statement of Theorem 1.1} This implies that

V,’{({an,k}) = J 1g,, (A, x)up(dx) = pp({x : Th(x) € Angd) = vi(Ani)

by definition of T).

We now check that (T*),<y is a Cauchy sequence in L*(E x RY, m(dA)u;, (dx)). Fix k < k’, and for
each n € Z¢ denote by {A, 1}, the unique partition of A, ; in dyadic rectangles of size 279K We
then have that

f J I T*(2, %) = T (A, x)lus(dx)m(dA)
E JRd

ZJ J D >0 1, (ADlag —ay el (dx)mdA)
EJR! nezd n':A

o K CAn,k

= f DDtk ayplviAy pdm(dA)

Enezd n":Ay 0 CAp

sf D2k Y wi(Ar)m(dA)
E

nezd n’;An/’k/ CApk

= f D27, (A dm(dA)
E

nezd

= 2—’<J v, (ROm(dA) = 27*m(E),
E

and the Cauchy property follows since m(E) < oo.

Let us denote by T the limit in L}(E x RY, m(dA)u,(dx)) of the sequence T*. Theorem will
be proved by verifying that for all A in a set of ¥ of full m-measure set, one has 7,(dx,dy) =
Wy (dx)0 (5 x)(dy). To that end, it is enough to check that

J gO)f (T(A, x)u;(dx) = f g(x)f (y)m;(dx,dy)

for any pair f,g : R — R of bounded Lipschitz-continuous functions. We denote by ||f]| :=

SUDP, %y % +sup, |f(x)| and ||g]| their corresponding norms.
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We have for A € £ that

’fg(X)f(y)m(dx,dy)—Jg(X)f(T(l,X))m(dX)‘

<

J g(a)f (y)ma(dx,dy) — J gCO)f (T7 (4, X))z (dx)

+ IIgIIIIfIIf

—— /7
=A; + AL

)

TI(A,x) - T(A,X)‘m(dX)

Since f {Tj(k, x)—T(A, x)| i (dx) converges in L' (m(dA)) to 0, there is set E € X of full measure
and a subsequence T such that lim; ., A} =0forall A€ E:=ENE.

It is therefore enough to show that for all A € E, one has A; — 0 as j goes to co. First, we claim
that for A € E, one has for any Borel set C € R? and all n € Z¢, k € N that

f ]'CXAn,k(x’ TI(A, x))u, (dx) =7, (C xAn,k) forall j > k. (6)

Fix a Borel set D, of R? of full u, measure (which might depend on C, k and n) where is
everywhere true. Then,

J Lewa, (6, TI(A, )z (dx) =f Lo, cyen,, (5, TH(A, )itz (dx)

ZJ I(DAOC)XAM (X: Z am,jlsm,j(lax)) i (dx)

mezd
ZJI(DAOC)XAM x, Z am,jla, (T7(x)) [ paldx).
m:amyjeAnyk

Remark now that for all j > k, y € A, < D,
jzk,

Amjla, (¥) € Ay This yields, for all

M:dy, j€A,,

f Lcxa,, (6, TI (A, X))pa(dx) = J 10, nc)xa,, 06 T (0)pa(dx) = 75 (C X Ay

establishing (6). Next, we introduce for each k € N an approximation of h : R? — R a bounded
Lipschitz-continuous function by step functions

h9(x) = D h(a, )L, ,(x), x€R%

nezd

One has |h(x) — % (x)| < ||h||d27* for all x € RY, from which it follows that

=

A <d2754lIf g + U gW0AfO(TI (A, )z (dx) — f gW)f O (y)Imy(dx, dy)

a2 lg + D 18(agollf (@)l

m,nezd

J Ly, en, 06 T4 XD (dx) = 705 (A X Ay
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for all k € N. Thanks to (6), the sum identically vanishes for all j > k. This means that A ;—0as
j goes to 0o, and the proof is complete. |:|

3 Application: strong coupling for orthogonal martingale mea-
sures

We now develop an application of Theorem (I.1), which is a generalization of what has been
used in [3] to estimate the convergence rate of Landau type interacting particle systems. Let
(2,Z,%,,P) be a filtered space and consider M an adapted orthogonal martingale measure on
R, x R?¢ (in the sense of Walsh [[15]). Assume that its covariance measure has the form q,(da)dk,,
where q,(w, da) is a predictable random probability measure on RY with finite second moment and
k. a predictable increasing process. Let us also consider another predictable random probability
measure §,(w,da) on R? with finite second moment.

We want to construct in the same probability space a second martingale measure with covariance
measure §,(w, da)dk,, in such a way that in some sense, the distance between the martingale mea-
sures is controlled by the Wasserstein distance between their covariance measures. This distance
is defined for u,v € Z,(R?) by WZZ(,u, v) = inf_ s I(r) with the quadratic cost c(x,y) = [x — y|2.
It makes the set 22,(R?) a Polish space, and strengthens the weak topology with the convergence
of second moments (see e.g. [[8]).

Theorem 3.1. In the previous setting, assume moreover that P(dw)dk,(w) a.e. q, has a density
with respect to Lebesgue measure in R%.

Then, there exists in (Q, Z,%,,P) a martingale measure M on R, X R? with covariance measure
g.(da)dk,, such that for all S > 0 and for every predictable function ¢ : R, x 2 x RY — R that is

Lipschitz continuous in the last variable with E (fos f ¢%(s,a) (¢;(da) +g,(da)) dks) < 00, one has

t t 2 S
E (sug (J J ¢(s,-,a)M(ds,da) —J J (s, ',a)M(ds,da)) ) <E (J (K?)* Wi(q,,45) dks) ,
t= 0 0 0

)
where Kj’(w) is a measurable version of a Lipschitz constant of a — ¢(s,w,a) and W22 is the
quadratic Wasserstein distance in @,(R%).

Proof. Since g,(w, da) has a density for almost every (t, w), assumption H(q,(w,da),§,(w,da),c)
is satisfied. We can therefore apply Theorem to (E,2,m) = (Q xR, Pred,P(dw)dk.(w)),
where Zred is the predictable o —field with respect to &,. Then, there exists a predictable map-
ping T : R, x Q x R? — R? that for m-almost every (t, w) pushes forward g, to §,. Moreover, for
a.e. (t,w), one has

J |Cl - T(t: w:a)|2qt(w7 da) = sz(qUQt)

One can thus define a martingale measure M by the stochastic integrals

f f Y(s,a)M(ds,da) := f f Y(s, T(s,a))M(ds,da)
0 0
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for predictable simple functions 1. Its covariance measure is by construction §,(da)dk,, and by
Doob’s inequality, the left hand side of is less than

S S
E( f f 66, @) = $(5, T(s, )Pq (da)dk,) < E (J (&Y ( f ja - T(s,a)|2qs(da)) dks)
0 0

S
<E ( f (K?)* Wi(q,,45) dks) ,
0

by definition of T and of W;. D

Remark 3.2. In general, a coupling satisfying the estimate (7)) can be obtained by constructing an or-
thogonal martingale measure M(dt,da,da’) on Rt xR x R? with covariance measure 7,(da,da’)dk,,
1, being an optimal transference plan between q, and §,. Then, the marginal martingale measures
M(dt,da,R?) and M(dt,R?,da’) are orthogonal martingale measures with the required covari-
ances. Our argument provides a simple way of constructing M(dt,da,da’) when the realization of
one of the “marginal” martingale measures is given in advance.

An immediate consequence is

Corollary 3.3. Let the space (Q,F,Z,,P), the martingale measure M and the random measure
q.(da)dk, be as in Theorem Assume that (g7 (w,da)),ey is a sequence of predictable random
probability measures on RY in the same probability space, such that for all t > 0, fot sz(qs,qs”) dk,
goes to 0 in L'(P) when n — oo.

Then, there exists a sequence (M, ) of orthogonal martingale measures in (Q, &, ., P) with covari-

ance measures (q7(da)) such that for all t > 0 and all ¢ with ||sup5§th¢ |20y < 00, fot ¢(s,a)M"(ds,da)
converges to fot ¢ (s,a)M(ds,da) in L2(P).

Acknowledgements We thank the anonymous referees for pointing out a gap in the proof of
Theorem 1.1 and for valuable comments that allowed us to improve the presentation of this work.
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