
E l e c t r o
n i

c

J
o
u
r n

a l
o
f

P
r
o b a b i l i t y

Electron. J. Probab. 29 (2024), article no. 192, 1–57.
ISSN: 1083-6489 https://doi.org/10.1214/24-EJP1248

A quantitative hydrodynamic limit of the Kawasaki
dynamics*

Deniz Dizdar† Georg Menz‡ Felix Otto§ Tianqi Wu¶

Abstract
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Part I

Hydrodynamic limit via a two-scale
approach

1 Introduction

The broader context of this work is the derivation of scaling limits for lattice systems.
Typically, such a result shows that under a suitable time-space re-scaling, a random
evolution of a lattice system converges to a macroscopic evolution as the system size goes
to infinity. Two different kinds of limits may be considered. In the hydrodynamic limit
(a dynamical version of the law of large numbers), the limiting macroscopic evolution
is deterministic and describes the typical macroscopic behavior of the system. In
the fluctuation limit (a dynamical version of the central limit theorem), the limiting
macroscopic evolution is random and describes the fluctuations around the hydrodynamic
limit.

This work is devoted to the hydrodynamic limit of the Kawasaki dynamics of one-
dimensional lattice systems of continuous, unbounded spins. The Kawasaki dynamics
is a spin-exchange dynamics preserving the mean spin. In the hydrodynamic limit, it
converges to a non-linear diffusion equation. On a qualitative level, this convergence
was established in [17] using resolvent techniques and in [21] using convergence of
martingales and entropy estimates. Our quantitative approach is closer to the [21]
method in the sense that we use thermodynamically natural quantities like the relative
entropy and its dissipation, and allow for non-convex single site potentials. As an
alternative to the martingale method in [21], Lu and Yau introduced the entropy method
in [26], which is based on a sophisticated Gronwall-type estimate for a relative entropy
functional. This method is more straightforward and gives stronger results, but also
makes stronger assumptions on the initial data (closeness to hydrodynamic behavior in
the sense of relative entropy rather than in the sense of macroscopic observables). All
those results were qualitative, and it is not apparent how to make them quantitative.

In the present work we develop a quantitative theory of the hydrodynamic limit of
the Kawasaki dynamics by establishing convergence rates. The first step toward a quan-
titative theory was made in [19] by introducing the two-scale approach. For a detailed
description of the two-scale approach, we refer to Section 3. In a nutshell, the two-scale
approach introduces an additional mesoscopic scale in-between the microscopic and
macroscopic scales. The hydrodynamic limit is then deduced in two steps, first showing
the closeness of the stochastic microscopic dynamics to a carefully chosen, deterministic
mesoscopic dynamics, and then showing the closeness of that mesoscopic dynamics to
the macroscopic dynamics. In [19], the hydrodynamic limit is still deduced only on a
qualitative level, but the main estimate for the first step is already quantitative, and in
principle the second step could also be made quantitative with some numerical analysis,
which overall would lead to a quantitative result on the hydrodynamic limit.

However, rather than completing the approach of [19], we instead proceed by apply-
ing the two-scale approach with a different choice of the mesoscopic scale. The reason
is that the choice of the mesoscopic scale in [19] would result in error terms with a
worse scaling in the system size compared to ours (for details see Remark 3.16 and
Remark 4.5 below). More precisely, [19] defines the mesoscopic observables by projec-
tion onto piecewise constant functions. Due to the lack of regularity, the mesoscopic
dynamics has to be defined in an unnatural way, and consequently one has to use a
mixed Galerkin procedure, which is not optimal. In the present work, we define the
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mesoscopic observables by projection onto splines. Because the splines are smooth, the
mesoscopic dynamics can be defined more naturally as the Galerkin approximation of
the macroscopic dynamics, leading to better error estimates compared to [19]. On the
other hand, because splines do not have a localized basis, deducing the main ingredients
of the two-scale approach becomes more subtle.

The second motivation behind improving the estimates of [19] is to develop a quanti-
tative theory of the fluctuation limit, which states that the fluctuations of the Kawasaki
dynamics converge to the solution of a stochastic diffusion equation. As with the hydro-
dynamic limit, the fluctuation limit of the Kawasaki dynamics is well understood on a
qualitative level (see for example [38, 40, 8, 11]), but there is no quantitative result. A
possible line of attack would be to use the two-scale approach. The estimates of [19]
for the distance between the microscopic and mesoscopic dynamics are too weak when
using the scaling of the fluctuation limit. Because our error terms scale better, our
estimates are still meaningful under this scaling (cf. Theorem 3.17).

Another interesting question in this setting is the convergence of the microscopic
entropy to the hydrodynamic entropy. Again, this question is well understood from a
qualitative point of view (cf. [24, 14]). With the tools provided here, one could hope to
make the approach of Fathi [14] quantitative.

1.1 Connection to gradient flows

Deducing the hydrodynamic limit is more accessible if both the microscopic and
macroscopic dynamics come from gradient flows, i.e. the evolution of each dynamics
reduces some kind of energy in the fastest possible way via some dissipation mechanism
(see e.g. [3, 36] for more details, examples, and further references). The main idea
is that Γ-convergence of the energy functionals, together with the convergence of the
dissipation mechanisms in the proper sense, yields the convergence of the associated
gradient flows (see e.g. [35, 37, 28]). This new perspective was applied, for example, in
the recent works [15, 29].

Hence, finding the appropriate gradient flow structure for the microscopic and
macroscopic dynamics is beneficial. This task is non-trivial because different gradient
flow structures could give rise to the same evolution equation. For example, it was
pointed out in [30] that the porous medium equation may be seen both as a H−1-gradient
flow of functions and as a Wasserstein gradient flow of number densities. Studying
this question led to the recently highlighted insight that the appropriate gradient flow
structure arises from the large deviation principle of the underlying microscopic process
(see e.g. [1, 2, 13, 16]), as was implicitly known before (see e.g. line (1.5) in [9]).

Let us illustrate the importance of selecting the appropriate gradient flow structure
with two examples. The first example is the hydrodynamic limit for interacting Brownian
particles on the circle (see [39]). The second example is the hydrodynamic limit of the
Kawasaki dynamics on a one-dimensional lattice spin system (see e.g. [21]), which is
studied in the present work. The two examples appear quite similar in that they both
yield a porous medium type equation in the hydrodynamic limit. However, they differ
significantly in terms of the underlying microscopic model: an interacting particle system
in the first example and a spin system in the second one. The differences become even
more apparent when studying the associated gradient flow structures.

The first example, the hydrodynamic limit of the interacting Brownian particles, can
be interpreted as a convergence of gradient flows in the following way.

• In [39], on the microscopic level N Brownian particles interact on a circle S. The
positions Xi of the particles are given by a coupled system of SDEs with repulsive
interaction. Because the evolution is reversible, one can interpret the associated
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forward Kolmogorov equation as a gradient flow for the relative entropy functional
w.r.t. to the Gibbs equilibrium measure in the Wasserstein space of probability
measures (see [23]). Here, the inner metric in the Wasserstein distance is given by
the Euclidean distance on SN .

• Because the Brownian particles are indistinguishable, one considers the empirical
distribution of the particles, which is obtained by “forgetting” the labels of the
particles. The unlabelling of the particles naturally pushes forward the inner metric
(see Section 4 in [30]). For the former, the inner metric as described in the first
bullet point describes the displacement of the particles (Lagrangian description).
For the latter, the inner metric is the discrete Wasserstein distance, i.e. the minimal
displacement of the particles required to transport one empirical distribution
into another (Eulerian description). The microscopic dynamics relevant for the
hydrodynamic limit is then the associated projected evolution of the empirical
distributions of the particles.

• As a consequence, one should view the porous medium equation obtained in the
hydrodynamic limit as a Wasserstein gradient flow, namely the gradient flow of
the macroscopic free energy on the Wasserstein spaceM1(S) of number densities
on S.

It is worth noting that there are two “levels” of Wasserstein metrics involved here.
The “inner” Wasserstein metric is associated with the “movement mechanism” of the
dynamics itself, i.e. transporting empirical distributions (for the microscopic dynamics) or
transporting number densities (for the macroscopic dynamics). The “outer” Wasserstein
metric is associated with the stochastic fluctuations of the dynamics and becomes
degenerate, as it is the nature of the hydrodynamic limit to be deterministic. The main
takeaway is that the dissipation mechanism for the macroscopic gradient flow is induced
by the underlying “movement mechanism” of the microscopic dynamics (in this case, the
Wasserstein distance onM1(S)).

Let us now turn to the second example: the interpretation of the hydrodynamic limit
of the Kawasaki dynamics as a convergence of gradient flows.

• On the microscopic level, the spin system consists of N real-valued spins located
on the discrete one-dimensional torus {1, . . . , N}. The associated Hamiltonian for
the spin values only has single-site potentials and no interaction term (see (2.1)
below). The evolution of the spin values is governed via a coupled system of SDEs,
called the Kawasaki dynamics (see (2.4) below). This means that a site can only
change its spin by distributing the difference to its neighbors. This spin-exchange
mechanism is mediated through the matrix A in (2.4). As in the first example,
the associated forward Kolmogorov equation (see equation (2.10) below) has a
gradient flow structure given by the relative entropy w.r.t. to the Gibbs equilibrium
measure in the Wasserstein space of probability measures.

• Because a site can only reduce its energy via spin-exchange, the appropriate choice
for the inner metric is the inner product x · A−1y. Because A is a second-order
difference operator, x ·A−1y corresponds to a discrete H−1 metric. This illustrates
another main difference between both examples. The interaction is not mediated
by the Hamiltonian but by the dissipation mechanism of the dynamics.

• As a consequence, the porous medium equation obtained in the hydrodynamic limit
of the Kawasaki dynamics should be considered as a (now continuum)H−1-gradient
flow.

In [19], those insights were applied to study the hydrodynamic limit. However, it was
not completely carried out. Because of technical reasons, the authors of [19] did not
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choose a mesoscopic evolution with the natural H−1− gradient flow structure, leading
to suboptimal estimates. In this work, we capitalize more on the idea of using the
appropriate gradient flow structure and choose a mesoscopic evolution with the natural
H−1− gradient flow structure. While this makes our proof more involved compared
to [19], it leads to estimates with an improved scaling in the systems size N .

1.2 Notations and conventions

• We use the letter C to denote a universal generic constant 0 < C < ∞ that is
independent of the dimension N of the underlying lattice.

• We denote with a . b that a ≤ Cb. We denote a ' b if a . b and b . a.

• We denote with a · b and | · | the standard Euclidean inner product and norm on RN .

• Let X be a Euclidean space and f : X → R. Then we denote with ∇f and Hess f

the gradient and Hessian inherited from the Euclidean structure of X.

• We use dx as a shorthand for the Hausdorff or Lebesgue measure of appropriate
dimension.

•
ffl b

a
denotes an averaged integral over the interval [a, b].

• | · |H1 denotes the homogeneous H1 norm.

• [M ] := {1, 2, . . . ,M}. When indexing over [M ], we use the convention 0 =M .

• L2(T) denotes the L2 functions on the torus T = [0, 1].

• L2
0(T) denotes the L

2 functions on the torus T = [0, 1] with mean zero.

2 Setting and main result

2.1 Microscopic dynamics

We start with describing the Kawasaki dynamics on the microscopic lattice {1, . . . , N}.
Definition 2.1 (Microscopic Hamiltonian H). The Hamiltonian H : RN → R of the system
is given by

H(x) := HN (x) =

N∑
n=1

ψ(xn). (2.1)

Here ψ : R→ R is the single-site potential, assumed to be of the form

ψ(x) =
1

2
x2 + ax+ b+ δψ(x) (2.2)

for some constants a, b and some function δψ that is bounded in C2(R), i.e.

‖δψ‖L∞(R) ≤ C and ‖δψ′′‖L∞(R) ≤ C. (2.3)

The function ψ may be non-convex and it helps to consider the case of a double-well
potential (see Figure 1).

Definition 2.2 (Microscopic dynamics). The Kawasaki dynamics Xt is given by the
solution of the SDE

dXt = −A∇H(Xt)dt+
√
2AdBt. (2.4)

Here Bt denotes a standard N -dimensional Brownian motion and −A denotes the (cen-
tered) second-order difference operator for the periodic rescaled lattice

{
1
N , . . . , 1

}
.

More precisely, the operator A is given by the N ×N -matrix

Ai,j := N2(−δi,j−1 + 2δi,j − δi,j+1). (2.5)
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x

y

Figure 1: Double-well potential ψ.

It follows from the structure of the operator A that the Kawasaki dynamics (2.4)
conserves the mean spin of the system. Hence, after a translation of the single-site
potential ψ, we may restrict the state space RN of the Kawasaki dynamics Xt to the
hyperplane of zero mean

XN :=

{
x ∈ RN :

1

N

N∑
i=1

xi = 0

}
. (2.6)

We endow the space XN with the standard Euclidean inner product inherited from RN

〈x, y〉XN
:= x · y :=

N∑
i=1

xiyi.

Additionally, the operator A is positive definite when restricted to XN . Hence:

Definition 2.3 (Euclidean structures on XN induced by A). The operator A induces a
dual pair of inner products on the state space XN , given by

〈x, y〉A := x ·Ay, and 〈x, y〉A−1 := x ·A−1y.

We denote by | · |A and | · |A−1 the corresponding norms on XN .

The A/A−1-Euclidean structures can be seen as a discrete version of the H1/H−1

structures. In particular, we have the following well-known discrete analogue of the
Poincaré inequality for functions with zero mean.

Lemma 2.4 (Discrete Poincaré inequality). There exists a constant 0 < C <∞ such that
for all integers N ≥ 1 and all x ∈ XN ,

|x|2 ≤ CN2
N−1∑
i=1

(xi+1 − xi)
2 ≤ C|x|2A. (2.7)

When the state space XN is endowed with the A−1 inner product, the dynamics (2.4)
can be written in the more suggestive form

dXt = −∇A−1H(Xt)dt+
√
2dBA−1

t , (2.8)

where ∇A−1 := A∇ denotes the gradient operation w.r.t. to the A−1 inner product and
BA−1

t :=
√
ABt denotes a Brownian motion on XN having identity covariance matrix

w.r.t. to the A−1 inner product.
As a standard result in the theory of stochastic processes (see for example [33]), the

law of the process Xt at time t is characterized via the forward Kolmogorov equation.
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Lemma 2.5 (Forward Kolmogorov equation). Assume that the law of initial condition X0

is absolutely continuous w.r.t. the N − 1 dimensional Hausdorff measure LN−1. Let µ
denote the Gibbs measure on XN associated to the Hamiltonian H, i.e. the measure µ
is absolutely continuous w.r.t. the N − 1-dimensional Hausdorff measure LN−1 with the
Radon-Nikodym derivative given by

dµ

dLN−1
(x) =

1

Z
exp (−H(x))1x∈XN

. (2.9)

Then for all times t > 0, the law ρ(t) of the Kawasaki dynamics Xt (2.8) is absolutely
continuous w.r.t. the Gibbs measure µ, i.e. ρ(t) = f(t)µ for some f(t) ∈ L1(µ), and is a
weak solution of the Fokker-Planck equation

∂tρt = ∇ · (ρt∇A−1H +∇A−1ρt) (2.10)

in the sense that for any smooth test function ξ : XN → R it holds

d

dt

ˆ
ξ(x)ρt(dx) =

ˆ
−∇H · ∇A−1ξ ρt(dx) +

ˆ
∇ · ∇A−1ξ ρt(dx).

In particular, the Gibbs measure µ is the unique stationary distribution of the Kawasaki
dynamics (2.8).

As a consequence of the forward Kolmogorov equation, the relative entropy of the
law of Xt w.r.t. the Gibbs measure µ,

Ent(ρ(t)|µ) :=
ˆ
f(t, x) log f(t, x)µ(dx),

decreases monotonically over time at the rate

d

dt
Ent (ρ(t)|µ) = −

ˆ
|∇ log f(t, x)|2A ρt(dx). (2.11)

The integral on the right hand side is the Fisher information for the Kawasaki dynamics,
which differs from the standard Fisher information

Iµ(f(t)) :=
ˆ

|∇ log f(t, x)|2f(t)µ(dx)

only in the Euclidean structure being used. Hence, after we use the discrete Poincaré
inequality in Lemma 2.4 to account for the different Euclidean structures on XN , the
rate of dissipation of the relative entropy is quantified by a log-Sobolev inequality (LSI)
for the Gibbs measure µ by a standard Gronwall-type argument. In [19] it was shown
that this rate of dissipation is independent of the system size N :

Proposition 2.6 (Uniform LSI for µ). The Gibbs measure µ given by (2.9) satisfies a LSI
with constant α̂ > 0 uniform in the system size N . More precisely, for any nonnegative
test function g : XN → R that satisfies

´
g(x)µ(dx) = 1, it holds that

Ent (gµ|µ) ≤ 1

2α̂
Iµ(g). (2.12)

Remark 2.7 (Gradient flow structure of the microscopic dynamics). The Fokker-Planck
equation (2.10) can be written in the form

∂tρt = ∇ ·
(
ρt∇A−1

δE

δρ
(ρt)

)
,
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where E(ρ) is the microscopic free energy of an ensemble ρ = fµ,

E(ρ) :=

ˆ
Hdρ+

ˆ
ρ log ρ dx = Ent(ρ|µ),

and δE
δρ = H + log ρ = log f is its first variation. Consequently, on the level of probability

densities on XN , the Kawasaki dynamics Xt may be viewed as an A−1-Wasserstein
gradient flow for the convex energy functional E(·) = Ent(·|µ), whose unique minimizer
is the Gibbs measure µ. As expected for Wasserstein gradient flows, the energy functional
E decreases over time at the rate

d

dt
E(ρt) = −

ˆ ∣∣∣∣∇A−1

δE

δρ
(ρ)

∣∣∣∣2
A−1

dρt.

We mention in passing the interesting fact that, using a gradient flow interpretation
of the Fokker-Planck equation for the Glauber dynamics, it was shown in [32, Theorem
1] that the log-Sobolev inequality (2.12) implies

Corollary 2.8 (Talagrand’s transportation inequality). Let α̂ be the LSI constant in (2.12)
for the Gibbs measure µ. Then for any probability measure ρ on XN ,

Ent (ρ|µ) ≥ α̂

2
W 2

2 (ρ, µ). (2.13)

Remark 2.9. The idea driving the proof of this fact in [32] is that the LSI bounds the
energy functional Ent(ρ|µ) from above by its Wasserstein gradient Iµ(f). By running the
corresponding Wasserstein gradient flow on the initial datum ρ, this bound in turn implies
the same energy functional is also bounded from below by the squared Wasserstein
distance.

2.2 Hydrodynamic limit

The goal of the present work is to derive quantitative bounds on the hydrodynamic
limit of the Kawasaki dynamics Xt ∈ XN . Hydrodynamic limit means that as N → ∞
the random dynamics Xt defined on the one-dimensional periodic lattice {1, 2, · · · , N}
converges to a deterministic dynamics ζt on the one-dimensional torusT = R/Z. Towards
this end, we embed the spaces XN into the space L2

0(T) of square-integrable functions
of mean zero, by identifying the vector x ∈ XN with its corresponding step function on
the interval [0, 1].

Convention 1. Given x ∈ XN , we identify it with the step function

x(θ) = xj , θ ∈
[
j − 1

N
;
j

N

)
.

Then the space XN is identified with the space of piecewise constant functions on
T = R/Z with mean 0, i.e.

XN =

{
x : T −→ R; x is constant on

[
j − 1

N
;
j

N

)
, j = 1, .., N, and

ˆ 1

0

x(θ)dθ = 0

}
.

(2.14)

With this identification, XN ⊂ L2
0(T) and inherits the L2 inner product, which is related

to the standard Euclidean inner product on XN by a rescaling

〈x, y〉L2 =
1

N
x · y.
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It turns out the L2 norm is not well-suited to describe the hydrodynamic limit since it is
too sensitive to local fluctuations. Therefore we endow the embedded space XN ⊂ L2

0(T)

with the weaker homogeneous H−1-norm, which is natural in light of the alternative form
of the Kawasaki dynamics in (2.8) and the analogy between A−1-norm and H−1-norm.

Definition 2.10 (H−1-norm). If f : T → R is a locally integrable function with mean
zero, then

||f ||2H−1 :=

ˆ
T

w(θ)2dθ, w′ = f,

ˆ
T

w(θ)dθ = 0.

We now describe the limiting macroscopic dynamics ζt.

Definition 2.11 (Macroscopic free energy). The macroscopic free energy H : L2(T) → R

is given by

H(ζ) =

ˆ
T

ϕ(ζ(θ))dθ,

where the function ϕ : R → R is the Cramér transform of the single-site potential ψ,
given by

ϕ(m) = sup
σ∈R

(
σm− log

ˆ
R

exp (σz − ψ(z)) dz

)
.

Accordingly, ∇H(ζ) = ϕ′(ζ) in the variational sense:

d

dε
H(ζ + εξ) = 〈ϕ′(ζ), ξ〉L2 for any ξ ∈ L2(T). (2.15)

In particular, the macroscopic free energy H is convex. Indeed, the integrand ϕ(m) is
defined as the Legendre transform of the smooth function ψ∗ : R→ R given by

ψ∗(σ) := log

ˆ
R

exp (σz − ψ(z)) dz, (2.16)

which is the log partition function associated to the linearly shifted potential ψ(z)−σz. It
turns out that the perturbed quadratic form (2.2) of ψ implies that ψ∗ is strongly convex
and bounded in C2 (see e.g. Lemma 8.5 below or [19, Lemma 41]). These properties are
then transferred to the conjugate function ϕ by the Legendre transform:

Lemma 2.12. There exists constants 0 < λ < Λ <∞ such that

0 < λ ≤ ϕ′′(θ) ≤ Λ <∞ for all θ ∈ R. (2.17)

Up to a change in the linear term in the potential ψ, we may assume (ψ∗)′(0) = 0

and therefore ϕ′(0) = 0. Up to a change in the constant term in ψ, we may also assume
ψ∗(0) = 0. After applying the Legendre transform, this means we conveniently have that

Assumption 2.13. The function ϕ satisfies ϕ(0) = ϕ′(0) = 0. Consequently, the macro-
scopic free energy H(ζ) is minimized at ζ = 0 with H(0) = 0.

Definition 2.14 (Macroscopic dynamics). The macroscopic dynamics ζ(t, ·) is the unique
weak solution of the nonlinear heat equation

∂ζ

∂t
=

∂2

∂θ2
ϕ′(ζ) (2.18)

with initial condition ζ(0, ·) := ζ0. The precise formulation is deferred to Definition 2.17
at the end of this section.
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Remark 2.15 (Gradient flow structure of the macroscopic dynamics). The nonlinear heat
equation (2.18) can be written in the form

∂tζ = −∇H−1H(ζ),

where ∇H−1 is the gradient mapping of the first variation δH
δζ w.r.t. to the H−1 inner

product (rather than w.r.t. to the L2 inner product as in the formulation of (2.15)).
Consequently, the macroscopic dynamics may be viewed as a H−1-gradient flow for the
convex energy functional H, which therefore monotonically decreases over time at the
rate

d

dt
H(ζt) = −|∇H−1H(ζ)(t)|2H−1 = −|ϕ′(ζt)|2H1 . (2.19)

Now, let us formulate the main result of this work.

Theorem 2.16 (Quantitative hydrodynamic limit for the Kawasaki dynamics). We as-
sume that the single-site potential ψ satisfies (2.2) and (2.3). Let µ denote the Gibbs
measure given by (2.9) and let ρ(t) = f(t)µ denote the law of the Kawasaki dynam-
ics Xt (cf. Lemma 2.5). We assume that the initial law ρ(0) = f(0)µ of X0 has bounded
microscopic entropy in the sense that for some constant 0 < CEnt <∞,

Ent(ρ(0)|µ) :=
ˆ
f(0, x) log f(0, x)µ(dx) ≤ CEntN. (2.20)

Let ζt be the deterministic dynamics described by equation (2.18). Then there is a
constant 0 < C < ∞ depending only on the constants appearing in (2.3) such that for
any T > 0,

sup
0≤t≤T

E|Xt − ζt|2H−1 ≤ C E|X0 − ζ0|2H−1 +
C

N
2
3

[
T + CEnt + |ζ0|2L2 + 1

]
. (2.21)

The statement of Theorem (2.16) is a quantitative version of the hydrodynamic limit.
In [19], only the error from comparing the microscopic scale to a mesoscopic scale was
explicit. That error scaled in [19] like 1√

N
.

We finish this section by giving the precise formulation of equation (2.18) that
describes the limiting macroscopic dynamics.

Definition 2.17. We call ζ(t, θ) a weak solution of (2.18) on [0, T ]×T if

ζ ∈ L∞
t (L2

θ),
∂ζ

∂t
∈ L2

t (H
−1
θ ), ϕ′(ζ) ∈ L∞

t (L2
θ)

and 〈
ξ,
∂ζ

∂t

〉
H−1

= −〈ξ, ϕ′(ζ)〉L2 for all ξ ∈ L2
0(T), for a.e. t ∈ [0, T ]. (2.22)

Here, L∞
t (L2

θ) (resp. L
2
t (H

−1
θ ) is the set of functions ζ : [0, T ] × T −→ R such that´

T
ζ(t, θ)dθ = 0 and ||ζ(t, ·)||L2 (resp. ||ζ(t, ·)||H−1) is essentially bounded in t (resp. in

L2([0, T ])).

3 The two-scale approach

We will use the two-scale approach from [19] to deduce Theorem 2.16. The main idea
is to introduce a mesoscopic dynamics on an intermediate scale between the microscopic
dynamics (2.4) and the macroscopic dynamics (2.18). The hydrodynamic limit is then
deduced in two steps:
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• In the first step, one deduces the convergence of the microscopic dynamics to the
mesoscopic dynamics (see Theorem 3.17 from below).

• In the second step, one deduces the convergence of the mesoscopic dynamics to
the macroscopic dynamics (see Theorem 3.18 from below).

The most important ingredient in the two-scale approach is the correct definition of the
mesoscopic dynamics. It emerges from projecting the microscopic observables onto
mesoscopic observables using a coarse-graining operator P . Let us first explain how this
was done in [19]. Recall that an element x ∈ XN is identified with a step function on the
torus T = [0, 1] that is piecewise constant with value xn on the intervals (cf. (2.14))[

n− 1

N
,
n

N

)
, n = 1, 2, . . . , N.

In [19], the coarse-graining operator P was chosen to be the projection of XN in L2(T)

onto the space of step functions that are piecewise constant on the intervals[
m− 1

M
,
m

M

)
, m = 1, 2, . . . ,M

where M ∈ N is chosen to be smaller than N . More specifically, one decomposes the
lattice {1, 2, . . . , N} intoM -many blocks B(m) of size K, i.e. N =MK, and

B(m) = {m(K − 1) + 1, . . . ,mK} for 1 ≤ m ≤M.

The coarse-graining operator P : XN → RM in [19] is then given by

P (x) =

 1

K

∑
i∈B(1)

xi, . . . ,
1

K

∑
i∈B(M)

xi

 .

The main difference of this work compared to [19] is that the operator P is now defined
as the L2 projection onto splines of degree 2 instead (see Definition 3.2 from below).
Because spline functions of degree 2 are C1(T), the mesoscopic variables are more
regular compared to [19]. This has two important advantages:

• In the first step of the two-scale approach, namely showing the convergence of the
microscopic dynamics to the mesoscopic dynamics (see Theorem 3.17 below), we
get a better error estimate compared to [19, Theorem 8].

• The second step of the two-scale approach, namely deducing the convergence
of the mesoscopic dynamics to the macroscopic dynamics, becomes significantly
easier (see Theorem 3.18 below). Instead of a mixed method we can apply a direct
Galerkin approximation method.

However, there is a trade-off compared to the argument of [19]. For showing the
convergence of the microscopic dynamics to the mesoscopic dynamics, one needs certain
technical ingredients, among which are the uniform strong convexity of the coarse-
grained Hamiltonian (Theorem 3.9 below) and a uniform logarithmic Sobolev inequality
(LSI) for the conditional Gibbs measures (Theorem 4.11 below). Deducing these results
becomes more complicated compared to [19].

Remark 3.1. Both the uniform LSI and the convexity of the coarse-grained Hamiltonian
were originally provided in Deniz Dizdar’s diploma thesis [12]. The main estimate to
deduce the convergence of the microscopic dynamics to the mesoscopic dynamics (see
Theorem 4.2 from below) was also deduced there.
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3.1 A coarse-grained dynamics

We now build up the notion of the mesoscopic dynamics by coarse-graining the
relevant features of the microscopic dynamics Xt.

Definition 3.2 (The coarse-graining operator P ). ForM ∈ N, let Y = YM be the space of
spline functions of degree L with mean zero on the torus T = [0, 1] corresponding to the
mesh

{
m
M

}
m∈[M ]

. That is

YM :=

{
y∈ CL−1(T)

∣∣∣∣ ∀m∈ [M ] : y|(m−1
M , mM

) polynomial of degree ≤ L, and

ˆ 1

0

y(θ)dθ = 0

}
.

In this work, we choose the degree of the splines in YM to be L = 2. We endow YM
with the inner product inherited from L2(T). We define the coarse-graining operator
P : L2(T) → YM as the L2-orthogonal projection onto YM .

The following basic facts show that splines serve as good approximations for deducing
the hydrodynamic limit in the H−1 norm.

Lemma 3.3 (Penalization of fluctuations by a strong norm). For any function ζ ∈ L2
0(T),

|ζ − Pζ|H−1 .
1

M
|ζ − Pζ|L2 .

1

M2
|ζ|H1 , (3.1)

|Pζ|H1 . |ζ|H1 , |Pζ|H−1 . |ζ|H−1 . (3.2)

The proof of Lemma 3.3 is given in Section 6, where we gather and prove facts about
splines. The core idea is a Poincaré inequality on an internal length scale 1

M .
Having embedded the microscopic space XN into L2(T) as a subspace of step func-

tions (cf. (2.14)), we may apply the coarse-graining operator P : L2(T) → YM to it. On
the space XN , P acts by projecting step functions onto splines. We will need to work
with the adjoint of this projection operation.

Definition 3.4 (Adjoint of the operator P ). We define P t : YM → XN to be the unique
linear operator satisfying

〈Px, y〉L2 = x · P ty ∀x ∈ XN , y ∈ YM .

Equivalently, NP t : YM → XN is the unique linear operator satisfying

〈Px, y〉L2 = 〈x,NP ty〉L2 ∀x ∈ XN , y ∈ YM .

The factor N appears due to different Euclidean structures on XN .

Remark 3.5. Since orthogonal projections between two subspaces of a Hilbert space are
adjoints of each other, the L2 adjoint NP t of the projection operator P : XN → YM is an
L2-orthogonal projection of YM onto XN . Moreover, since XN consists of step functions
that are piecewise constant on intervals of length 1/N , NP t acts on splines in YM by
taking their average over these intervals.

Because the spline space YM 6⊆ XN for spline degree L ≥ 1, the back-and-forth
projection PNP t 6= idYM

in general (cf. assumption (2) in [19]). However, once the block
size K = N/M is large enough, the microscopic space XN will have enough resolution
to fully describe the splines in YM , and PNP t will become close to the identity operator.

Lemma 3.6. It holds that

‖PNP t − idYM
‖ = O

(
M2

N2

)
. (3.3)

In particular, if K = N
M is large enough, then PNP t : YM → YM is invertible.
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The proof of Lemma 3.3 is given in Section 6. From now on, we assume N = KM

for K ∈ N large enough so that PNP t : YM → YM is invertible. In particular, this means
the coarse-graining operator P : XN → YM has full range and the orthogonal projection
NP t : YM → XN is an embedding. Hence:

Definition 3.7 (Disintegration of the canonical ensemble µ). The operator P induces a
decomposition of the Gibbs measure µ into a family of conditional measures µ(dx|y) :=
µ(dx|Px = y) on the fibers P−1(y) ⊂ XN and a marginal measure µ̄(dy) on the image
YM , in the sense that ˆ

g(x)µ(dx) =

ˆ ˆ
g(x)µ(dx|y)µ̄(dy)

for any test function g : XN → R.

More explicitly, the conditional measure µ(dx|y) is a probability measure of the form

µ(dx|y) = 1

Z
1{Px=y}(x) exp (−H(x))LN−M (dx) (3.4)

where LN−M denotes the N −M -dimensional Hausdorff measure on the affine subspace
P−1(y) ⊂ XN . The marginal measure µ̄ is a probability measure of the form

µ̄(dy) =
1

Z
exp

(
−NH̄(y)

)
dy,

where H̄ is the coarse-grained Hamiltonian given by (3.5) below and dy is the Hausdorff
measure on YM .

Definition 3.8 (Coarse-grained Hamiltonian H̄). The coarse-grained Hamiltonian H̄ :

YM → R is given by

H̄(y) := − 1

N
log

ˆ
{x∈XN :Px=y}

exp (−H(x))LN−M (dx), (3.5)

where LN−M denotes the N −M -dimensional Hausdorff measure.

It follows from a short calculation that the gradient of H̄ is also a coarse-grained
version of the gradient of H:

NP t∇H̄(y) = Eµ(dx|y)∇H(x), (3.6)

which serves as a crucial link between the microscopic and mesoscopic dynamics. The
main advantage of the coarse-grained Hamiltonian H̄ over the original microscopic
Hamiltonian H is a convexification resulting from averaging over large blocks, which is
a well-known phenomenon in statistical mechanics and will be central to our analysis.

Theorem 3.9 (Uniform strong convexity of H̄). There are constants 0 < λ,Λ,K∗ < ∞
such that for all K ≥ K∗,M and all y ∈ YM it holds

2λ idYM
≤ Hess H̄(y) ≤ 2Λ idYM

in the sense of quadratic forms.

Remark 3.10. Theorem 3.9 will be proven in Section 8. It should be compared to the
similar statement of Lemma 29 in [19]. The situation here is more subtle. In [19],
the mesoscopic observables are also piecewise constant functions and therefore local
functions. In contrast, the mesoscopic observables in our setting are given by continuous
splines which are non-local functions. This introduces additional interactions between
blocks. We work around this obstacle by first deducing the strong convexity for meso-
scopic observables that are piecewise polynomials of degree L, or discontinuous Galerkin
functions in the jargon of numerical analysis, and then transferring the result back to
the spline space YM .
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Besides the coarse-grained Hamiltonian H̄, we also need a coarse-grained version of
the second-order difference operator −A.
Definition 3.11 (Coarse-grained operator Ā). The coarse-grained second-order differ-
ence operator −Ā is defined by

Ā := PANP t.

In particular, the coarse-grained operator Ā inherits the positive definiteness of the
operator A. Hence:

Definition 3.12 (Euclidean structures on YM induced by Ā). The operator Ā induces a
dual pair of inner products on the spline space YM

〈y, z〉Ā := 〈y, Āz〉L2 and 〈y, z〉Ā−1 := 〈y, Ā−1z〉L2 .

We denote by | · |Ā and | · |Ā−1 the corresponding norms on YM .

The definition of −Ā as a coarse-graining of the second-order difference operator −A
suggests that it is a discrete version of the second derivative adapted to the spline space
YM (see Lemma 5.4 below for a precise statement). Indeed, it turns out that the Ā and
Ā−1 norms are equivalent to the H1 and H−1 norm on YM , respectively.

Lemma 3.13. There exists an integer K∗ such that for all K ≥ K∗,M and all y ∈ YM ,

|y|Ā ' |y|H1 and |y|Ā−1 ' |y|H−1 . (3.7)

The proof of Lemma 3.13 is given in Section 6, where we gather and prove facts
about splines. This is where we need the degree of the splines in YM to be at least L ≥ 1.

We are now ready to introduce the mesoscopic dynamics.

Definition 3.14 (Mesoscopic dynamics). The mesoscopic dynamics ηt on YM is given by
a solution of the ordinary differential equation

d

dt
ηt = −Ā∇H̄(ηt). (3.8)

Remark 3.15 (Gradient flow structure of the mesoscopic dynamics). The mesoscopic
dynamics may be viewed as a Ā−1-gradient flow for the energy functional H̄,

d

dt
ηt = −∇Ā−1H̄(ηt), (3.9)

where ∇Ā−1 := Ā∇ denotes the gradient operation w.r.t. to the Ā−1 inner product.
The strong convexity of the energy functional H̄ then implies the convergence of all
trajectories irrespective of the starting point. More precisely, if ηt and η̃t are two
solutions of (3.8), then

d

dt

1

2
|ηt − η̃t|2Ā−1 = −〈ηt − η̃t,∇H̄(ηt)−∇H̄(η̃t)〉L2 (3.10)

≤ −2λ |ηt − η̃t|2L2 .

Before moving on, let us take a closer look how the gradient operation ∇Ā−1 on YM
is related to the gradient operation ∇A−1 on XN : for any test function ξ : YM → R, we
have

∇A−1 (ξ ◦ P ) = AP tĀ−1(∇Ā−1ξ) ◦ P, (3.11)

and for any x, v ∈ XN ,

v · ∇A−1 ξ(Px) = 〈v,ANP tĀ−1 ∇Ā−1 ξ(Px)〉L2 . (3.12)
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It is straightforward to check that the operator norm of ANP tĀ−1 appearing in (3.12)
blows up if one projects onto piecewise constant functions or piecewise linear functions
that are C0(T) (i.e. splines of degree L = 0 or L = 1). However, we do get a good control
if we project onto splines of degree L = 2 (see Lemma 4.13 below). This observation
was the original motivation to consider the two-scale approach with the coarse-graining
operator P given by Definition 3.2.

Remark 3.16. In [19], the coarse-graining operator P was defined as the L2-orthogonal
projection onto piecewise constant functions and one worked around the problem
that operator ANP tĀ−1 is unbounded by using a less straight-forward definition of Ā
as Ā−1 := PA−1NP t. That choice led to a sub-optimal error when comparing the
microscopic to the mesoscopic evolution (see also Remark 4.5 below). Choosing splines
of degree L > 2 does not improve the error derived with our method further. For a more
detailed explanation, see Remark 3.19 below.

3.2 Convergence of the dynamics

Now, we state the first ingredient of the two-scale approach.

Theorem 3.17 (Convergence of the microscopic to the mesoscopic dynamics). Under
the same assumption as in Theorem (2.18), let η denote the solution of the mesoscopic
equation (3.8). Then

sup
0≤t≤T

E|Xt − ηt|2H−1 . E|X0 − η0|2H−1 +
T

K
+

1

M2
(CEnt + 1) , (3.13)

where CEnt is given by (2.20).

We prove Theorem 3.17 in Section 4. The error term T
K on the right hand side

of (3.13) comes from comparing the stochastic microscopic dynamics to the deterministic
mesoscopic dynamics. Its scaling corresponds to what one would expect from the decay
of variance in the weak law of large numbers, if we had chosen to project onto piecewise
constant functions, in which case y would be a vector whose entries are means of K
weakly correlated random variables and η would be interpreted as the expectation of
this vector.

Now, let us state the second ingredient in the two-scale approach.

Theorem 3.18 (Convergence of the mesoscopic to the macroscopic dynamics). Let η
denote the solution of the mesoscopic dynamics (3.8) and let ζ denote the solution of the
macroscopic dynamics (2.18). Then

sup
0≤t≤T

|ζt − ηt|2H−1 +

ˆ T

0

|ζs − ηs|2L2ds . |ζ0 − η0|2H−1 +
T

K
+

(
1

K2
+

1

M2

)
|ζ0|2L2 .

We prove Theorem 3.18 in Section 5. For the proof we adapt a standard method
from numerical analysis, in which the mesoscopic evolution (3.8) is interpreted as a
Galerkin approximation of the macroscopic evolution (2.18). The non-standard part of the
argument is that when comparing (3.8) to (2.18) one gets two additional sources of errors.
One source of error comes from approximating the Euclidean structure 〈·, ·〉H−1 by the
Euclidean structure 〈·, Ā−1·〉L2 . The other source of error comes from approximating
the gradient of the macroscopic free energy H by the gradient of the coarse-grained
Hamiltonian H̄.

We are now ready to give the proof of Theorem 2.16.

Proof of Theorem 2.16. We choose the initial condition of the mesoscopic dynamics η
given by (3.8) to be η0 = Pζ0. Combining Theorem 3.17 and Theorem 3.18 yields the
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estimate

sup
0≤t≤T

E|Xt − ζt|2H−1 ≤ sup
0≤t≤T

2E|Xt − ηt|2H−1 + sup
0≤t≤T

2|ηt − ζt|2H−1

. E|X0 − Pζ0|2H−1 + |ζ0 − Pζ0|2H−1

+
T

K
+

1

M2
(CEnt + 1) +

(
1

K2
+

1

M2

)
|ζ0|2L2 .

Applying (3.1) and (3.2), and choosing K =M2 yields the desired estimate (2.21).

Remark 3.19. We do not know whether the rate of convergence in Theorem 2.16 is
optimal. What we could say instead is that the rate of convergence derived from the
two-scale approach cannot be improved further by choosing splines of higher order for
the mesoscopic scale. To see this, first notice from comparing the error scaling in K and
M in Theorem 3.17 and Theorem 3.18 that the “bottleneck” of our method is the former,
which compares the microscopic to mesoscopic dynamics. The main ingredient of this
error estimate comes from Theorem 4.2 below:

E|PX0 − η0|2Ā−1 +
2T

K
+ 2C

CEnt

M2
.

In the constant C above (see Remark 4.4 below), the only place where splines of order 2
are required is a uniform upper bound for the operator norm of ANP tĀ−1 (see Lemma
4.13 below and also the earlier Remark 3.16). Since it always holds that ‖ANP tĀ−1‖ ≥ 1

(simply compare with P (ANP tĀ−1) = ĀĀ−1 = Id), the order of magnitude for this key
estimate is already optimal. Thus, choosing splines of order higher than 2 will not
improve the scaling of error derived in Theorem 4.2. Intuitively, the scaling in K is
from central limit theorem over block of size K, and the scaling inM is from a discrete
Poincaré inequality on length scale 1/M (see Lemma 4.10 below, which is a discrete
analogue of the earlier Lemma 3.3), which we cannot expect to improve further.

4 Convergence of microscopic dynamics to mesoscopic dynamics

The proof of Theorem 3.17 is quite complex. Before proceeding to the rigorous argu-
ment let us give some heuristics. Theorem 3.17 states that the stochastic microscopic
evolution given by the Kawasaki dynamics in (2.8), i.e.

dXt = −∇A−1H(Xt)dt+
√
2dBA−1

t ,

is close in the H−1-norm to the mesoscopic deterministic dynamics given by (3.9), i.e.

d

dt
η = −∇Ā−1H̄(η). (4.1)

• The first observation needed is that because the H−1-norm is a weak norm (i.e. it
involves integration, see Definition 2.10) one can control the difference between Xt

and the projected process PXt in this norm (see Lemma 3.3). Hence, it suffices to
show that the stochastic evolution

dPXt = −P∇A−1H(Xt)dt+
√
2PdBA−1

t (4.2)

is close to the deterministic mesoscopic dynamics (4.1).
• Because the operator P takes averages over blocks of sizeK, the noise term

√
2PdBA−1

t

of the projected Kawasaki dynamics (4.2) should vanish as K → ∞ by the law of
large numbers. It is left to show that the dynamics

d

dt
PXt = −P∇A−1H(Xt) (4.3)

is close to the mesoscopic dynamics (4.1).
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• By the coarse-graining relation (3.6) one sees that the mesoscopic dynamics (4.1)
can be written as

d

dt
ηt = −P Eµ [∇A−1H(x) | Px = ηt] , (4.4)

where the expectation is taken with respect to the canonical ensemble µ conditioned
on the mesoscopic profile given by ηt.

• Let us recall that µ is also the equilibrium distribution of the Kawasaki dynam-
ics (2.4) (see Lemma 2.5). The nearest-neighbor interaction of the spins mediated
by the matrix A means the Kawasaki dynamics Xt equilibrates faster on smaller
spatial scales, so we expect that the dynamics (4.3) and (4.4) are close if the blocks
are much smaller than the overall system size N , in other words K

N = 1
M → 0.

In the rigorous argument, this fact will be quantified with the help of a uniform
LSI for conditional measures which characterizes the speed of the convergence to
equilibrium (see Theorem 4.11 below).

Let us turn now to the rigorous proof of Theorem 3.17. The first ingredient of the
proof is an estimate of the second moment ofXt in L2 norm, which controls the difference
in H−1 norm between Xt and the projected dynamics PXt by Lemma 3.3.

Proposition 4.1 (Second moment estimate). Under assumption (2.20), the Kawasaki
dynamics satisfies that

E|Xt|2 ≤ 2

(
2

α̂
Ent(ρ(0)|µ) + Eµ|x|2

)
≤ N

α̂
(4CEnt + 2) . (4.5)

Proof. This was shown as part of Proposition 24 in [19] using the dissipation of relative
entropy for Glauber dynamics, where the authors also mentioned it may be derived
directly from the results of [32]. We give a short proof based on this suggestion. The
first inequality in (4.5) can be restated as

W 2
2 (ρ(t), δ0) ≤ 2

(
2

α̂
Ent(ρ(0)|µ) +W 2

2 (µ, δ0)

)
,

where W2 denotes the L2-Wasserstein distance and δ0 is the Dirac measure supported
at 0 ∈ XN . To show this, we first apply a triangle inequality for Wasserstein distance,
followed by a Young’s inequality, to see that

W 2
2 (ρ(t), δ0) ≤ 2

(
W 2

2 (ρ(t), µ) +W 2
2 (µ, δ0)

)
.

It remains to bound the Wasserstein distanceW2(ρ(t), µ) by the initial entropy Ent(ρ(0)|µ).
This is the main step and is provided by the Talagrand’s inequality (2.13) and the
monotonic decrease of relative entropy in time. The second inequality (4.5) then follows
from the assumption (2.20) on initial entropy and a Poincaré inequality for µ applied to
the coordinate functions xi,

Eµ

(
N∑
i=1

x2i

)
=

N∑
i=1

Varµ(xi) ≤
1

α̂

N∑
i=1

Eµ|∇Xxi|2 =
1

α̂
(N − 1),

which is a direct corollary of the LSI (2.12) for µ.

In light of the equivalence between the H−1 norm and Ā−1 norm (Lemma 3.13), it
remains to control the difference between the projected microscopic dynamics PXt and
the mesoscopic dynamics ηt in Ā−1 norm. This is provided by the following estimate,
which constitutes the main part of the proof of Theorem 3.17.
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Theorem 4.2. Under the same assumptions as in Theorem 3.17, there is an integer K∗

and λ > 0 such that for all K ≥ K∗ and any finite time T > 0 it holds

1

2
sup

0≤t≤T
E|PXt − ηt|2Ā−1 + λ

ˆ T

0

E|PXt − ηt|2L2 dt ≤ E|PX0 − η0|2Ā−1 (4.6)

+
2T

K
+ 2C

CEnt

M2
.

Remark 4.3. The estimate (4.6) also shows that the projected Kawasaki dynamics (4.2)
is close to the mesoscopic dynamics (4.1) using a time-integrated strong norm. This
is reminiscent of the well-known phenomenon of parabolic improvement in numerical
analysis.

Remark 4.4. The universal constant 0 < C <∞ in Theorem 4.2 is given by C =
κ2γ

4σ2λα2
,

where the constants κ, λ, γ, σ, and α are given by:

• κ := ‖HessH‖, which is bounded independently of N by the assumption (2.1), (2.2)
and (2.3);

• 2λ the lower bound on Hess H̄ as in Theorem 3.9 from below;

• α is the constant of the logarithmic Sobolev inequality (LSI) from Theorem 4.11
from below;

• σ is the constant from Lemma 4.13 from below;

• γ the constant from Lemma 4.10 from below.

Remark 4.5. Theorem 4.2 was first derived in Dizdar’s diploma thesis [12]. We present
below a more streamlined derivation that makes clear the underlying gradient flow
structure. Theorem 4.2 should be compared with Theorem 8 in [19]. They arrive at a
similar bound for the deviation from hydrodynamic behavior with an additional term
scaling like M−1. As mentioned before this additional error term occurs due to their
choice of the coarse-graining operator P as the projection onto piecewise constant
functions and the different definition of Ā.

Theorem 4.2 will be proven in Section 4.1. We finish this section with a quick
derivation of Theorem 3.17 based on the ingredients above.

Proof of Theorem 3.17. Combining Proposition 4.1 and Theorem 4.2 together with
Lemma 3.3 and Lemma 3.13,

E|Xt − ηt|2H−1 ≤ 2E|Xt − PXt|2H−1 + 2E|PXt − ηt|2H−1

.
1

M2
E|Xt|2L2 + E|PXt − ηt|2Ā−1

.
1

M2

1

α̂
(CEnt + 1) + E|PX0 − η0|2Ā−1 +

T

K
+ C

CEnt

M2

. E|PX0 − η0|2H−1 +
T

K
+

1

M2
(CEnt + 1).

This verifies the estimate (3.13).

4.1 Proof of Theorem 4.2

Before we proceed, let us first introduce an conditioning for the Kawasaki dynamics
Xt on the level of mesoscopic profiles, analogous to the disintegration of the canonical
ensemble µ from Definition 3.7.
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Definition 4.6 (Disintegration of the law ρt of the Kawasaki dynamics). The operator
P induces a decomposition of the law ρt of the Kawasaki dynamics into a family of
conditional measures ρt(dx|y) := ρt(dx|Px = y) on the fibers P−1(y) ⊂ XN and a
marginal measure ρ̄t(dy) on the image YM , in the sense that

ˆ
g(x)ρt(dx) =

ˆ ˆ
g(x)ρt(dx|y)ρ̄t(dy) (4.7)

for any test function g : XN → R.

We also need a decomposition of the microscopic observables in XN into parts
corresponding to mesoscopic profiles and microscopic fluctuations.

Definition 4.7 (Orthogonal decomposition of the state space XN ). The operator P in-
duces an orthogonal decomposition of the state space XN into a subspace corresponding
to mesoscopic profiles, X⊥

N := imNP t, and a subspace corresponding to microscopic

fluctuations around these profiles, X‖
N := (imNP t)⊥ = kerP ∩XN , as

XN 3 x = x‖ ⊕ x⊥ ∈ X
‖
N ⊕X⊥

N .

For a smooth function f : XN → R, its gradient ∇‖ along X
‖
N and its gradient ∇⊥

along X⊥
N are given by ∇‖f = (∇f)‖ and ∇⊥f = (∇f)⊥.

The starting point of the analysis is an equation of time evolution for the difference
between the projected dynamics PXt and the mesoscopic dynamics ηt, provided by the
forward Kolmogorov equation (2.10) for the microscopic dynamics Xt:

d

dt

1

2
E |PXt − ηt|2Ā−1

=

ˆ (
d

dt
−∇H(x) · ∇A−1 +∇ · ∇A−1

)(
1

2
|Px− ηt|2Ā−1

)
ρt(dx)

= −
ˆ 〈

d

dt
ηt, Px− ηt

〉
Ā−1

ρt(dx)−
ˆ

〈∇H(x), ANP tĀ−1(Px− ηt)〉L2 ρt(dx)

+

ˆ
∇ · (AP tĀ−1(Px− ηt)) ρt(dx) (4.8)

where we used the relations (3.11) and (3.12) between ∇A−1 and ∇Ā−1 .
Let us first look at the last integral in (4.8). This is a purely entropic term coming

from the projected Brownian motion PdBA−1

t (see (4.2)), whose covariance matrix can be

easily calculated to be
idY
N

w.r.t. the Ā−1 inner product. Indeed, the integrand evaluates

to

trX(AP tĀ−1P ) = trY (PAP
tĀ−1) = trY

(
idY
N

)
=

dimY

N
.

This is a constant M−1
N ≈ 1

K that scales like the variance of the average ofK i.i.d. random
variables. It accounts for the discrepancy that the Kawasaki dynamics (2.4) has noise
whereas the mesoscopic dynamics (3.8) is deterministic.

Having disposed of the noise term, we now use the definition of the dynamics ηt and
apply disintegration of measure (4.7) to rewrite the time evolution equation as

d

dt

1

2
E|PXt − ηt|2Ā−1 =

M − 1

N
−
ˆ

〈−∇H̄(ηt), y − ηt〉L2 ρ̄t(dy)

−
ˆ
〈Eρt(dx|y)∇H(x), ANP tĀ−1(y − ηt)〉L2 ρ̄t(dy).
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Notice that the inner product inside the first integrand is almost in the form (3.10),
except missing the counterpart

〈∇H̄(y), y − ηt〉L2 .

Remarkably, the missing mesoscopic energy gradient may be supplied by the average
microscopic energy gradient, when the microscopic fluctuations of the dynamics Xt

around the mesoscopic profile y has reached stochastic equilibrium. Namely, the coarse-
graining relation (3.6) between ∇H and ∇H̄ implies that

∇H̄(y) = Ā−1PA Eµ(dx|y)∇H(x). (4.9)

Moreover, the operator Ā−1PA : XN → YM in (4.9) is exactly the L2 adjoint of the
operator ANP tĀ−1 : YM → XN in (3.11). These observations lead to the rearranged
equation

d

dt

1

2
E|PXt − ηt|2Ā−1 =

M − 1

N
− E 〈∇H̄(PXt)−∇H̄(ηt), PXt − ηt〉L2

−
ˆ
〈Eρt(dx|y)∇H(x)− Eµ(dx|y)∇H(x), ANP tĀ−1(y − ηt)〉L2 ρ̄t(dy).

(4.10)

The first expectation can now be estimated by the uniform convexity of H̄ from Theo-
rem 3.9:

−E 〈∇H̄(PXt)−∇H̄(ηt), PXt − ηt〉L2 ≤ −2λE |PXt − ηt|2L2 . (4.11)

It remains to estimate the second integral on the right hand side of (4.10). After taking
the operator norm of ANP tĀ−1 into account (see Lemma 4.13 below), this integral
quantifies how far away the conditional measure ρt(dx|y) is from the conditional Gibbs
measure µ(dx|y) through the mean difference

Eρt(dx|y)∇H(x)− Eµ(dx|y)∇H(x).

This quantity turns out to be controlled by a bound on the operator norm of HessH and
a logarithmic Sobolev inequality (LSI) of the conditional Gibbs measure µ(dx|y).
Proposition 4.8 (Mean difference estimate). Let κ := ‖HessH‖. Suppose µ(dx|y) given
by (2.9) satisfies a LSI with constant α > 0 in the sense of (4.14) below. Then we have:

|Eρt(dx|y)∇H(x)− Eµ(dx|y)∇H(x)|2 ≤ κ2

α2

ˆ
|∇|| log f(t, x)|2 ρt(dx|y), (4.12)

where ∇|| is the gradient along the subspace of fluctuations defined in Definition 4.7.

Remark 4.9. This is a well-known result, e.g. contained in Lemma 22 in [19] in the
form of a covariance estimate. The proof given there starts with using the Kantorovich-
Rubinstein duality to bound the mean difference by the Wasserstein distance. By
Theorem 1 in [32], the Wasserstein distance is bounded by the relative entropy (i.e. a
Talagrand’s inequality holds) provided a log-Sobolev inequality holds, which in turn
bounds the relative entropy by the Fisher information.

Moreover, the following discrete analogue of (3.1) allows us to pass from the Fisher in-
formation involving ∇|| in (4.12) to the full Fisher information for the Kawasaki dynamics
in (2.11).

Lemma 4.10 (Penalization of fluctuations by spin-exchange). There exists constant γ > 0

such that for x ∈ XN

|x|||2 = |x− x⊥|2 ≤ γ

M2
x ·Ax, (4.13)

where x||, x⊥ denote the fluctuation and mesoscopic parts of x, respectively, as defined
in Definition 4.7.
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The proof of Lemma 4.10 is given in Section 6, where we gather and prove facts
about splines. It remains to establish a uniform log Sobolev inequality:

Theorem 4.11 (Uniform LSI for µ(dx|y)). The conditional measure µ(dx|y) given by (3.4)
satisfies a LSI with constant α > 0 uniform in the system size N and the mesoscopic
profile y. More precisely, this means that for any nonnegative test function g : XN → R

that satisfies
´
g(x)µ(dx|y) = 1, it holds that

Ent (gµ(dx|y)|µ(dx|y)) ≤ 1

2α

ˆ |∇||g(x)|2

g(x)
µ(dx|y), (4.14)

where ∇|| is the gradient along the subspace of fluctuations defined in Definition 4.7.

Remark 4.12. Theorem 4.11 should be compared to [19, Theorem 14], where a similar
statement was deduced for the case L = 0 using the two-scale criterion for LSI (see
Lemma 10.7 below). As with the proof of Theorem 3.9, because blocks are not indepen-
dent for splines in YM , we cannot directly apply the two-scale criterion and have to take
a detour through the space of discontinuous Galerkin functions.

The proof of Theorem 4.11 is given in Section 8. To get an overall estimate for the
integral involving the mean difference, we also need to control the operator norm of
ANP tĀ−1, which measures the compatibility of projecting and taking second differences.

Lemma 4.13 (Interchanging second-order difference with coarse-graining). There exists
a universal constant σ > 0 and an integer K∗ such that for all K ≥ K∗,M and all y ∈ YM
it holds

|ANP tĀ−1y|L2 ≤ 1

σ
|y|L2 . (4.15)

The proof of Lemma 4.13 is given in Section 6, where we gather and prove facts
about splines. We are now ready to prove Theorem 4.2.

Proof of Theorem 4.2. Applying the convexity estimate (4.11) to the evolution equation
(4.10) and using Lemma 4.13 and Cauchy-Schwarz on the last integral yields that

d

dt

1

2
E|PXt − ηt|2Ā−1 + 2λE|PXt − ηt|2L2

≤ 1

K
+

ˆ
1

σ
|y − ηt|L2

∣∣Eρt(dx|y)∇H(x)− Eµ(dx|y)∇H(x)
∣∣
L2 ρ̄t(dy), (4.16)

where we accounted for different Euclidean structures on XN . By Lemma 4.8, Lemma
4.10 and the observation (2.11), we have

ˆ
|Eρt(dx|y)∇H(x)− Eµ(dx|y)∇H(x)|2L2 ρ̄t(dy) ≤ −κ

2

α2

γ

M2

1

N

d

dt
Ent (ρt|µ) .

Applying Young’s inequality and using this estimate, the integral on the right hand side
of (4.16) is bounded by

λE|PXt − ηt|2L2 −
1

4λ

κ2γ

σ2α2

1

M2

1

N

d

dt
Ent (ρt|µ) . (4.17)

Putting the upper bound (4.17) back into (4.16) and integrating over the time inter-
val [0, T ] yields the desired estimate (4.6).
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5 Convergence of mesoscopic dynamics to macroscopic dynamics

In this section we state the proof of Theorem 3.18. We need to show that the
mesoscopic evolution (3.8)

d

dt
ηt = −∇Ā−1H̄(ηt) = −Ā∇H̄(ηt)

converges to the macroscopic evolution (2.18)

∂

∂t
ζt = −∇H−1H(ζt) =

∂2

∂θ2
ϕ′(ζt).

Formally, this means that one has to exchange the coarse-grained operator −Ā with the
second derivative operator ∂2

∂θ2 and the gradient of the coarse-grained Hamiltonian ∇H̄
with the gradient of the macroscopic free energy ∇H = ϕ′.

• The first exchange is plausible because −Ā is a coarse-grained version of the
second-order difference operator −A.

• The second exchange represents a passage from microscopic free energy to macro-
scopic free energy, which makes sense from a thermodynamic perspective. It is
essentially the consequence of a (local) Cramér theorem: H̄ is a coarse-graining of
the microscopic Hamiltonian H with single-site potential ψ, while ϕ is the Cramér
transform of the same ψ.

The proof of Theorem 3.18 is inspired by the Galerkin approximation scheme, a well-
known method in numerical analysis. First, we need to show the macroscopic dynamics
ζt is close to the projected dynamics Pζt. Because the H−1 norm is a weak norm, this
difference is controlled by the spline estimates in Lemma 3.3 together with the following
a priori energy estimates.

Lemma 5.1. Let ζt denote the macroscopic dynamics given by (2.22). Then it holds that

sup
0≤t≤T

|ζt|2L2 ≤ Λ

λ
|ζ0|2L2 and

ˆ ∞

0

|ζt|2H1 dt ≤
Λ

λ2
|ζ0|2L2 .

Proof. The convexity and C2 estimates of ϕ in Lemma 2.12 yields

λ|ζ|2L2 ≤ H(ζ) ≤ Λ|ζ|2L2 and λ|ζ|H1 ≤ |ϕ′(ζ)|H1 ≤ Λ|ζ|H1 .

With the help of these estimates, we integrate the dissipation (2.19) of the macroscopic
free energy H w.r.t. the H−1 gradient flow structure to find that

sup
0≤t≤T

|ζt|2L2 ≤ sup
0≤t≤T

1

λ
H(ζt) =

1

λ
H(ζ0) ≤

Λ

λ
|ζ0|2L2 ,

ˆ ∞

0

|ζt|2H1dt ≤
1

λ2

ˆ ∞

0

|ϕ′(ζ)|2H1 ≤ 1

λ2
H(ζ0) ≤

Λ

λ2
|ζ0|2L2 .

Remark 5.2. Lemma 5.1 may be compared with Proposition 4.1. The proofs for both are
ultimately based on how the gradient flow structure of an underlying dynamics dissipates
its associated energy functional.

It remains to show that the mesoscopic dynamics ηt is close to the projected dynamics
Pζt. Because of Lemma 3.13, it is more convenient to work with the Ā−1 norm instead of
the H−1 norm. Differentiating in time and using the definition of the dynamics, we have

d

dt

1

2
|ηt − Pζt|2Ā−1 =

〈
d

dt
ηt −

d

dt
Pζt, ηt − Pζt

〉
Ā−1

=

〈
−∇Ā−1H̄(ηt)− P

∂2

∂θ2
ϕ′(ζt), ηt − Pζt

〉
Ā−1

,
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where we used that d
dtPζt = P ∂ζ

∂t , i.e. we may interchange time derivative and projection
onto splines. This resembles the form of (3.10), leading to the rearranged equation

d

dt

1

2
|ηt − Pζt|2Ā−1 =

〈
−∇Ā−1H̄(ηt) +∇Ā−1H̄(Pζt), ηt − Pζt

〉
Ā−1

+ 〈Āϕ′(ζt)−∇Ā−1H̄(Pζt), ηt − Pζt〉Ā−1

+

〈
−P ∂2

∂θ2
ϕ′(ζt)− Āϕ′(ζt), ηt − Pζt

〉
Ā−1

= −〈∇H̄(ηt)−∇H̄(Pζt), ηt − Pζt〉L2

+ 〈ϕ′(ζt)−∇H̄(Pζt), ηt − Pζt〉L2

+ 〈ϕ′(ζt), (−∂2θ Ā−1 − id)(ηt − Pζt)〉L2 . (5.1)

The first term in (5.1) is now in the same form of (3.10) and can be estimated by the
uniform strong convexity of H̄ (see Theorem 3.9):

〈∇H̄(Pζt)−∇H̄(ηt), ηt − Pζt〉L2 ≤ −λ|ηt − Pζt|2L2 . (5.2)

The second term in (5.1) is small because the gradient of the coarse-grained Hamiltonian
H̄ is a good approximation of the gradient of the macroscopic free energy H.

Theorem 5.3 (Closeness of ∇H̄ and ∇H). There is an integer K∗ such that if K ≥ K∗

then it holds for all ζ ∈ L2
0(T)∣∣∇H̄(Pζ)−∇H(ζ)

∣∣
L2 .

(
1

K
+

1

M

)
|ζ|H1 +

1

K
1
2

, (5.3)

where the gradient ∇H is taken in L2
0(T).

We prove Theorem 5.3 in Section 9. The last term in (5.1) is controlled by the
following error estimates for exchanging the coarse-grained second-order difference
operator −Ā and the second derivative ∂2θ .

Lemma 5.4 (Discrepancy between −Ā and ∂2θ ). There exists an integer K∗ such that for
all K ≥ K∗,M and all y, ỹ ∈ YM ,

| − ∂2θ Ā
−1y|L2 . |y|L2 , (5.4)

|〈−∂2θ Ā−1y, ỹ〉L2 − 〈y, ỹ〉L2 | . 1

K
|y|H−1 |ỹ|H1 . (5.5)

The proof of Lemma 5.4 is given in Section 6, where we gather and prove facts about
splines. The error estimate (5.4) is closely related to the error estimate (4.15). We are
now ready to prove Theorem 3.18.

Proof of Theorem 3.18. We first bound Pζt − ζt. By Lemma 3.3 and Lemma 5.1,

sup
0≤t≤T

|Pζt − ζt|2H−1 . sup
0≤t≤T

1

M2
|ζt|2L2 .

1

M2

Λ

λ
|ζ0|2L2 ,

ˆ T

0

|Pζt − ζt|2L2dt .
ˆ T

0

1

M2
|ζt|2H1

dt .
1

M2

Λ

λ2
|ζ0|2L2 .

We now bound ηt − Pζt. By Theorem 5.3, the second term in (5.1) is estimated as

〈ϕ′(ζt)−∇H̄(Pζt), ηt − Pζt〉L2 .

((
1

K
+

1

M

)
|ζt|H1 +

1

K
1
2

)
|ηt − Pζt|L2 . (5.6)
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By Lemma 5.4 and Lemma 3.3, the last term in (5.1) is estimated as

〈ϕ′(ζt), (−∂2θ Ā−1 − id)(ηt − Pζt)〉L2

= 〈ϕ′(ζt)− Pϕ′(ζt),−∂2θ Ā−1(ηt − Pζt)〉L2 + 〈Pϕ′(ζt), (−∂2θ Ā−1 − id)(ηt − Pζt)〉L2

. |ϕ′(ζt)− Pϕ′(ζt)|L2 |ηt − Pζt|L2 +
1

K
|Pϕ′(ζt)|H1 |ηt − Pζt|H−1

.
1

M
|ϕ′(ζt)|H1 |ηt − Pζt|L2 +

1

K
|ϕ′(ζt)|H1 |ηt − Pζt|L2 . (5.7)

Combining the estimates (5.2), (5.6), and (5.7) for equation (5.1) and applying Young’s
inequality yields that

d

dt

1

2
|ηt − Pζt|2Ā−1 +

λ

2
|ηt − Pζt|2L2 .

1

K
+

(
1

K2
+

1

M2

)(
|ζt|2H1 + |ϕ′(ζt)|2H1

)
.

Integrating in time from 0 to T , applying the energy estimates in Lemma 5.1, and
exchanging Ā−1 norm with H−1 norm (see Lemma 3.13), we get

sup
0≤t≤T

1

2
|ηt − Pζt|2H−1 +

λ

2

ˆ T

0

|ηt − Pζt|2L2dt .
T

K
+

(
1

K2
+

1

M2

)
|ζ0|2L2 .

Combining the estimates for ηt − Pζt and Pζt − ζt yields Theorem 3.18.

6 Properties of spline approximations

In this section we prove the facts about splines y ∈ YM used in the two-scale approach
in this work. We begin with the observation that since YM is a finite-dimensional space,
different norms on YM are equivalent for eachM . More quantitatively:

Lemma 6.1 (Inverse Sobolev inequality on YM ). For all y ∈ YM ,

|y|H2 .M |y|H1 .M2|y|L2 . (6.1)

The factors M and M2 comes from a scaling argument, i.e. 1
M is the only internal

length scale. We omit the proof of this fact, which consists of a simple dimensional
analysis. This leads to a quick proof of Lemma 3.6.

Proof of Lemma 3.6. Recall that the adjoint operatorNP t : YM → XN is an L2-orthogonal
projection onto piecewise constant functions on the intervals [n−1

N , n
N ]. Therefore, for

any y ∈ YM ,

〈(id−PNP t)y, y〉L2 = |y|2L2 − |NP ty|2L2

= |y −NP ty|2L2

.
1

N2
|y|2H1

(6.1)

.
M2

N2
|y|2L2 ,

where the equality in the second line is by Pythagorean theorem, and we then used a
Poincaré inequality for each interval [n−1

N , n
N ] followed by the inverse Sobolev inequality.

This verifies estimate (3.3) through the variational characterization

‖T‖ = sup
v 6=0

〈Tv, v〉
|v|2

,

for the self-adjoint operator T = id−PNP t.
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Figure 2: B-spline functions Bm.

6.1 Penalization of fluctuations around spline profiles

In this subsection we prove those auxiliary results that show fluctuations around
spline profiles are penalized when measured in a weak norm, namely Lemma 3.3 and
Lemma 4.10. For this purpose, we introduce a nice basis for the spline functions that
forms a “partition of unity” on the torus T.

Definition 6.2 (B-spline functions). The B-spline functions are given by

Bm(θ) =


M2

2 (θ − m−2
M )2 for θ ∈ [m−2

M , m−1
M ),

3
4 − M2(θ − m−1/2

M )2 for θ ∈ [m−1
M , m

M ),
M2

2 (θ − m+1
M )2 for θ ∈ [mM , m+1

M ),

0 else.

(6.2)

Remark 6.3. The B-spline functions Bm have the following nice properties:

• 0 ≤ Bm < 1,

• Bm is supported on [m−2
M , m+1

M ], and

•
M∑

m=1

Bm = 1.

This means the functions Bm have small overlap. More precisely,

〈Bj , Bk〉L2 =
1

M
Bjk, (6.3)

where B is the symmetric matrix

Bjk =
11

20
δj=k +

13

60
δ|j−k|=1 +

1

120
δ|j−k|=2.

Proof of Lemma 3.3. The proof of (3.1) is based on the following spline interpolation:
for ζ ∈ H1(T), we define Iζ ∈ YM as

Iζ(θ) =

M∑
m=1

ζ

(
m− 1/2

M

)
Bm(θ),

where Bm ∈ YM is the B-spline basis defined in (6.2). We claim that

|ζ − Pζ|L2 ≤ |ζ − Iζ|L2 .
1

M
|ζ|H1 , (6.4)

which establishes the second estimate of (3.1), from which the rest follows by duality.
To verify (6.4), note the first inequality is simply due to the fact that Pζ is the best L2

approximation of ζ in YM . The second estimate of (6.4) is well known in the literature
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on B-splines (see for example [10]). For the convenience of the reader we give a short
proof of this fact. Using the fact that the Bm are supported on the intervals [m−2

M , m+1
M ]

and sum to 1, we obtain for θ ∈
(
m−1
M , m

M

)
:

ζ(θ)− Iζ(θ)
(6.2)
=

1∑
j=−1

(
ζ(θ)− ζ

(
m+ j − 1/2

M

))
Bm+j(θ). (6.5)

Using the Fundamental Theorem of Calculus and the Cauchy-Schwarz inequality, we get

ˆ m
M

m−1
M

|ζ(θ)− Iζ(θ)|2 dθ ≤
ˆ m

M

m−1
M

3

1∑
j=−1

(
ζ(θ)− ζ

(
m+ j − 1/2

M

))2

Bm+j(θ)
2 dθ (6.6)

≤
ˆ m

M

m−1
M

3

1∑
j=−1

2

M

(ˆ m+1/2
M

m−3/2
M

|ζ ′(θ̃)|2dθ̃

)
Bm+j(θ)

2 dθ

≤ 6

M2

∣∣∣∣∣∣
M∑
j=1

B2
j

∣∣∣∣∣∣
L∞

(ˆ m+1/2
M

m−3/2
M

|ζ ′(θ̃)|2dθ̃

)
.

Summing over m = 1, ...,M yields the second estimate of (6.4).
To verify (3.2), again by duality it suffices to show the first inequality only, which

follows at once from the next two estimates

|ζ − Iζ|H1 . |ζ|H1 and |Pζ − Iζ|H1 . |ζ|H1 . (6.7)

The first estimate of (6.7) can be deduced by differentiating the equation (6.5) and
performing similar estimates as in (6.6). We omit the details of these calculations. The
second estimate of (6.7) follows from the inverse Sobolev inequality 6.1 and combining
the two estimates of (6.4).

Proof of Lemma 4.10. The argument will be a discrete analogue of the previous proof.
First, notice that for any y ∈ YM ,

|x− x⊥|2 ≤ |x−NP ty|2,

since imNP t = kerP⊥. Consider the L2-orthogonal projection onto XN of the B-spline
function Bm given by (6.2),

βm := NP tBm.

Denote βm = (βm
1 , β

m
2 , · · · , βm

N ). The properties of Bm in Remark 6.3 then imply the
similar for βm:

• 0 ≤ βm
n < 1,

• βm
n 6= 0 only for n ∈ ((m− 2)K, (m+ 1)K], and

•
M∑

m=1

βm
n = 1.

For each x ∈ XN , define a projected spline interpolation

I(x) :=

M∑
j=1

 1

3K

(m+1)K∑
i=(m−2)K+1

xi


︸ ︷︷ ︸

x̂m

βm,
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where x̂m is the mean spin over the 3K-site block ((m−2)K, (m+1)K]. Using the fact that
the βm are supported on these blocks and sum to 1, we obtain for n ∈ ((m− 1)K,mK],

(xn − I(x)n)
2 =

 1∑
j=−1

(xn − x̂m+j)β
m+j
n

2

≤
1∑

j=−1

(xn − x̂m+j)
2,

where we used the Cauchy-Schwarz inequality. Summing over n and rearranging leads
to

N∑
n=1

(xn − I(x)n)
2 ≤

M∑
m=1

(m+1)K∑
n=(m−2)K+1

(xn − x̂m)2

(2.7)
≤

M∑
m=1

C(3K)2
(m+1)K∑

n=(m−2)K+1

(xn − xn−1)
2

≤ 33CK2
N∑

n=1

(xn − xn−1)
2 (2.5)

= 33C
K2

N2
x ·Ax,

where, in the second line, we used the discrete Poincaré inequality from Lemma 2.7 on
the 3K-site block ((m− 2)K, (m+ 1)K]. Thus (4.13) holds with γ = 33C, where C is the
constant in (2.7).

6.2 Spline approximations involving the operator Ā

In this section we prove those auxiliary results which make precise the idea that the
coarse-grained operator −Ā is like a discrete version of the second derivative adapted
to the spline space YM , namely Lemma 3.13, Lemma 4.13, and Lemma 5.4. We begin
with showing that the H1 inner product on YM is close to the inner product induced by
the positive definite operator Ā.

Lemma 6.4. There exists an integer K∗ such that for all K ≥ K∗,M and all y, ỹ ∈ YM

|〈ỹ, Āy〉L2 − 〈ỹ, y〉H1 | . 1

N
(|ỹ|H1 |y|H2 + |ỹ|H2 |y|H1) (6.8)

.
M

N
|ỹ|H1 |y|H1 . (6.9)

This result leads to a quick proof of Lemma 3.13: the equivalence of Ā and H1 norms
is a direct consequence of the estimate (6.9), from which the equivalence of Ā−1 and
H−1 norms follows by a duality argument with the help of estimate (3.2) that bounds the
projection P in H1 norm.

To prove Lemma 6.4, we need to do some computations involving finite differences.
Let

• Q be the L2-orthogonal projection onto XN (cf. (2.14)),

• D be the rescaled N ×N forward difference matrix, satisfying that

(Dx)i = N(xi+1 − xi),

• ∂hθ be the difference quotient

∂hθ y(θ) =
y (θ + h)− y (θ)

h
=

1

h

ˆ θ+h

θ

y′(s)ds, (6.10)

which is also a moving average of the derivative.
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Lemma 6.5. It holds that Q = NP t on YM , DtD = A, and

DQ = Q∂
1
N

θ , DtQ = −Q∂−
1
N

θ . (6.11)

We omit the proof of Lemma 6.5, which can be checked by a straightforward calculation.

Proof of Lemma 6.4. We will prove the estimate (6.8), and then the estimate (6.9) follows
from (6.8) by an inverse Sobolev inequality (6.1). For ỹ, y ∈ YM ,

〈ỹ, Āy〉L2 = 〈NP tỹ, A(NP ty)〉L2

= 〈Qỹ,DtDQy〉L2
(6.11)
= 〈∂

1
N

θ ỹ, Q∂
1
N

θ y〉L2 .

Thus, we can decompose

〈ỹ, Āy〉L2 − 〈ỹ, y〉H1 = 〈∂
1
N

θ ỹ, Q∂
1
N

θ y〉L2 − 〈ỹ′, y′〉L2

= 〈∂
1
N

θ ỹ − ỹ′, Q∂
1
N

θ y〉L2 + 〈ỹ′, Q(∂
1
N

θ y − y′)〉L2 + 〈ỹ′, Qy′ − y′〉L2 .

This yields estimate (6.8) once we establish the following estimates:

|∂
1
N

θ y|L2 ≤ |y′|L2 , |∂
1
N

θ y − y′|L2 ≤ 1

N
|y′′|L2 , |Qy′ − y′|L2 .

1

N
|y′′|L2 .

The last estimate follows from Poincaré inequality on the sub-intervals ( i−1
N , i

N ), since
the projection Q takes average over these sub-intervals. The second estimate is similar,

as ∂
1
N

θ y is a moving average of ∂θy over length 1/N . The estimate then says taking
moving average reduces the L2 norm, which is a consequence of the Cauchy-Schwarz
inequality.

Now, we turn to the verification of Lemma 4.13.

Proof of Lemma 4.13. The statement is equivalent to

|PANP ty|L2 ≥ σ|ANP ty|L2 . (6.12)

Given y ∈ YM , let z = ANP ty. Assume z 6= 0. We want to show |Pz|L2 ≥ σ|z|L2 . For this
purpose, it suffices to construct a spline approximation I(z) 6= 0 in YM satisfying

〈z, I(z)〉L2 ≥ σ|z|L2 |I(z)|L2 , (6.13)

since we always have

|Pz|L2 |I(z)|L2 ≥ 〈Pz, I(z)〉L2 = 〈z, I(z)〉L2 ,

and the desired conclusion follows. Let us begin by computing z = ANP ty. Applying
Lemma 6.5,

z = DtDQy = DtQ∂
1
N

θ y = −Q∂−
1
N

θ ∂
1
N

θ y.

Denote z = (z1, z2, · · · , zN ). Using (6.10) and the definition of Q, we compute that

∂
1
N

θ y(θ) =

 1
N

0

y′(θ + s) ds,

∂
− 1

N

θ ∂
1
N

θ y(θ) =

 0

− 1
N

 1
N

0

y′′(θ + t+ s) ds dt,

zn = −
 n

N

n−1
N

 0

− 1
N

 1
N

0

y′′(θ + t+ s) ds dt dθ, (6.14)
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where
ffl
is the symbol for average of an integral. Since YM consists of quadratic splines,

y′′(θ) ≡ αm (6.15)

for some αm ∈ R on the interval (m−1
M , m

M ). Evaluating the integral (6.14) then gives

zn = −αm, for n = (m− 1)K + 2, ...,mK − 1, (6.16)

z(m−1)K+1 = −αm − 1

6
(αm−1 − αm), zmK = −αm − 1

6
(αm+1 − αm). (6.17)

In particular, z = ANP ty is almost piecewise constant on the K-site blocks ((m −
1)K,mK]. This motivates us to choose I(z) as the B-spline interpolation

I(z) :=

M∑
m=1

−αmBm. (6.18)

It remains to verify (6.13) for this choice of I(z). Denote α := (α1, α2, · · · , αm) ∈ Rm. It
follows from (6.16) and (6.17) that

|z|2L2 =
1

N
|z|2 ≤ K

N

M∑
m=1

α2
m =

1

M
|α|2.

Using the property of B-spline functions in (6.3), we compute

|I(z)|2L2

(6.18)
=

M∑
j,k=1

αjαk〈Bj , Bk〉L2 =
1

M
α ·Bα ≤ 1

M
|α|2,

where the last inequality is because the operator norm ‖B‖ ≤ 1. Finally, we compute

〈z, I(z)〉L2 =

M∑
m=1

−αm 〈z,Bm〉L2

=

M∑
m,k=1

αmαk

ˆ k
M

k−1
M

Bm(θ)dθ +

M∑
m,k=1

1

6
αm(αk−1 − αk)

ˆ k−1
M + 1

N

k−1
M

Bm(θ)dθ

+

M∑
m,k=1

1

6
αm(αk+1 − αk)

ˆ k
M

k
M − 1

N

Bm(θ)dθ.

Evaluating this expression yields

〈z, I(z)〉L2 =
1

M
α · Eα+O

(
1

N

)
|α|2 ≥ c

M
|α|2,

where E is the symmetric matrix

Emk =
2

3
δm=k +

1

6
δ|m−k|=1

and the last inequality follows from the strict diagonal dominance of E, once K is large
enough, for some universal constant c > 0. Putting everything together, we arrive at
(6.13):

〈z, I(z)〉2L2

|z|2L2 |I(z)|2L2

≥ c2

M2
M

N

CK
=
c2

C
.

Using the results developed in this section, we can now quickly verify Lemma 5.4.
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Proof of Lemma 5.4. Argument for (5.4): It follows from (6.15) - (6.17) that

|(−∂2θy)−ANP ty|2L2 =

M∑
m=1

1

N

1

62
(αm−1 − αm)2 +

1

N

1

62
(αm+1 − αm)2

.
M∑

m=1

1

N
|αm|2 =

1

K
| − ∂2θy|2L2 .

Consequently,

| − ∂2θy|L2 ≤
(
1 +O

(
K− 1

2

))
|ANP ty|L2

(6.12)

. |PANP ty|L2 .

Argument for (5.5): applying Lemma 6.4 to Ā−1y, ỹ yields

|〈ỹ, y〉L2 − 〈ỹ,−∂2θ Ā−1y〉L2 | = |〈ỹ, Ā(Ā−1y)〉L2 − 〈ỹ, Ā−1y〉H1 |
(6.8)

.
1

K
|Ā−1y|H1 |ỹ|H1

(3.7)

.
1

K
|y|H−1 |ỹ|H1 .

Part II

Thermodynamical ingredients for the
two-scale approach
The remainder of this paper is devoted to the derivation of the main technical ingredients
used in Part I, namely Theorem 3.9, Theorem 4.11, and Theorem 5.3. Towards this end,
we will from now on drop the zero-mean constraint imposed in Part I:

• We replace the hyperplane XN in (2.6) by the full microscopic space RN .
• We replace the zero-mean spline space YM in Definition 3.2 by the full spline space

YM :=

{
y ∈ CL−1(T)

∣∣∣∣∀m ∈ [M ] : y|(m−1
M , mM

) polynomial of degree ≤ L

}
.

and the coarse-graining operator P : L2(T) → YM is now the L2-orthogonal
projection onto the full spline space YM .

• We replace the subspace L2
0(T) of functions of mean zero by the full space L2(T).

With these changes in place, we now define the coarse-grained Hamiltonian H̄(y) on the
full spline space YM as

H̄(y) := − 1

N
log

ˆ
x∈RN :Px=y

exp(−HN (x))LN−M (dx)

and the conditional Gibbs measure for arbitrary spline profile y as

µ(dx|y) := 1

Z
1{x∈RN :Px=y}(x) exp (−H(x))LN−M (dx).

These definitions extend the definitions of H̄ in (3.5) and µ(dx|y) in (3.4), i.e. they
agree for spline profiles y of mean zero. In this case, Px = y implies x has mean zero,
i.e. x ∈ XN , because P is now defined to be the projection onto the full spline space
YM that includes all constant functions. Therefore {x ∈ RN : Px = y} appearing in the
integrals above coincides with {x ∈ XN : Px = y}, and the Lebesgue measure is taken
over the same Euclidean space as in (3.5) an (3.4).

As a result, Theorem 3.9, Theorem 4.11, and Theorem 5.3 readily follow from their
respective versions in the present setting of unrestricted mean:
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• In Theorem 3.9, an upper/lower bound for Hess H̄ as a quadratic form on the
full spline space clearly implies the same upper/lower bound on the subspace of
zero-mean splines.

• In Theorem 4.11, uniform LSI for µ(dx|y) over all spline profiles y clearly implies
the same over spline profiles y of mean zero.

• In Theorem 5.3, an upper bound for |∇H̄ −∇H| with gradient taken along the full
spline space and the full space L2(T) clearly implies the same upper bound when
gradients are taken along the subspace of zero-mean splines and the subspace
L2
0(T), because the gradient on a subspace is an orthogonal projection of the

gradient on the full space.

7 An auxiliary mesoscopic space

As mentioned in Remark 3.10, because the spline functions in YM are non-local,
we will instead work with a larger mesoscopic space Y DG

M consisting of discontinuous
Galerkin functions and transfer results back to the spline space YM afterwards.

Definition 7.1 (The coarse-graining operator QM ). ForM ∈ N, let Y DG
M be the space of

discontinuous Galerkin functions of degree L ∈ N on the torus T = [0, 1] corresponding
to the mesh

{
m
M

}
m∈[M ]

. That is

Y DG
M :=

{
y ∈ L2(T)

∣∣∣∣∀m ∈ [M ] : y|(m−1
M , mM

) polynomial of degree ≤ L

}
. (7.1)

We endow Y DG
M with the inner product inherited from L2(T). We define the coarse-

graining operator QM : L2(T) → Y DG
M as the L2-orthogonal projection onto Y DG

M .

Remark 7.2. Since splines are piecewise polynomials satisfying additional constraint,
YM is a subspace of Y DG

M .

Now, we define an adjoint operator Qt
M : Y DG

M → RN by

〈QMx, y〉L2 = x ·Qt
My ∀x ∈ RN , y ∈ Y DG

M .

It follows that NQt
M : Y DG

M → RN is the L2-orthogonal projection of Y DG
M onto RN ,

where we identify RN as a space of step functions on T in the same fashion as in (2.14)
(but without the mean zero constraint).

Lemma 7.3. It holds that

‖QMNQ
t
M − idY DG

M
‖ .

M2

N2
. (7.2)

We omit the proof of Lemma 7.3, which is analogous to the proof of Lemma 3.6 in
Section 6. Let us record an easy corollary of this estimate for later use.

Corollary 7.4. For all y ∈ Y DG
M ,

|NQt
My|2L2 =

(
1 +O

(
M2

N2

))
|y|2L2 , (7.3)

and for all x ∈ imNQt
M ,

|QMx|2L2 =

(
1 +O

(
M2

N2

))
|x|2L2 . (7.4)

Proof of Corollary 7.4. Estimate (7.3) follows from

|NQt
My|2L2 = 〈QMNQ

t
My, y〉L2

(7.2)
=

(
1 +O

(
M2

N2

))
|y|2L2 .

Estimate (7.4) then similarly follows after making the substitution x = NQt
My.
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From now on, we assume N = KM for K ∈ N large enough so that QMNQ
t
M :

Y DG
M → Y DG

M is invertible. In particular, this means the coarse-graining operator
QM : RN → Y DG

M has full range and the orthogonal projection NQt
M : Y DG

M → RN is an
embedding.

Definition 7.5 (The coarse-grained Hamiltonian H̄Y DG
M

). The coarse-grained Hamiltonian

H̄Y DG
M

: Y DG
M → R associated to QM is given by

H̄Y DG
M

(y) := − 1

N
log

ˆ
{x∈RN :QMx=y}

exp (−HN (x)) dx. (7.5)

where HN (x) is the microscopic Hamiltonian defined in (2.1).

Let us now relate H̄Y DG
M

back to H̄. Since YM ⊂ Y DG
M , the (restricted) orthogonal

projection P : Y DG
M → YM yields the orthogonal decomposition

Y DG
M = YM ⊕ Y ⊥

M , Y ⊥
M = {y ∈ Y DG

M : Py = 0}.

In particular, for any x ∈ RN , the decomposition above gives

QMx = Px⊕ z

for some (unique) z ∈ Y ⊥
M , which means

Px = y ⇐⇒ QMx− y ∈ Y ⊥
M .

This relation allows us to view H̄ as a coarse-grained version of H̄Y DG
M

with the help of
the coarea formula applied to the affine transformation x 7→ QMx− y:

NH̄(y) = − log

ˆ
x∈RN :Px=y

exp(−HN (x)) dx

= − log

ˆ
z∈Y ⊥

M

(ˆ
x∈RN :QMx−y=z

exp(−HN (x)) dx

)
J−1
QM

LLM (dz)

= − log

ˆ
z∈Y ⊥

M

exp(−NH̄Y DG
M

(y + z))LLM (dz) + logJQM
, (7.6)

where JQM
:=
√
detQMQt

M is the constant factor accounting for the volume change,
and LM is the dimension of Y ⊥

M .

7.1 Reduction to one block

The advantage of working with discontinuous Galerkin functions is that everything
can now be decomposed in a block-by-block manner. Let us first set up some notation.

• Given α ∈ Y DG
M , denote by α(m) ∈ Y DG

1 the function obtained from restricting α to
the subinterval [m−1

M , m
M ), i.e.

α(m)(θ) := α

(
m− 1

M
+

1

M
θ

)
, θ ∈ [0, 1). (7.7)

• Given x ∈ RN , for 1 ≤ m ≤M , denote

x(m) := (x(m−1)K+1 , ... , xmK) ∈ RK .

• Denote by ψK := H̄DG
1 the coarse-grained Hamiltonian for one block, i.e. for

β ∈ Y DG
1 ,

ψK(β) = − 1

K
log

ˆ
{x∈RK :Q1x=β}

exp(−HK(x)) dx.
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• Let µN denote the Gibbs measure on RN associated to the Hamiltonian H,

dµN

dLN
(x) =

1

Z
exp (−HN (x)) .

Lemma 7.6 (Block-by-block decomposition). The space Y DG
M decomposes as

Y DG
M =

M⊕
m=1

Y DG
1

via the identification

α =

M⊕
m=1

α(m), 〈α, β〉Y DG
M

=
1

M

M∑
m=1

〈α(m), β(m)〉Y DG
1

.

Consequently, we have the decompositions

QMx =

M⊕
m=1

Q1x
(m),

µN (dx|QMx = α) =
M⊗

m=1

µK(dx(m)|Q1x
(m) = α(m)), (7.8)

H̄Y DG
M

(α) =
1

M

M∑
m=1

ψK(α(m)).

8 Convexification of the coarse-grained Hamiltonian

This section is devoted to the proof of Theorem 3.9 that says H̄ is uniformly strongly
convex. The starting point of the proof is the coarse-graining relation (7.6) that says H̄
is a coarse-grained version of H̄Y DG

M
. This allows us to transfer convexity of H̄Y DG

M
to H̄,

because log-concavity of measures is preserved by marginalization. More precisely, we
will invoke the following quantitative version of this well-known fact.

Lemma 8.1. LetW⊕Z be an orthogonal decomposition of a finite dimensional Euclidean
space. Suppose F : W ⊕ Z → R is a C2 function such that

´
W⊕Z

exp(−F ) < ∞. Let
F̄ (z) := − log

´
W

exp(−F (w, z)) dw. For any c ≥ 0, it holds that

HessW⊕Z F ≥ c idW⊕Z ⇒ HessZ F̄ ≥ c idZ , (8.1)

HessW⊕Z F ≤ c idW⊕Z ⇒ HessZ F̄ ≤ c idZ .

Remark 8.2. In [7], it was shown in a very neat way that statement (8.1) is simple
consequence of the well-known Brascamp-Lieb inequality. For completeness, we provide
a short proof of this fact in Appendix A using the Prékopa-Leindler inequality from convex
geometry.

Applying Lemma 8.1 with Z = YM , W = Y ⊥
M , and F = NH̄Y DG

M
, proving Theorem 3.9

reduces to showing the uniform strong convexity of H̄Y DG
M

stated below.

Theorem 8.3 (Uniform strong convexity of H̄Y DG
M

). There are constants 0 < λ,Λ,K∗ <∞
such that for all K ≥ K∗,M and all y ∈ Y DG

M it holds

2λ idY DG
M

≤ HessY DG
M

H̄Y DG
M

(y) ≤ 2Λ idY DG
M

in the sense of quadratic forms.
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In turn, by the block-by-block decomposition from Lemma 7.6, proving Theorem 8.3
reduces to proving the case of just one block.

Theorem 8.4. There are constants 0 < λ,Λ, J∗ < ∞ such that for all J ≥ J∗, and
all β ∈ Y DG

1 it holds

2λ idY DG
1

≤ HessY DG
1

ψJ(β) ≤ 2Λ idY DG
1

,

in the sense of quadratic forms.

The proof of Theorem 8.4 closely follows the proof of [19, Proposition 31]: a local
Cramér theorem through a local central limit theorem (CLT). The main difference here is
that the local Cramér theorem has to be extended to canonical ensembles with multiple
constraints, which means that we will have to use a multivariate CLT.

Before entering into the details, we sketch an outline of the argument. The strategy
is to prove ψJ converges to a strongly convex function ψ̄J in the uniform C2-topology as
J → ∞. Namely:

• Using Cramér’s trick of exponential shift of measure, we construct for each β ∈
Y DG
1 a product measure νJ,β on RJ such that

– the law of each spin is an “exponential shift” of the single-site measure,
– the expectation of Q1x under νJ,β is equal to β, i.e. the conditioning Q1x = β

is a “typical” event.

We refer to the product measure νJ,β as the modified grand canonical ensemble for
β. The required shifts of spins can be parameterized by a variable β̂ that is dual to
β.

• Due to the form of the single-site potential ψ, it follows that once J is large enough,
the specific free energy ψ̄∗

J of νJ,β is a strongly convex function of β̂ with bounded
Hessian. Consequently, the same is true for its Legendre transform ψ̄J .

• Moreover, the difference ψ̄J(β)−ψJ(β) can be interpreted as the difference between
the specific free energies of νJ,β and its restriction to the hyperplane determined
by Q1x = β (which is the “typical event”). Hence, we expect that this difference
goes to zero as J grows large.

To verify that this difference indeed converges to zero in the uniform C2-topology:

• Using a Cramér-type representation formula (equation (8.15) below), we relate this
difference to the density at 0 of the law of the random variable J

1
2 (Q1x− β) under

νJ,β(dx).

• By establishing a uniform C2 local central limit theorem, we ensure this density at
0 is bounded from above and from below uniformly in β and that moreover, it is
bounded in the uniform C2 norm as a function of β. These estimates are stated in
Proposition 8.10 below and constitute the core of our proof.

8.1 Construction of the modified grand canonical ensembles νJ,β

We begin by introducing a family of “exponential shifts” of the law of a single spin.
Let ψ∗ be the log partition function of the single site potential ψ that was defined in
(2.16). For m ∈ R, let µm be the probability measure on R with Lebesgue density

dµm

dz
= exp(−ψ∗(σ) + σz − ψ(z)), (8.2)

where σ is the exponential shift required for µm to have mean m, i.e. (ψ∗)′(σ) = m. We
will need the following estimates of the 2nd and 3rd derivatives of ψ∗.
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Lemma 8.5. [19, Lemma 41] There are constants 0 < c < C <∞ such that it holds that:

0 < c < inf
m∈R

Var(µm) ≤ (ψ∗)′′(σ) ≤ sup
m∈R

Var(µm) < C <∞, (8.3)

|(ψ∗)′′′(σ)| ≤ sup
m∈R

∣∣∣∣ˆ (z −m)3µm(dz)

∣∣∣∣ < C <∞. (8.4)

where Var(µm) denotes the variance of µm.

To construct the product measure νJ,β on RJ , we will find a suitable dual variable
β̂ ∈ Y DG

1 and exponentially shift the law of the J spins according to the J entries of the
vector x̂ = JQt

1β̂. The right choice will be found from the following functions that are to
be interpreted as the (specific) free energies of the ensemble νJ,β:

• We associate each x̂ ∈ RJ with a free energy

ψ∗
J(x̂) :=

J∑
j=1

ψ∗(x̂j).

Here the variable x̂ should be viewed as “dual” to the spin configuration x ∈ RJ .

• Using the projection operator JQt
1 : Y DG

1 → RJ , we then associate each β̂ ∈ Y DG
1

with a specific free energy

ψ̄∗
J(β̂) :=

1

J
ψ∗
J(JQ

t
1β̂) =

1

J

J∑
j=1

ψ∗
(
(JQt

1β̂)j

)
. (8.5)

Here the variable β̂ should be viewed as “dual” to a variable β ∈ Y DG
1 . The specific

free energy as a function of the variable β is then given by the Legendre transform,

ψ̄J(β) := sup
β̂∈Y DG

1

(
〈β, β̂〉 − ψ̄∗

J(β̂)
)
. (8.6)

After dealing with the approximation error, the uniform convexity and C2 bounds
(8.3) transfer to the function ψ̄∗

J(β̂) and, consequently, its Legendre transform ψ̄J(β):

Lemma 8.6. There is J1 ∈ N such that for all J ≥ J1 and β̂, β ∈ Y DG
1 :

‖Hess ψ̄∗
J(β̂)‖ ' 1, (8.7)

‖Hess ψ̄J(β)‖ ' 1. (8.8)

Proof. For any x̂, ξ̂ ∈ RJ ,

ξ̂ ·Hess ψ∗
J(x̂) ξ̂ =

J∑
j=1

(ψ∗)′′(x̂j) |ξ̂j |2
(8.3)' |ξ̂|2

where the derivatives are taken w.r.t. the Euclidean structure of RJ . After accounting
for the different Euclidean structure on Y DG

1 ⊆ L2(T), we obtain that for η̂ ∈ Y DG
1 ,

〈η̂,Hess ψ̄∗
J(β̂) η̂〉 = 〈JQt

1η̂,Hess ψ∗
J(JQ

t
1β̂) JQ

t
1η̂〉L2 ' |JQt

1η̂|2L2

(7.3)
=

(
1 +

1

J2

)
|η̂|2L2 .

This establishes (8.7), which in turn yields (8.8) by a standard calculation.
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Let β̂max(β) be the unique maximizer of (8.6), which exists by the convexity of ψ̄∗
J . It

satisfies

β = ∇ ψ̄∗
J(β̂

max)
(8.5)
= Q1∇ψ∗

J(JQ
t
1β̂

max). (8.9)

The vector β̂max serves to construct νJ,β. Set

m̂(β) := JQt
1β̂

max, m̂j(β) := (m̂(β))j , (8.10)

m(β) := ∇ψ∗
J(m̂(β)), mj(β) := (m(β))j , (8.11)

and define a product measure on RJ with Lebesgue density

dνJ,β
dx

(x) :=

J∏
j=1

dµmj(β)

dxj
(xj)

(8.2)
=

J∏
j=1

exp(−ψ∗(m̂j(β)) + m̂j(β)xj − ψ(xj))

= exp(−ψ∗
J(m̂(β)) + m̂(β) · x−HJ(x)). (8.12)

Then νJ,β has mean m(β) = ∇ψ∗
J(m̂(β)) and the expected value of Q1x under νJ,β(dx) is

Q1∇ψ∗
J(m̂(β))

(8.10)
= Q1∇ψ∗

J(JQ
t
1β̂

max)
(8.9)
= β.

This completes the construction of the modified grand canonical ensemble νJ,β.

8.2 Uniform C2 convergence of ψ̄J − ψJ to zero

For a given β, the specific free energy of the modified grand canonical ensemble νJ,β
is just

ψ̄∗
J(β̂

max)
(8.6)
= 〈β, β̂max〉 − ψ̄J(β). (8.13)

On the other hand, the specific free energy of the canonical ensemble associated with
the restriction of νJ,β to the hyperplane {x |Q1x = β}, where it is highly concentrated
anyway for large J by the usual law of large numbers, is given by

1

J
log

ˆ
Q1x=β

exp(m̂(β) · x−HJ(x))H(dx)

(8.10)
=

1

J
log

ˆ
Q1x=β

exp(J〈Q1x, β̂
max〉 −HJ(x))H(dx)

= 〈β, β̂max〉 − ψJ(β). (8.14)

Consequently, ψ̄J(β) − ψJ(β) measures the difference in free energies and hence we
expect it to converge to zero in some sense as J → ∞. By Lemma 8.6, the function ψ̄J

is strongly convex with bounded Hessian. Therefore, proving Theorem 8.4 reduces to
showing the difference ψ̄J(β)− ψJ(β) converges to zero in the uniform C2 topology:

Proposition 8.7. There exists J2 such that for J ≥ J2 and for all β ∈ Y DG
1 ,∣∣ψJ(β)− ψ̄J(β)

∣∣ . 1

J
,∥∥∇ψJ(β)−∇ψ̄J(β)

∥∥ .
1

J
,

‖HessψJ(β)−Hess ψ̄J(β)‖ .
1

J
.

As we indicated above, the proof of Proposition 8.7 begins with a Cramér-type
representation formula for the density at 0 of the law of J

1
2 (Q1x − β) under νJ,β(dx),

which is a centered (L+1)-dimensional vector of “suitably weighted” sums of independent
random variables (cf. [19, equation (125)]). From now on, we identify Y DG

1 with RL+1.
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Lemma 8.8. Denote by gJ,β the law of the RL+1-valued random variable J
1
2 (Q1x− β)

where x is the configuration of J spins under νJ,β. The density of gJ,β at 0 ∈ RL+1 with
respect to Lebesgue measure can be expressed as

gJ,β(0) :=
dgJ,β
dLL+1

(0) = (JQ)−1 exp [J (ψ̄J(β)− ψJ(β))], (8.15)

where JQ := (detQ1JQ
t
1)

1
2 is the Jacobian of the (linear) transformation x 7→ J

1
2 (Q1x−

β).

Proof. The level set for J
1
2 (Q1x − β) = u is the hyperplane Q1x = β + J− 1

2 u. Dis-
integrating measure along these hyperplanes and accounting for volume change, we
have

gJ,β(u) = (JQ)−1

ˆ
{
Q1x= β+J− 1

2 u
} dνJ,β
dLJ

(x)HJ−(L+1)(dx).

For u = 0, we compute

gJ,β(0) = (JQ)−1

ˆ
Q1x=β

dνJ,β
dLJ

(x)H(dx)

(8.12)
= (JQ)−1 exp(−ψ∗

J(m̂(β)))

ˆ
Q1x=β

exp(m̂(β) · x−HJ(x))H(dx)

(8.14)
= (JQ)−1 exp(−Jψ̄∗

J(β̂
max)) exp[J(〈β, β̂max〉 − ψJ(β))]

(8.13)
= (JQ)−1 exp[J(ψ̄J(β)− ψJ(β))],

where we used that

ψ∗
J(m̂(β))

(8.10)
= ψ∗

J(JQ
t
1β̂

max)
(8.5)
= Jψ̄∗

J(β̂
max).

Using formula (8.15), Proposition 8.7 basically reduces to the following estimates on
the Jacobian JQ = det(Q1JQ

t
1)

1
2 (appearing on the right hand side of (8.15)) and the

density gJ,β(0) (appearing on left hand side of (8.15)).

Lemma 8.9. There exists a constant C < ∞ and a positive integer J3 ∈ N such that for
J ≥ J3:

1

C
≤ det(Q1JQ

t
1)

1
2 ≤ C. (8.16)

This follows from the fact that Q1JQ
t
1 is close to the identity operator for large J ,

which is the caseM = 1, N = J of Lemma 7.3.

Proposition 8.10. There exist a constant C < ∞ and a positive integer J4 such that for
all J ≥ J4 and all β ∈ RL+1:

1

C
≤ gJ,β(0) ≤ C, (8.17)

‖∇β gJ,β(0)‖ ≤ C, (8.18)

‖Hessβ gJ,β(0)‖ ≤ C. (8.19)

This result was proven in [19] for the case L = 0 (cf. equation (126) in [19]). In the
general case considered here, establishing the estimates becomes somewhat more subtle.
In particular, a uniform control on the magnitude of the projected spins (JQt

1)j enters
as a new ingredient (see Lemma B.3 below). The proof also shares some similarities to
the proof of the local Cramér theorem in [27]. As the proof as a whole becomes quite
long we postpone it to Appendix B at the end of this article. We conclude with a quick
derivation of Proposition 8.7 from these results.
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Proof of Proposition 8.7. Rewrite formula (8.15) as:

ψ̄J(β)− ψJ(β) =
1

J
[log (JQ) + log gJ,β(0)] .

For J ≥ max{J3, J4}, the estimates (8.16) - (8.19) thus yield

|ψ̄J(β)− ψJ(β)| ≤
logC + logC

J

‖∇ψ̄J(β)−∇ψJ(β)‖ =
1

J
(gJ,β(0))

−1 ‖∇βgJ,β(0)‖ ≤ C2

J

‖Hess ψ̄J(β)−HessψJ(β)‖ ≤ 1

J
(gJ,β(0))

−1 ‖Hessβ gJ,β(0)‖

+
1

J
(gJ,β(0))

−2 ‖∇βgJ,β(0) ⊗ ∇βgJ,β(0) ‖

≤ C2

J
+
C4

J
.

9 Convergence of the coarse-grained Hamiltonian to the macro-
scopic free energy

This section is devoted to the proof of Theorem 5.3, i.e. the convergence of ∇H̄ to
∇H. As in the proof of Theorem 3.9, the argument will go through the intermediate
space Y DG

M defined in (7.1). The main ingredient is the local Cramér theorem already
established in Proposition 8.7, which says ψK := H̄Y DG

1
converges in C2 to the free

energy ψ̄K defined in (8.6). By the block-by-block decomposition in Lemma 7.6, this
result immediately extends to say that H̄Y DG

M
converges in C2 to a free energy HY DG

M
:

Definition 9.1 (Mesoscopic free energies on Y DG
M ). Define HY DG

M
: Y DG

M → R by

HY DG
M

(z) :=
1

M

M∑
m=1

ψ̄K(z(m)),

where z(m) ∈ Y DG
1 are defined in (7.7). Equivalently, HY DG

M
is the Legendre transform of

the function ϕ∗
N : Y DG

M → R defined by

ϕ∗
N (ẑ) : =

1

M

M∑
m=1

ψ̄∗
K(ẑ(m)), (9.1)

where ψ̄∗
K is the function defined in (8.5).

Corollary 9.2. There exists K∗ such that for K ≥ K∗ and for allM and z ∈ Y DG
M ,∣∣∣H̄Y DG

M
(z)−HY DG

M
(z)
∣∣∣ . 1

K
,∥∥∥∇H̄Y DG

M
(z)−∇HY DG

M
(z)
∥∥∥ .

1

K
, (9.2)

‖Hess H̄Y DG
M

(z)−HessHY DG
M

(z)‖ .
1

K
.

The rest of the proof essentially consists of passing from H̄ to H̄Y DG
M

and passing
from to HY DG

M
to H. Before going into full detail, we give a summary of the main steps:

• To go from H̄ to H̄Y DG
M

, we use the coarse-graining relation (7.6),

H̄(y) = − 1

N
log

ˆ
z∈Y ⊥

M

exp(−NH̄Y DG
M

(y + z))LLM (dz) +
1

N
logJQM

. (9.3)
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For large K, the strong convexity of H̄Y DG
M

means the integral on the right hand

side above would concentrate around the minimum of H̄Y DG
M

,

H̄Y DG
M

(y + z̄∗) = inf
z∈Y ⊥

M

H̄Y DG
M

(y + z), (9.4)

where z̄∗ ∈ Y ⊥
M is the unique minimizer.

• In parallel to the above, we consider the minimization

HY DG
M

(y + z∗) = inf
z∈Y ⊥

M

HY DG
M

(y + z), (9.5)

where z∗ ∈ Y ⊥
M is the unique minimizer, which exists by the strong convexity of

HY DG
M

(see Corollary 9.3 below). The closeness of H̄Y DG
M

and HY DG
M

in C2 then
imply that the minimizers z̄∗ and z∗ are also close.

• On the other hand, we observe thatHY DG
M

is the Legendre transform of the function
ϕ∗
N . It follows from basic properties of the Legendre transform that the variational

problem (9.5) can be reformulated as

HY DG
M

(y + z∗) = HYM
(y), (9.6)

where HYM
: YM → R is defined to be the Legendre transform of the same function

ϕ∗
N with domain restricted to YM .

• To go from HYM
to H, we observe that H is the Legendre transform of the function

ϕ∗ : L2(T) → R defined by

ϕ∗(ŷ) :=

ˆ 1

0

ψ∗(ŷ(θ))dθ, (9.7)

while the restricted function ϕ∗
N : YM → R, whose Legendre transform is HYM

, can
also be expressed as

ϕ∗
N (ẑ)

(9.1)
=

1

N

N∑
i=1

ψ∗

( i
N

i−1
N

ẑ(s)ds

)
= ϕ∗(NP tẑ),

where the adjoint operator NP t : YM → RN acts as an L2 orthogonal projection,
i.e. it takes average over blocks of size K = N/M .

– As the block size K = N/M → ∞, the function ϕ∗
N should converge to the

function ϕ∗ with domain restricted to YM . To track this effect we define an-
other free energy ĤYM

: YM → R as the Legendre transform of the restricted
function ϕ∗ : YM → R.

– As the number of blocksM → ∞, the spline space YM approximates the full
space L2(T), so ĤYM

would approximate H.

To facilitate these approximation arguments, we need the following convexity es-
timates of the various free energies/coarse-grained Hamiltonians involved. They are
direct consequences of the convexity/convexification results of the previous sections.

Corollary 9.3. Let F denote any one of the following functions:

H̄Y DG
M

,HY DG
M

, ϕ∗
N : Y DG

M → R,

H̄,HYM
, ĤYM

: YM → R

H, ϕ∗ : L2(T) → R.

Then there exists K0 such that for all K ≥ K0, F is uniformly strongly convex with
uniformly bounded Hessian. Consequently, for all z, w in the domain of F

|z − w|2L2 ' 〈∇F (z)−∇F (w), z − w〉L2

' |∇F (z)−∇F (w)|2L2 . (9.8)
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9.1 Closeness of ∇H̄ and ∇H̄Y DG
M

Let z̄∗ ∈ Y ⊥
M be the minimizer of (9.4). From this variational characterization, it

follows that ∇H̄Y DG
M

(y + z̄∗) ∈ YM . Moreover:

Lemma 9.4. There exists K∗ such that for all K ≥ K∗ and for all y ∈ YM ,

|∇H̄(y)−∇H̄Y DG
M

(y + z̄∗)|L2 .
1

K
1
2

. (9.9)

Proof of Lemma 9.4. Taking gradient in (9.3) yields that

∇H̄(y) =

ˆ
Y ⊥
M

P∇H̄Y DG
M

(y + z) ν(dz|y),

where ν(dz|y) is the conditional Gibbs measure for the Hamiltonian NH̄Y DG
M

. Therefore

∇H̄(y)−∇H̄Y DG
M

(y + z̄∗) =

ˆ
Y ⊥
M

(
P∇H̄Y DG

M
(y + z)−∇H̄Y DG

M
(y + z̄∗)

)
ν(dz|y). (9.10)

Using the convexity estimates of Lemma 9.3,∣∣∣P∇H̄Y DG
M

(y + z)−∇H̄Y DG
M

(y + z̄∗)
∣∣∣2
L2

(9.8)

. 〈z − z̄∗,∇H̄Y DG
M

(y + z)−∇H̄Y DG
M

(y + z̄∗)〉L2

= 〈z − z̄∗,∇H̄Y DG
M

(y + z)〉L2 ,

where we also used the fact that ∇HY DG
M

(y + z̄∗) ∈ YM . After applying Cauchy-Schwarz,
using this estimate on (9.10) and integration by parts for the Gibbs measure ν(dz|y),

|∇H̄(y)−∇H̄Y DG
M

(y + z̄∗)|2L2 ≤
ˆ
Y ⊥
M

∣∣∣P∇H̄Y DG
M

(y + z)−∇H̄Y DG
M

(y + z̄∗)
∣∣∣2
L2
ν(dz|y),

.
ˆ
Y ⊥
M

〈z − z̄∗,∇H̄Y DG
M

(y + z)〉L2 ν(dz|y)

=
1

N

ˆ
Y ⊥
M

∇ · (z − z̄∗) ν(dz|y)

=
dimY ⊥

M

N
=
LM

N
,

which implies the desired estimate (9.9).

9.2 Closeness of ∇H̄Y DG
M

and ∇HY DG
M

Let z∗ ∈ Y ⊥
M be the minimizer of (9.5). From this variational characterization, it

follows that ∇HY DG
M

(y + z∗) ∈ YM . Moreover:

Lemma 9.5. There exists K∗ such that for all K ≥ K∗ and for all y ∈ YM ,

|z̄∗ − z∗|L2 .
1

K
, (9.11)

|∇H̄Y DG
M

(y + z̄∗)−∇HY DG
M

(y + z∗)|L2 .
1

K
. (9.12)

Proof. The first estimate follows from

|z̄∗ − z∗|2L2

(9.8)

. 〈∇H̄Y DG
M

(y + z̄∗)−∇H̄Y DG
M

(y + z∗), z̄∗ − z∗〉L2

= 〈∇HY DG
M

(y + z∗)−∇H̄Y DG
M

(y + z∗), z̄∗ − z∗〉L2

(9.2)

.
1

K
|z̄∗ − z∗|L2 ,

EJP 29 (2024), paper 192.
Page 41/57

https://www.imstat.org/ejp

https://doi.org/10.1214/24-EJP1248
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


A quantitative hydrodynamic limit

where we used the fact that ∇H̄Y DG
M

(y + z̄∗),∇HY DG
M

(y + z∗) ∈ YM in the second step.
The second estimate then follows from combining the estimates

|∇H̄Y DG
M

(y + z̄∗)−∇H̄Y DG
M

(y + z∗)|L2

(9.8)

. |z̄∗ − z∗|L2

(9.11)

.
1

K
,

|∇H̄Y DG
M

(y + z∗)−∇HY DG
M

(y + z∗)|L2

(9.2)

.
1

K
.

9.3 Closeness of ∇HY DG
M

and ∇HYM

We now verify (9.6) as well as the relation

∇HYM
(y) = ∇HY DG

M
(y + z∗). (9.13)

As observed before, HY DG
M

and HYM
are Legendre transforms of the same function ϕ∗

N

with different domains:

HY DG
M

(y + z∗) = sup
ẑ∈Y DG

M

〈y + z∗, ẑ〉L2 − ϕ∗
N (ẑ)

≥ sup
ẑ∈YM

〈y, ẑ〉L2 − ϕ∗
N (ẑ) = HYM

(y).

By basic properties of Legendre transform, the maximization problem in the first line has
the unique solution ẑ = ∇HY DG

M
(y+ z∗) and the maximization problem in the second line

has the unique solution ẑ = ∇HYM
(y). But since ∇HY DG

M
(y+ z∗) ∈ YM , it must also solve

the maximization problem in the second line. This establishes both (9.6) and (9.13).

9.4 Closeness of ∇HYM
and ∇H

Recall that we define ĤYM
: YM → R to be the Legendre transform of the function ϕ∗

defined in (9.7) with domain restricted to YM , i.e.

ĤYM
(y) = sup

ŷ∈YM

(〈y, ŷ〉L2 − ϕ∗(ŷ)) .

We need to show the gradients of HYM
and ĤYM

are close for large K. This will follow
from an analogous estimate for the functions ϕ∗

N and ϕ∗.

Lemma 9.6. There exists K∗ such that for all K ≥ K∗ and all ŷ ∈ YM

|∇YM
ϕ∗
N (ŷ)−∇YM

ϕ∗(ŷ)|L2 .
1

K
|ŷ|L2 . (9.14)

Here ∇YM
indicates the gradient is restricted to YM .

Proof. Using the formulation (9.1) of ϕ∗
N , we find

|∇YM
ϕ∗(ŷ)−∇YM

ϕ∗
N (ŷ)|2L2 = |P∇ϕ∗(ŷ)− P∇ϕ∗(NP tŷ)|2L2

(9.8)

. |ŷ −NP tŷ|2L2

.
1

N2
|ŷ|2H1

(6.1)

.
M2

N2
|ŷ|2L2 ,

where we used a Poincaré inequality on an interval of length 1
N and then the inverse

Sobolev inequality (6.1) on YM from Section 6 (cf. proof of Lemma 3.6 given in that
section).

Corollary 9.7. There exists K∗ such that for all K ≥ K∗ and all y ∈ YM

|∇HYM
(y)−∇ĤYM

(y)|L2 .
1

K
|y|L2 . (9.15)
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Proof. Denote ŷN = ∇HYM
(y) and ŷ = ∇ĤYM

(y). We have the duality relations

y = ∇YM
ϕ∗
N (ŷN ) = ∇YM

ϕ∗(ŷ).

The preceding lemma then leads to the estimate

|ŷN − ŷ|L2

(9.8)' |∇YM
ϕ∗(ŷN )−∇YM

ϕ∗(ŷ)|L2

= |∇YM
ϕ∗(ŷN )−∇YM

ϕ∗
N (ŷN )|L2

(9.14)

.
1

K
|ŷN |L2 . (9.16)

Using the fact that ∇ϕ∗
N (0) = (ψ∗)′(0) = 0 (cf. Assumption 2.13), we find

|ŷN |L2

(9.8)' |∇YM
ϕ∗
N (ŷN )|L2 = |y|L2 .

Combining this with (9.16) yields the desired estimate.

The last auxiliary result we need is that ∇ĤYM
and ∇H are close for largeM .

Lemma 9.8. It holds that for any z ∈ L2(T)

|∇ĤYM
(Pz)−∇H(z)|L2 .

1

M
|z|H1 . (9.17)

Proof of Lemma 9.8. Denote ŷ = ∇ĤYM
(Pz) and ẑ = ∇H(z). We have the duality

relations
Pz = P∇ϕ∗(ŷ) and z = ∇ϕ∗(ẑ).

In particular, ∇ϕ∗(ŷ)−∇ϕ∗(ẑ) ∈ Y ⊥
M . Since ŷ, P ẑ ∈ YM , we have the estimate

|ŷ − ẑ|2L2

(9.8)

. 〈∇ϕ∗(ŷ)−∇ϕ∗(ẑ), ŷ − ẑ〉L2

= 〈∇ϕ∗(ŷ)−∇ϕ∗(ẑ), P ẑ − ẑ〉L2

(9.8)

. |ŷ − ẑ|L2 |P ẑ − ẑ|L2 . (9.18)

The spline estimate from Lemma 3.3 (proven in Section 6) then yields

|ŷ − ẑ|L2 . |P ẑ − ẑ|L2

(3.1)

.
1

M
|ẑ|H1 .

Finally, using the uniform bound on ϕ′′ from Lemma 2.12,

|ẑ|H1 = |∇H(z)|H1 = |ϕ′(z)|H1 = |ϕ′′(z)∂θz|L2

(2.17)

. |∂θz|L2 = |z|H1 .

Combined with (9.18), this gives the desired estimate.

9.5 Proof of Theorem 5.3

Using the auxiliary results that were provided in Sections 9.1 - 9.4, Theorem 5.3 is
straightforward to prove.

Proof of Theorem 5.3. For any ζ ∈ L2(T) and y = Pζ,

|∇H̄(Pζ)−∇H(ζ)|L2 ≤ |∇H̄(y)−∇H̄Y DG
M

(y + z̄∗)|L2

+ |∇H̄Y DG
M

(y + z̄∗)−∇HY DG
M

(y + z∗)|L2

+ |∇HY DG
M

(y + z∗)−∇HYM
(y)|L2

+ |∇HYM
(y)−∇ĤYM

(y)|L2

+ |∇ĤYM
(y)−∇H(ζ)|L2 .

The first term on the right hand side is estimated by (9.9). The second term is estimated
by (9.12). The third term vanishes by (9.13). The fourth term is estimated by (9.15). The
fifth term is estimated by (9.17). Summing up yields the desired estimate (5.3).
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10 A uniform log-Sobolev inequality for conditional measures

This section is devoted to the proof of Theorem 4.11, which states that the conditional
measures µ(dx|Px = y) satisfies a uniform logarithmic Sobolev inequality (LSI). In
Section 10.1, we recall four principles for establishing LSI:

1. the tensorization principle;

2. the Holley-Stroock perturbation principle;

3. the Bakry-Émery criterion; and

4. the two-scale criterion of Otto and Reznikoff.

The first three of these are standard results that have been long known and proven useful
for deducing LSI in many cases. The fourth principle is a more specialized criterion that
has been successfully applied for deducing LSI for spin systems. It will guide our main
strategy of proof, while the rest are needed to verify its assumptions. After presenting
these principles, we explain in Section 10.2 how they are applied to deduce a uniform
LSI for the conditional measures µ(dx|Px = y) needed in this work.

10.1 Basic principles for the LSI

We begin with formulating the LSI in the generic setting of an Euclidean space X.
We write TxX for the tangent space of X at x ∈ X and denote by | · |, 〈·, ·〉, and ∇ the
norm, inner product, and gradient derived from the Euclidean structure of X. We also
write P(X) for the space of Borel probability measures on X.

Definition 10.1 (LSI). Let Φ(z) := z log z. We say that a measure ν ∈ P(X) satisfies
a logarithmic Sobolev inequality (LSI) with constant ρ > 0 if for all test functions
h : X → R+,

Ent(hν|ν) :=
ˆ

Φ(h) ν(dx) − Φ

(ˆ
h ν(dx)

)
≤ 1

2ρ

ˆ
|∇h|2

h
ν(dx).

In this case, we also use the notation LSI(ν) ≥ ρ.

Remark 10.2. The logarithmic Sobolev inequality was first discovered by Gross [18]. It
characterizes the speed of convergence to equilibrium of the natural associated drift
diffusion process. For more facts about the LSI, we refer to the books [34, 5] and the
survey article [25].

The following tensorization principle has been known ever since the notion of LSI
came up (see [18]). It is the basic reason for why LSI is well-suited for high-dimensional
systems.

Lemma 10.3 (Tensorization principle). If measures ν1, ν2, · · · , νN ∈ P(X) satisfy LSI(νn) ≥
ρn for n = 1, 2, · · · , N , then

LSI

(
N⊗

n=1

νn

)
≥ min

n
ρn.

We next recall two fundamental criteria for proving logarithmic Sobolev inequalities.
The first one is a simple perturbation result due to Holley and Stroock [22].

Lemma 10.4 (Holley-Stroock). We assume that ν ∈ P(X) satisfies LSI(ν) ≥ ρ. For a
bounded function δψ : X → R, define a measure ν̃ ∈ P(X) that is absolutely continuous
with respect to ν via

dν̃

dν
(x) =

1

Z
exp[−δψ(x)].

Then LSI(ν̃) ≥ ρ exp [−2 osc(δψ)]. Here osc(δψ) = supX δψ − infX δψ stands for the total
oscillation of the perturbation δψ.
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The second criterion is due to Bakry and Émery [4]. It says that strong convexity of
the Hamiltonian yields LSI.

Lemma 10.5 (Bakry-Émery). Let ν ∈ P(X) be absolutely continuous with respect to
the Hausdorff measure H on X and given by a Hamiltonian H, i.e.

dν

dH
(x) =

1

Z
e−H(x).

If H is C2 and satisfies

〈v,HessH(x) v〉 ≥ λ |v|2, ∀x ∈ X, v ∈ TxX,

then LSI(ν) ≥ λ.

Proofs of the facts mentioned so far can be found e.g. in [20] or in [25]. As pointed out
above, we will also need the two-scale criterion that was presented in [31] and which is
also contained, in a slightly different formulation, in [19]. We first define a disintegration
of measure analogous to Definition 3.7 in the setting of a product space.

Definition 10.6. Let ν ∈ P(X1 × X2) be a measure with smooth positive density
w.r.t. to the Hausdorff measure. We decompose ν into a family of conditional measures
{ν(dx1|x2)}x2∈X2

⊂ P(X1) and a marginal measure ν̄ ∈ P(X2). This decomposition is
such that for all measurable h : X1 ×X2 → R:ˆ

X1×X2

h dν =

ˆ
X2

ˆ
X1

h(x1, x2) ν(dx1|x2) ν̄(dx2).

The two-scale criterion reads as follows.

Lemma 10.7 (Two-scale criterion for LSI). Let ν ∈ P(X1 × X2) be a measure whose
Hamiltonian H is C2. Assume that there exist constants ρ1, ρ2 > 0 such that

LSI(ν(dx1|x2)) ≥ ρ1 for all x2 ∈ X2, (10.1)

LSI(ν̄) ≥ ρ2. (10.2)

Moreover, assume that

1

ρ1

1

ρ2
sup

X1×X2

|∇X1
∇X2

H(x)|2 = κ <∞. (10.3)

Here

|∇X1
∇X2

H(x)| = sup

{
〈HessH(x)u, v〉

∣∣∣∣u ∈ TxX1, v ∈ TxX2, |u| = |v| = 1

}
is finite if HessH is bounded. Then

LSI(ν) ≥ 1

2

(
ρ1 + (1 + κ)ρ2 −

√
(ρ1 + (1 + κ)ρ2)2 − 4ρ1ρ2

)
.

Lemma 10.7 says that LSI for the conditional and marginal measures may be com-
bined to yield a LSI for the full measure, under the coupling assumption (10.3). A proof
of the two-scale criterion can be found in [31] where it is stated as Theorem 2.

10.2 Uniform LSI for conditional measures

In this section we explain how the basic principles of Section 10.1 are used to deduce
Theorem 4.11. The proof adapts the strategy in [19], which covered the case for L = 0,
when YM is the space of piecewise constant functions. However, for L ≥ 1, due to the
non-locality of the spline functions in YM , we need to modify the strategy in [19] by
introducing an additional step. Namely, we first deduce a uniform LSI on the level of
Y DG
M , the space of piecewise polynomials of degree ≤ L introduced in Definition 7.1, and

then apply two-scale criterion to get back a uniform LSI on the level of YM .

EJP 29 (2024), paper 192.
Page 45/57

https://www.imstat.org/ejp

https://doi.org/10.1214/24-EJP1248
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


A quantitative hydrodynamic limit

Theorem 10.8. The measures µN (dx|QMx = y) satisfy LSI(%DG) with a constant %DG >

0 uniform in N,M and y ∈ Y DG
M .

Proof of Theorem 10.8. Since the measures µN (dx|QMx = y) factor (cf. equation (7.8)),
by the tensorization principle (cf. Lemma 10.3) it suffices to show that the measures

µK
α (dx) := µK(dx|Q1x = α)

satisfy a uniform LSI for K large enough. The strategy is to apply the same block
decomposition, from which we obtainedM blocks of size K from N =MK sites, to the
K sites in each block. Namely, we assume K = RJ and divide the K sites into R many
sub-blocks of size J , where J ∈ N is large but fixed. By the adjoint relation between
QR : RK → Y DG

R and KQt
R : Y DG

R → RK , we have the orthogonal decomposition

RK = kerQR ⊕ imKQt
R. (10.4)

The key observation here is that kerQR ⊂ kerQ1 because a polynomial in Y DG
1 is also a

piecewise polynomial in Y DG
R . Thus, the decomposition (10.4) induces a decomposition

on the state space of µK(dx|Q1x = α):

{x ∈ RK : Q1x = α} = {x‖ ∈ kerQR}︸ ︷︷ ︸
=:V

⊕{x⊥ ∈ imKQt
R : Q1x = α}︸ ︷︷ ︸

=:Wα

.

The strategy now is to apply the two-scale criterion (cf. Lemma 10.7) with X1 = V,X2 =

Wα.

• Uniform LSI (10.1) for conditional measures µK
α (dx‖|x⊥): let β = QRx⊥, then

µK
α (dx‖|x⊥) = µK(dx|QRx = β)

(7.8)
=

R⊗
r=1

µJ(dx(r)|Q1x
(r) = β(r)).

By the tensorization principle, it suffices to show uniform LSI for the conditional
measure µJ(dx(r)|Q1x

(r) = β(r)), whose Hamiltonian is just a restriction of the
Hamiltonian HJ of the full measure µJ . From the explicit form of HJ in (2.1), a
combination of Holley-Stroock (cf. Lemma 10.4) and Bakry-Émery (cf. Lemma 10.5)
yields

LSI
(
µJ(dx(r)|Q1x

(r) = β(r))
)
≥ exp (−2J osc(δψ)) =: ρ1 > 0.

• LSI (10.2) for the marginal measure µ̄K
α (dx⊥): observe that the Hamiltonian of

the marginal measure µ̄K
α (dx⊥), which we denote ĤWα , is closely related to the

coarse-grained Hamiltonian H̄Y DG
R

defined in equation (7.5):

ĤWα
(x⊥) := − log

ˆ
V

exp(−HK(x‖ + x⊥)) dx‖ = KH̄Y DG
R

(QRx⊥). (10.5)

By Theorem 8.3, H̄Y DG
R

is uniformly strongly convex for large enough J . This

property is transferred to ĤWα via the relation (10.5): for u ∈ Tx⊥Wα ' imKQt
R ⊂

RK ,

u ·Hess ĤWα
(x⊥)u = K〈QRu,Hess H̄Y DG

R
(QRx⊥)QRu〉L2

≥ 2Kλ|QRu|2L2

(7.4)
= 2Kλ

(
1 +O

(
J−2

))
|u|2L2 = 2λ

(
1 +O

(
J−2

))
|u|2,

where we accounted for different Euclidean structures on RK . This yields the
uniform strong convexity of ĤWα

, and the Bakry-Émery criterion (cf. Lemma 10.5)
implies (10.2) with constant ρ2 = λ.
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• Coupling condition (10.3): this follows from the uniform C2 bound of HK .

Overall, we may hence apply Lemma 10.7 which yields that for large enough J :

LSI(µK
α ) ≥ ρDG :=

1

2

(
ρ1 + (1 + κ)λ −

√
(ρ1 + (1 + κ)λ)2 − 4ρ1λ

)
,

which is bounded from below uniformly in K.

With Theorem 10.8 at hand, the proof of Theorem 4.11 consists of another application
of the two-scale criterion (see Lemma 10.7), which is very similar to the one in proof
of Theorem 10.8: there we introduced an intermediate level by prescribing a global
polynomial as the constraint, here we will introduce an intermediate level by prescribing
a spline on the same mesh as the constraint.

Proof of Theorem 4.11. Since kerQM ⊂ kerP (as a spline in YM is also a piecewise
polynomial in Y DG

M ), the orthogonal decomposition

RN = kerQM ⊕ imNQt
M

induces a decomposition on the state space of µ(dx|y) = µN (dx|Px = y):

{x ∈ RN : Px = y} = {x‖ ∈ kerQM}︸ ︷︷ ︸
=:V

⊕{x⊥ ∈ imNQt
M : Px⊥ = y}︸ ︷︷ ︸

=:Wy

.

We now apply the two-scale criterion (cf. Lemma 10.7) with X1 = V,X2 =Wy.

• Uniform LSI (10.1) for conditional measures µN (dx‖|x⊥): this is directly provided
by Theorem 10.8 since µN (dx‖|x⊥) = µN (dx|QMx = QMx⊥).

• LSI (10.2) for the marginal measure µ̄N (dx⊥|Px⊥ = y): the same argument used
in the proof of Theorem 10.8 applies to show that the uniform strong convexity
of H̄Y DG

M
transfers to the Hamiltonian ĤWy of the measure µ̄N (dx⊥|Px⊥ = y), and

Bakry-Émery criterion then yields an LSI constant of λ.

• Coupling condition (10.3): this follows from the uniform C2 bound of HN .

Overall, Lemma 10.7 then yields that for large enough K:

LSI(µ(dx|y)) ≥ ρ :=
1

2

(
ρDG + (1 + κ)λ −

√
(ρDG + (1 + κ)λ)2 − 4ρDGλ

)
which is uniformly bounded from below in N .

A Preservation of convexity under coarse-graining

In this section, we verify Lemma 8.1 which gives a quantitative statement on the
preservation of convexity under coarse-graining. For c ≥ 0, consider the function
Fc :W ⊕ Z → R

Fc(w, z) := F (w, z)− c

2
|z|2,

and the coarse-grained function Fc : Z → R

Fc(z) := − log

ˆ
W

exp(−Fc(w, z)) dw = F̄ (z)− c

2
|z|2.

It follows immediately that

HessW⊕Z F ≥ c idW⊕Z ⇒ Fc is convex on W ⊕ Z

HessW⊕Z F ≤ c idW⊕Z ⇒ Fc is concave on Z.
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and

Fc is convex ⇒ HessZ F̄ ≥ c idZ ,

Fc is concave ⇒ HessZ F̄ ≤ c idZ .

Thus, we need to show that

Fc is convex on W ⊕ Z ⇒ Fc is convex, (A.1)

Fc is concave on Z ⇒ Fc is concave. (A.2)

Argument for (A.1): this is a simple consequence of the Prékopa-Leindler inequality
(see e.g. [6, Theorem 4.24]). Given λ ∈ (0, 1), z1, z2 ∈ Z, consider functions h, f, g :W →
R

h(w) := exp(−Fc(w, (1− λ)z1 + λz2)), (A.3)

f(w) := exp(−Fc(w, z1)),

g(w) := exp(−Fc(w, z2)).

Convexity of Fc on W ⊕ Z means that for any w1, w2 ∈W

h((1− λ)w1 + λw2) ≥ f(w1)
1−λg(w2)

λ.

By the Prékopa-Leindler inequality, this implies

ˆ
W

h(w) dw ≥
(ˆ

W

f(w) dw

)1−λ(ˆ
W

g(w) dw

)λ

,

which yields

Fc((1− λ)z1 + λz2)) ≤ (1− λ)Fc(z1) + λFc(z2).

Argument for (A.2): this is a simple consequence of the Hölder inequality. Given
λ ∈ (0, 1), z1, z2 ∈ Z, let h, f, g be defined as in (A.3). Concavity of Fc on Z means that
for any w ∈W ,

h(w) ≤ f(w)1−λg(w)λ.

By the Hölder inequality, this implies

ˆ
W

h(w) dw ≤
(ˆ

W

f(w) dw

)1−λ(ˆ
W

g(w) dw

)λ

,

which yields

Fc((1− λ)z1 + λz2)) ≥ (1− λ)Fc(z1) + λFc(z2).

B A multivariate local central limit theorem

We now begin with the long and technical proof of Proposition 8.10. We recommend
the interested reader to compare with the proof of Proposition 31 in [19]. As in the usual
proof of the (local) central limit theorem, we start by using independence and the Fourier
transform to obtain an explicit formula for gJ,β(0). To clear up notation, we denote

[ξ] := JQt
1ξ, [ξ]j := (JQt

1ξ)j

for the J projected spins of ξ ∈ Y DG
1 .
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Lemma B.1. For each m ∈ R, denote by

h(m, z) :=

ˆ
R

eiz(x−m) µm(dx)

for the characteristic function of the centered version of the single-site measure µm

defined in (8.2). We have

gJ,β(0) =

(
1

2π

)L+1 ˆ
RL+1

J∏
j=1

h(mj(β), J
− 1

2 [ξ]j) dξ, (B.1)

Proof of Lemma B.1. By Fourier inversion,

gJ,β(0) =

(
1

2π

)L+1 ˆ
RL+1

(ˆ
RL+1

exp (i ξ · u) gJ,β(du)
)
dξ.

Since gJ,β is the law of the random variable

J
1
2 (Q1x− β) = J

1
2Q1(x−m(β))

under νJ,β(dx) =
∏J

j=1 µmj(β)(dxj), the inner integral equals to

ˆ
RJ

exp(i ξ · J 1
2Q1(x−m(β))) νJ,β(dx) =

ˆ
RJ

exp(i J− 1
2 (JQt

1ξ) · (x−m(β))) νJ,β(dx)

=

J∏
j=1

ˆ
R

exp(i J− 1
2 [ξ]j (xj −mj(β)))µmj(β)(dxj),

which yields the right hand side of (B.1).

The strategy for the rest of the proof is to split the integral on the right hand side of
(B.1) into an inner and an outer part. We will show that for small enough δ and for large
enough J (depending on δ)

lim
J→∞

ˆ
{
|ξ|>J

1
2 δ

}
J∏

j=1

|h(mj(β), J
− 1

2 [ξ]j)| dξ = 0, (B.2)

ˆ
{
|ξ|≤J

1
2 δ

}
J∏

j=1

|h(mj(β), J
− 1

2 [ξ]j)| dξ ≤ C, (B.3)∣∣∣∣∣∣
ˆ
{
|ξ|≤J

1
2 δ

}
J∏

j=1

h(mj(β), J
− 1

2 [ξ]j) dξ

∣∣∣∣∣∣ ≥ 1

C
, (B.4)

lim
J→∞

∥∥∥∥∥∥Hessβ

ˆ
{
|ξ|>J

1
2 δ

}
J∏

j=1

h(mj(β), J
− 1

2 [ξ]j) dξ

∥∥∥∥∥∥ = 0, (B.5)

∥∥∥∥∥∥Hessβ

ˆ
{
|ξ|≤J

1
2 δ

}
J∏

j=1

h(mj(β), J
− 1

2 [ξ]j) dξ

∥∥∥∥∥∥ ≤ C. (B.6)

The bounds for gJ,β(0) in (8.17) follow from (B.2) - (B.4). The bounds for the Hessian
in (8.19) follow from (B.5) and (B.6). The bounds for the gradient in (8.18) are then
immediate from interpolation. To establish these estimates, we will need some auxiliary
results stated and verified in Section B.1 below. We then establish bounds (B.2) - (B.4))
in Section B.2 and bounds (B.5) - (B.6) in Section B.3, which completes the proof of
Proposition 8.10.
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B.1 Auxiliary results

The first ingredient we need is a collection of elementary properties of the function h.

Lemma B.2. We have the following bounds and decay properties for h and its derivatives:

• For all m, z ∈ R
|h(m, z)| ≤ 1. (B.7)

• Given ε > 0, there exists cε > 0 such that for m ∈ R, |z| ≥ ε

|h(m, z)| ≤ 1

1 + cε|z|
. (B.8)

• For all m, z ∈ R ∣∣∣∣ ∂h∂m (m, z)

∣∣∣∣ . 1 + |z|,
∣∣∣∣ ∂2h∂m2

(m, z)

∣∣∣∣ . 1 + |z|2. (B.9)

Moreover, there exists δ0 > 0 such that for z ∈ [−δ0, δ0], m ∈ R, we can express h as

h(m, z) = exp(−z2 h2(m, z)), (B.10)

for some function h2 : R× [−δ0, δ0] → C. The function h2 satisfies that

• For all m ∈ R
h2(m, 0) =

1

2
Var(µm). (B.11)

• There exists constants 0 < ch2
, Ch2

<∞ such that for all m ∈ R, z ∈ [−δ0, δ0]

Reh2(m, z) ≥ ch2
,

∣∣∣∣∂h2∂z
(m, z)

∣∣∣∣ ≤ Ch2
. (B.12)

• For all m ∈ R, z ∈ [−δ0, δ0]∣∣∣∣∂h2∂m
(m, z)

∣∣∣∣ . 1,

∣∣∣∣∂2h2∂m2
(m, z)

∣∣∣∣ . 1. (B.13)

The estimates of Lemma (B.2) should not be surprising as h(m, ·) is just the Fourier
transform of µm which belongs to the exponential family of a perturbed standard Gaus-
sian measure. For the proofs, we refer the reader to [19, Lemma 39, 40].

The second ingredient for the proof of Proposition 8.10 is a uniform control on the
magnitude of the projected spins [ξ]j := (JQt

1ξ)j which enters into the second argument
of h (after rescaling). This is new compared to [19].

Lemma B.3. There exists constant 1 < Cmax <∞ such that for J ≥ 1,

max
1≤j≤J

|[ξ]j | ≤ Cmax |ξ|L2 , ∀ ξ ∈ Y DG
1 . (B.14)

Given 0 < α < 1, define

Iα(ξ) := {1 ≤ j ≤ J : |[ξ]j | > α|ξ|L2}

for ξ ∈ Y DG
1 . Then there exists constants Jα and 0 < κ(α) < 1 such that for J ≥ Jα,

|Iα(ξ)| > κ(α) J, ∀ ξ ∈ Y DG
1 . (B.15)
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Proof of Lemma B.3. Since the projected spin [ξ]j = (JQt
1)j is just the average of ξ(t)

over the subinterval
[
j−1
J , j

J

]
, we have

max
1≤j≤J

|[ξ]j | ≤ max
t∈[0,1]

|ξ(t)| ≤ Cmax|ξ|L2 (B.16)

for some constant 1 < Cmax < ∞ because norms on the finite-dimensional space Y DG
1

are equivalent. This establishes (B.14). Moreover, the uniform upper bound (B.16) on
ξ(t) also forces it to be bounded below on a significant portion of the interval [0, 1], e.g.

Leb ({t ∈ [0, 1] : |ξ(t)| > α|ξ|L2}) > 1− α2

C2
max

, (B.17)

where Leb denotes the Lebesgue measure on R. Estimate (B.17) may be seen as a
continuous version of (B.15) and implies that for all J ≥ 1,∣∣∣∣∣

1 ≤ j ≤ J : max
t∈

[
j−1
J , j

J

] |ξ(t)| > α|ξ|L2


∣∣∣∣∣ > 1− α2

C2
max

J.

It only remains to verify that [ξ]j approximates ξ(t) uniformly well for J large enough.
By scaling, it suffices to show that as J → ∞,

max
1≤j≤J

max
t∈

[
j−1
J , j

J

] |[ξ]j − ξ(t)| → 0

uniformly over the unit sphere

S := {ξ ∈ Y DG
1 : |ξ|L2 = 1}.

But this is an immediate consequence of the equicontinuity of S as a family of continuous
functions on [0, 1], which holds true by Arzelá-Ascoli because S is compact (in the uniform
topology), being a closed and bounded set in a finite-dimensional space.

The last ingredient we need is the following uniform C2 estimates for the mean spins
mj(β).

Lemma B.4. For all J ≥ 1 and β ∈ Y DG
1 , it holds uniformly in 1 ≤ j ≤ J that

‖∇mj(β)‖ . 1, (B.18)

‖Hessmj(β)‖ . 1. (B.19)

In order to prove Lemma B.4, we need a 3rd derivative bound on ψ̄J :

Lemma B.5. For all J ≥ 1 and β̂, β ∈ Y DG
1 :

‖D3ψ̄∗
J(β̂) ‖ . 1, (B.20)

‖D3ψ̄J(β) ‖ . 1. (B.21)

Proof of Lemma B.5. Using (8.4) from Lemma 8.5 with similar calculations in the proof
of Proposition 8.6, we have that for any x̂, ξ̂ ∈ RJ

|D3ψ∗
J(x̂)(ξ̂, ξ̂, ξ̂) | ≤

J∑
j=1

|(ψ∗)′′′(x̂j)| |ξ̂j |3 . max
1≤j≤J

(ξ̂j) |ξ̂|2,

and consequently, for any η̂ ∈ Y DG
1

|D3ψ̄∗
J(β̂)(η̂, η̂, η̂) | =

1

J
|D3ψ∗

J([β̂])([η̂], [η̂], [η̂]) |

. max
1≤j≤J

|[η̂]j | |[η̂]|2L2 ≤ Cmax|η̂|
(
1 +O

(
J−2

))
|η̂|2,
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where we used both the uniform upper bound (B.14) and the estimate (7.3) in the last
step. This establishes (B.20). Together with the 2nd derivative estimates of Proposition
8.6, this in turn yields (B.21) by a standard calculation.

Proof of Lemma B.4. We recall that

mj(β) =

ˆ
R

z exp(−ψ∗(m̂j(β)) + m̂j(β)z − ψ(z)) dz.

Standard calculation yields

∇mj
(8.11)
= Var(µmj

) ∇m̂j ,

Hessmj = Var(µmj
) Hess m̂j +

(ˆ
(z −mj)

3 µmj
(dz)

)
∇m̂j ⊗ ∇m̂j .

By the uniform estimates on Var(µm) and
´
(z −m)3 µm(dz) in (8.3) and (8.4), it remains

to bound ∇m̂j and Hess m̂j . By equation (8.10) and (8.9),

m̂j = (JQt
1∇ψ̄J)j = [∇ψ̄J ]j .

For η ∈ Y DG
1 , let ∂η denote the η-directional derivative. Then by the uniform bound

(B.14),

〈∇m̂j , η〉 = ∂η m̂j = [∂η∇ψ̄J ]j ≤ Cmax|∂η∇ψ̄J | ≤ Cmax‖Hess ψ̄J‖|η|,
〈Hess m̂j · η, η〉 = ∂2η m̂j = [∂2η∇ψ̄J ]j ≤ Cmax|∂2η∇ψ̄J | ≤ Cmax‖D3ψ̄J‖|η|2.

Since the Hessian and 3rd derivative of ψ̄J are uniformly bounded (cf. Lemma 8.6
and Lemma B.5), this concludes the proof of (B.18) and (B.19).

B.2 Proof of bounds (B.2) - (B.4)

From now on, we fix some α ∈ (0, 1) and assume from now on J ≥ Jα, so that
|Iα(ξ)| ≥ κ(α)J (cf. Lemma B.3). We establish the bounds (B.2) - (B.4) by estimating the
integrand

J∏
j=1

h(mj , J
− 1

2 [ξ]j)

in the two regions |ξ| > J
1
2 δ and |ξ| ≤ J

1
2 δ.

B.2.1 The region |ξ| > J
1
2 δ

In this region, observe that for j ∈ Iα(ξ),

|J− 1
2 [ξ]j | ≥ αJ− 1

2 |ξ| ≥ αδ.

Hence choosing ε = αδ in the decay property (B.8) gives

|h(mj , J
− 1

2 [ξ]j)| ≤
1

1 + cεαJ− 1
2 |ξ|

≤ 1

1 + cεε
.
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Consequently, using the global bound (B.7) on h to deal with j /∈ Iα(ξ), we have

J∏
j=1

|h(mj , J
− 1

2 [ξ]j)| ≤
(

1

1 + cεαJ− 1
2 |ξ|

)|Iα(ξ)|

≤
(

1

1 + cεε

)|Iα(ξ)|−(L+2)(
1

1 + cεαJ− 1
2 |ξ|

)L+2

= exp [−Θ(|Iα(ξ)|)]O
(
J− 1

2 |ξ|
)−(L+2)

= exp [−Θ(J)]O
(
|ξ|−(L+2)

)
. (B.22)

Integrating over the region {|ξ| > J
1
2 δ}, this yields (B.2) because the function |ξ|−(L+2)

is integrable away from zero.

B.2.2 The region |ξ| ≤ J
1
2 δ (upper bound)

In this region, if we choose δ ≤ δ0
Cmax

, then for all J and 1 ≤ j ≤ J ,

|J− 1
2 [ξ]j | ≤ δ0.

Thus, we may use the representation of h via h2 in Lemma B.2 to compute that

J∏
j=1

h(mj , J
− 1

2 [ξ]j) = exp

−
J∑

j=1

(J− 1
2 [ξ]j)

2 h2(mj , J
− 1

2 [ξ]j)


= exp

− 1

J

J∑
j=1

[ξ]2j h2(mj , J
− 1

2 [ξ]j)

 = exp
(
−S(ξ, J− 1

2 [ξ])
)
, (B.23)

where we denote

S(ξ, z) :=
1

J

J∑
j=1

[ξ]2j h2(mj , zj)

for ξ ∈ Y DG
1 , z ∈ RJ . Observe that

1

J

J∑
j=1

[ξ]2j = |[ξ]|2L2

(7.3)
=
(
1 +O(J−2)

)
|ξ|2. (B.24)

Thus, applying the lower bound Reh2 ≥ ch2
in (B.12) to equation (B.23) gives

exp
(
−S(ξ, J− 1

2 [ξ])
)
≤ exp

−ch2

1

J

J∑
j=1

[ξ]2j

 = exp
(
−ch2

(
1 +O(J−2)

)
|ξ|2
)
. (B.25)

Integrating over the region {|ξ| ≤ J
1
2 δ}, this yields the upper bound (B.3).

B.2.3 The region |ξ| ≤ J
1
2 δ (lower bound)

Let us now deduce the lower bound (B.4) from equation (B.23). Set z = J− 1
2 [ξ]. Our

strategy is to split the integrand as

exp (−S(ξ, z)) = exp (−S(ξ, 0)) + [exp (−S(ξ, z))− exp (−S(ξ, 0))]
= exp (−S(ξ, 0)) + exp (−S(ξ, 0)) (exp [S(ξ, z)− S(ξ, 0)]− 1) (B.26)

and deal with the two terms separately:
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• Using the fact (B.11) that h2(mj , 0) =
1
2 Var(µmj

) and the uniform bound (8.3) on
Var(µmj

), we have
c

2
≤ h2(mj , 0) ≤

C

2
.

where c, C are constants in (8.3). Together with observation (B.24), it follows that

c

2

(
1 +O(J−2)

)
|ξ|2 ≤ S(ξ, 0) ≤ C

2

(
1 +O(J−2)

)
|ξ|2.

Thus, the first term in (B.26) is positive real-valued and

exp
(
−C1|ξ|2

)
≤ exp (−S(ξ, 0)) ≤ exp

(
−C2|ξ|2

)
.

for some universal constants C1, C2 > 0. In particular, its integral over the region
{|ξ| ≤ J

1
2 δ} is uniformly bounded from below.

• Thus, it remains to show the second term in (B.26) has a smaller contribution in
the integral. Using first order Taylor approximation, we have

|h2(mj , zj)− h2(mj , 0)| ≤ sup
z∈[−δ0,δ0]

∣∣∣∣∂h2∂z

∣∣∣∣ |zj |
(B.12)
≤ Ch2

|J− 1
2 [ξ]j | ≤ Ch2

CmaxJ
− 1

2 |ξ| ≤ Ch2
Cmax δ.

Together with observation (B.24), it follows that

|S(ξ, z)− S(ξ, 0)| ≤ Ch2
Cmax δ

(
1 +O(J−2)

)
|ξ|2.

Thus, by the elementary inequality |ew − 1| ≤ e|w| − 1, we have

| (exp [S(ξ, z)− S(ξ, 0)]− 1) | ≤ exp
(
C3 δ|ξ|2

)
− 1

for some universal constant C3 > 0.

In conclusion, we have shown that the integral in (B.4) is bounded below by

ˆ
{|ξ|≤J

1
2 δ}

exp
(
−C1|ξ|2

)
dξ −

ˆ
RL+1

exp
(
−C2|ξ|2

) (
exp

(
C3 δ|ξ|2

)
− 1
)
dξ.

As δ → 0, the second integral vanishes (independently of J). Thus, by choosing δ small
enough (and then J large enough), the first integral dominates the second integral and
yields the uniform lower bound (B.4) for all large enough J .

B.3 Proof of bounds (B.5) - (B.6)

Let us now turn to the terms that involve derivatives with respect to β. Interchanging
differentiation and integration, we need to estimate

Hessβ

J∏
j=1

h(mj(β), J
− 1

2 [ξ]j) (B.27)

in the two regions of integration |ξ| > J
1
2 δ and |ξ| ≤ J

1
2 δ. To clear up notation, let us

denote

zj(ξ) := J− 1
2 [ξ]j ,

uj(β, ξ) := (mj(β), zj(ξ)).
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We compute the integrand in (B.27) as

∇β

J∏
j=1

h(uj) =

J∑
j=1

∂h

∂m
(uj)∇mj

∏
n 6=j

h(un),

Hessβ

J∏
j=1

h(uj) =

J∑
j=1

(
∂2h

∂m2
(uj) ∇mj ⊗∇mj +

∂h

∂m
(uj)Hessmj

)∏
n 6=j

h(un)

+

J∑
j=1

∑
k 6=j

∂h

∂m
(uj)

∂h

∂m
(uk)∇mj ⊗∇mk

∏
n 6=j,k

h(un).

Using the uniform C2 bounds (B.18) and (B.19) on mj(β), we arrive at the pointwise
estimate ∣∣∣∣∣∣Hessβ

J∏
j=1

h(uj)

∣∣∣∣∣∣ .
J∑

j=1

(∣∣∣∣ ∂2h∂m2
(uj)

∣∣∣∣+ ∣∣∣∣ ∂h∂m (uj)

∣∣∣∣) ∏
n 6=j

|h(un)|

+

J∑
j=1

∑
k 6=j

∣∣∣∣ ∂h∂m (uj)

∣∣∣∣ ∣∣∣∣ ∂h∂m (uk)

∣∣∣∣ ∏
n 6=j,k

|h(un)| .

B.3.1 The regime |ξ| > J
1
2 δ

By essentially the same calculation as in (B.22), we can estimate the product of h as:∏
n 6=j

|h(un)| ≤
∏

n 6=j,k

|h(un)| = e−Θ(J)O
(
|ξ|−(L+4)

)
.

Then, applying the bounds (B.9) on the derivatives of h gives that∣∣∣∣∣∣Hessβ
J∏

j=1

h(uj)

∣∣∣∣∣∣ .
 J∑

j=1

(1 + |zj |2) +
J∑

j=1

∑
k 6=j

(1 + |zj |)(1 + |zk|)

 e−Θ(J)O
(
|ξ|−(L+4)

)
. J2(1 + |ξ|2) e−Θ(J)O

(
|ξ|−(L+4)

)
= e−Θ(J)O

(
|ξ|−(L+2)

)
where, in the second step, we collected like terms after using the uniform upper bound
(B.14) on the projected spins [ξ]j . Integrating over the region {|ξ| > J

1
2 δ} yields (B.5).

B.3.2 The regime |ξ| ≤ J
1
2 δ

For the inner integral of (B.6), we again use the representation via h2 from (B.10). In
this case, the derivatives of h can be represented as

∂h

∂m
(m, z) = −z2 ∂h2

∂m
(m, z) h(m, z),

∂2h

∂m2
(m, z) =

(
−z2 ∂

2h2
∂m2

(m, z) + z4
(
∂h2
∂m

(m, z)

)2
)
h(m, z).

Together with the uniform bounds (B.13) on the derivatives of h2,∣∣∣∣∣∣Hessβ

J∏
j=1

h(uj)

∣∣∣∣∣∣ .
 J∑

j=1

(
|zj |2 + |zj |4

)
+

J∑
j=1

∑
k 6=j

|zj |2|zk|2
 J∏

n=1

|h(un)|

. (|ξ|2 + |ξ|4) exp
(
−ch2

(
1 +O(J−2)

)
|ξ|2
)
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where we applied the estimate (B.23) for the product of h (cf. (B.25)) and collected like
terms after using the uniform upper bound (B.14) on the projected spins [ξ]j . Integrating
over the region {|ξ| ≤ J

1
2 δ} yields (B.6). This completes the proof of Proposition 8.10.
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