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Abstract

We prove that the rescaled one-point fluctuations of the boundary of the percolation
cluster in the Bernoulli-Exponential first passage percolation around the diagonal
converge to a new family of distributions. The limit law is indexed by the rescaled
level of percolation s ≥ 0, it is Gaussian for s = 0 and it converges to the Tracy–Widom
distribution as s→∞. For a fixed level s > 0 the width of the cluster in the limit as a
function of a time parameter t is of order t2/3 with Tracy–Widom fluctuations as in the
discrete model.
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1 Introduction

The Bernoulli-Exponential directed first passage percolation was introduced in [1]
as the zero temperature limit of the beta random walk in random environment. The
Bernoulli-Exponential directed first passage percolation is defined as follows. Let a, b > 0

be fixed. Let (Ee) be a family of independent random variables indexed by the edges
of the lattice Z2 where the distribution of Ee is exponential with parameter a if e is
a vertical edge and exponential with parameter b is e is a horizontal edge. Let (ξi,j)

be independent Bernoulli random variables with parameter b/(a + b) which are also
independent of (Ee). The passage times of edges are given by

te =

{
ξi,jEe if e is the vertical edge (i, j)→ (i, j + 1),

(1− ξi,j)Ee if e is the horizontal edge (i, j)→ (i+ 1, j).
(1.1)

For non-negative integers n and m the point-to-point first passage time is given by

T pp(n,m) = min
π:(0,0)→(n,m)

∑
e∈π

te (1.2)

where the minimum is over all up-right paths π from (0, 0) to (n,m).
We also introduce the point to half-line first passage time T (n,m) between (0, 0) and

the half-line
Dn,m = {(i, n+m− i) : 0 ≤ i ≤ n} (1.3)
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Fluctuations in Bernoulli-Exponential FPP

to be given by
T (n,m) = min

π:(0,0)→Dn,m

∑
e∈π

te (1.4)

where the minimum is taken over all up-right paths π from (0, 0) to Dn,m.
It was proved in [1] that for any slope κ > a/b, the fluctuations of the passage time

T (n, κn) converges to the GUE Tracy–Widom distribution, but the behaviour around the
slope a/b was not considered. These results were extended in [2] with a theorem about
the GUE Tracy–Widom fluctuations of T (n, an/b+ cn2/3) for any c > 0. In order to keep
the notation simpler we omit the integer parts here and in the rest of the paper.

In this note we investigate the asymptotic fluctuations of the passage time when ap-
proaching the diagonal of slope a/b on the scale

√
n on which a new family of distribution

arises in the limit. The asymptotic fluctuations around the diagonal can be expressed in
two equivalent ways. We state the main result in Theorem 1.1 in terms of the shape of
the percolation cluster. In Corollary 1.9 we explicitly write the fluctuations of the first
passage time value T (n, an/b+ cn1/2).

For any level r ≥ 0 the percolation cluster is defined by

C(r) = {(n,m) : T pp(n,m) ≤ r}. (1.5)

It is natural to introduce the height function

H(n, r) = max{k ∈ Z : T pp(bn− k, an+ k) ≤ r} (1.6)

where n is a non-negative integer and r ≥ 0. Note that the maximum always exists on
the right-hand side of (1.6) for any r ≥ 0 because there is always a path from (0, 0) to
D(a+b)n,0 with zero first passage time value. We state the main result in terms of the
height function H(n, r) as follows.

Theorem 1.1. Fix an s > 0. Then√
a+ b

ab

1√
n
H

(
n,

s√
ab(a+ b)

n−1/2

)
d

=⇒ Hs (1.7)

in distribution as n→∞ where the distribution of Hs is given as follows. For any h ∈ R,

P(Hs < h) = det(1−Ks)L2((h,∞)) (1.8)

with the kernel

Ks(x, y) =
1

(2πi)2

∫
1+iR

du

∫
C0

dv
eu

2/2−yu−s/u

ev2/2−xv−s/v
u

v

1

v − u
(1.9)

where the integration contour C0 is a small circle around 0 with positive orientation such
that it does not intersect 1 + iR.

The Fredholm determinant in (1.8) is defined as the series

det(1−Ks)L2((h,∞)) =

∞∑
k=0

(−1)k

k!

∫ ∞
h

dx1· · ·
∫ ∞
h

dxk det (Ks(xi, xj))
k
i,j=1 (1.10)

and 1 denotes the identity operator of the underlying space which is L2((h,∞)) in (1.8).

Remark 1.2. The formal substitution s = 0 in (1.8)–(1.9) yields the standard Gaussian
distribution. It can be seen by observing that the v-integral is equal to the residue at
v = 0 and by computing the u-integral directly to get that K0(x, y) = 1√

2π
e−y

2/2. This

corresponds to taking the limit of
√

a+b
ab

1√
n
H(n, 0) which is not covered by the statement

of Theorem 1.1, but this limit is known to be Gaussian since it is the scaling limit of a
simple random walk with Bernoulli steps.
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Fluctuations in Bernoulli-Exponential FPP

Theorem 1.3. The rescaled random variables

24/93−1/3s1/9
(
Hs − 2−2/33s1/3

)
d

=⇒ ξ (1.11)

as s→∞ where ξ has GUE Tracy–Widom distribution.

Corollary 1.4. For a fixed s > 0 we introduce the height of the percolation cluster of
level s after time t > 0 to be

Hs(t) = lim
n→∞

√
a+ b

ab

1√
n
H

(
tn,

s√
ab(a+ b)

n−1/2

)
. (1.12)

For any s > 0 the rescaled cluster height converges, that is,

Hs(t)− 2−2/33s1/3t2/3

2−4/931/3s−1/9t4/9
d

=⇒ ξ (1.13)

as t→∞ where ξ has GUE Tracy–Widom distribution.

Remark 1.5. The limit in (1.12) exists by Theorem 1.1 for any fixed t > 0. Corollary 1.4
does not imply the existence of the time process t 7→ Hs(t). We expect that the limit
process in (1.12) can be constructed as a function of t based on the Brownian web,
see [4,7].

By the results of [2], the width of the percolation cluster of a fixed level in the
Bernoulli-Exponential model along the diagonal an/b is of order n2/3 with Tracy–Widom
fluctuations on the scale n4/9. By Corollary 1.4, the height of the cluster in the limit as a
function of t has the same limiting fluctuations under the same scaling as in the discrete
model.

Remark 1.6. The kernel Ks in (1.9) is reminiscent of the correlation kernel of the hard-
edge Pearcey process which arises in the neighbourhood of the cusp point of the limit
shape in the situation when non-intersecting paths are pushed towards a hard wall. In
the case of non-intersecting squared Bessel paths, the single-time kernel of the limit
process was first described in [5] and the multi-time kernel was given in [3]. We describe
the connection of the two kernels below in more details. Let

Ls(x, y) =
1

(2πi)2

∫
C0

dw

∫
1+iR

dz
1

wz(w − z)
e−w

2/2+sw+x/w

e−z2/2+sz+y/z
(1.14)

be the single-time kernel of the hard-edge Pearcey process. It was given in a slightly
different form in Theorem 1.2 of [5] with α = −1 and more explicitly up to a conjugation
in Proposition 2.21 of [3] with t = s, α = −1 and σ = 0. Here α denotes the index of the
squared Bessel paths which is assumed to be α > −1 in [3,5], hence the substitution
α = −1 is formal.

Proposition 1.7. The derivative of the kernel Ks and that of Ls with respect to s

factorize as

d

ds
Ks(x, y) = f(s, x)g(s, y), (1.15)

− d

ds
Ls(x, y) = f(x, s)g(y, s) (1.16)

where

f(s, x) =
1

2πi

∫
C0

dv

v2
e−v

2/2+xv+s/v, (1.17)

g(s, y) =
1

2πi

∫
1+iR

du eu
2/2−yu−s/u. (1.18)
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The upper tail decay of the random variables Hs is close to Gaussian.

Proposition 1.8. 1. There is a universal constant C and a threshold h0 > 0 such that
we have

P(Hs > h) ≤ C e
−h2/2+4

√
sh

h
(1.19)

for all h ≥ h0 if 0 ≤ s ≤ h holds.

2. If both h, s→∞ in a way that s� h3, then the tail bound in (1.19) remains valid
with the factor 4 in the exponent is replaced by 2 + o(1) as h→∞.

3. There is a c∗ ' 0.0468 such that if s = ch3 with c ∈ (0, c∗), then P(Hs > h) ≤ e−δ(c)h2

as h→∞ with some δ(c) > 0.

Theorem 1.1 can be translated into a fluctuation result on the passage times as
follows. It is a direct consequence of the definition (1.6) of the height function H(n, r)

that
{T (bn− k, an+ k) > r} = {H(n, r) < k}. (1.20)

This equality of events yields the following result on the passage times.

Corollary 1.9. Let h ∈ R be fixed. Then

√
ab(a+ b)

√
nT

(
bn−

√
ab

a+ b
h
√
n, an+

√
ab

a+ b
h
√
n

)
d

=⇒ Th (1.21)

in distribution as n→∞. The distribution of Th has an atom at 0 with weight

P(Th = 0) =

∫ ∞
h

1√
2π
e−y

2/2dy. (1.22)

The distribution function of Th for any s > 0 is given by

P(Th > s) = det(1−Ks)L2((h,∞)) (1.23)

where the kernel Ks is defined in (1.9).

The Tracy–Widom limit of Hs in Theorem 1.3 implies a similar result for the limiting
passage times.

Corollary 1.10. For the rescaled limiting passage time it holds that(
3

2

)4/3

h−5/3

(
4h3

27
− Th

)
d

=⇒ ξ (1.24)

as h→∞ where ξ has GUE Tracy–Widom distribution.

We expect that the Tracy–Widom limit of the passage time extends to the following
convergence to the Airy process.

Conjecture 1.11. In the parameter x ∈ R we have that(
3

2

)4/3

h−5/3

(
4h3

27
+

(
2

3

)5/3

h7/3x− Th+(3/2)1/3h1/3x

)
d

=⇒ A(x)− x2 (1.25)

as h→∞ where A(x) is the stationary Airy process.

The scaling in (1.25) above can be guessed based on the Taylor expansion of the
limit shape 4h3/27 in (1.24) as follows. By perturbing h on the scale h1/3 in (1.24) the
scaling of the space variable x on the left-hand side of (1.25) is chosen so that it results
in a stationary process with a parabolic shift of coefficient one on the right-hand side
of (1.25).
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Fluctuations in Bernoulli-Exponential FPP

The rest of this note is organized as follows. In Section 2, we reformulate the
Fredholm determinant expression from [1] for the point to half-line first passage time in
the Bernoulli-Exponential model. We prove Theorem 1.1 the main result in this note in
Section 3 which is based on some asymptotic statements proved in Section 4. We prove
the Tracy–Widom fluctuations in the s→∞ limit in Section 5 and the decay bounds of
Proposition 1.8 in Section 6.

2 Reformulation of the passage time distribution

The distribution of the point to half-line Bernoulli-Exponential first passage time is
characterized by the following result which is based on Theorem 1.18 of [1] taking into
account Remark 1.6 in [2] about a correct sign in (2.1) below.

Theorem 2.1. Let r > 0 and let n,m be non-negative integers. Then for the point to
half-line Bernoulli-Exponential first passage time T (n,m) with parameters a, b > 0, we
have

P(T (n,m) > r) = det(1− K̂r)L2(C′0) (2.1)

where C′0 is a small positively oriented circle around 0 not containing −a − b, and the
kernel is given by

K̂r(u, u
′) =

1

2πi

∫
1
2 +iR

ers

s

ĝ(u)

ĝ(u+ s)

ds

s+ u− u′
(2.2)

with

ĝ(u) =

(
a+ u

u

)n(
a+ u

a+ b+ u

)m
1

u
. (2.3)

We reformulate the statement of Theorem 2.1 by a change of variables as follows.

Proposition 2.2. Let n be a non-negative integer and r > 0. Then for any k ∈ Z,

P(H(n, r) < k) = det(1+ K̃r)L2(C−1/(a+b)) (2.4)

where the kernel is given by

K̃r(u, u
′) =

1

2πi

∫
D0

er(1/v−1/u)

(v − u)(v − u′)
g(u)

g(v)
dv (2.5)

and

g(u) =
(1 + au)(a+b)n

(1 + (a+ b)u)an+k
u. (2.6)

The contour D0 is a circle around 0 not containing −1/(a + b) and C−1/(a+b) is a large
contour which encircles D0 and −1/(a+ b).

Proof. We use the statement of Theorem 2.1 to derive (2.4). The left-hand side of (2.1)
and that of (2.4) are equal due to the equality of the events (1.20). The equality of the
right-hand sides follows in the steps given below. First note that the integration over
1/2 + iR is formal in (2.2) because of the oscillatory behaviour of the integrand. One way
how it can be understood is to integrate over the contour

DR = {1/2 + iy : y ∈ [−R,R]} ∪
{

1/2 +Reiφ : φ ∈ [π/2, 3π/2]
}
. (2.7)

Then we rewrite the integral in (2.2) in terms of the variables v = u+ s over the same
integration contour DR as follows

K̂r(u, u
′) =

1

2πi

∫
DR

er(v−u)

v − u
ĝ(u)

ĝ(v)

dv

v − u′
. (2.8)
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The main step is the change of variables u → 1/u, u′ → 1/u′, v → 1/v. It yields the
equality of Fredholm determinants det(1− K̂r)L2(C′0) = det(1+ K̃r)L2(C−1/(a+b)) with

K̃r(u, u
′) =

1

uu′
K̂r

(
1

u
,

1

u′

)
=

1

2πi

∫
D0

er(1/v−1/u)

v − u
ĝ(1/u)

ĝ(1/v)

dv

v − u′
(2.9)

with the contours C−1/(a+b) and D0 defined below (2.6). The sign change of the kernel is
due to the orientation of the contours. Then (2.4) follows by comparing the definition (2.3)
with (n,m) replaced by (bn− k, an+ k) and (2.6).

3 Asymptotic analysis

This section is devoted to the proof of Theorem 1.1 which is the main result in this
note. The technical proofs of Propositions 3.1, 3.2, 3.3 and 3.4 about specific parts of
the asymptotics are postponed to Section 4.

With the notation

sn =
s√

ab(a+ b)
n−1/2, hn =

√
ab

a+ b
hn1/2 (3.1)

the convergence result (1.7) can be written as

lim
n→∞

P(H(n, sn) < hn) = P(Hs < h). (3.2)

By Proposition 2.2, we have that

P(H(n, sn) < hn) = det(1+ K̃sn)L2(C−1/(a+b)) (3.3)

where the kernel can be given as

K̃sn(u, u′) =
1

2πi

∫
D0

en(f0(u)−f0(v))+
√
n(f1(u)−f1(v))+sn( 1

v−
1
u ) u

v

dv

(v − u)(v − u′)
(3.4)

with

f0(u) = (a+ b) ln(1 + au)− a ln(1 + (a+ b)u), (3.5)

f1(u) = −
√

ab

a+ b
h ln(1 + (a+ b)u). (3.6)

Strickly speaking Proposition 2.2 applies only if hn is an integer in (3.3) but taking its
upper integer part changes the value of h on the scale n−1/2 only. With the modified
h, the limit in (3.2) remains the same by the continuity of the right-hand side in h,
see (1.8)–(1.10). Hence the proof of Theorem 1.1 boils down to show the convergence of
the Fredholm determinants

lim
n→∞

det(1+ K̃sn)L2(C−1/(a+b)) = det(1−Ks)L2((h,∞)). (3.7)

Since

f ′0(u) =
ab(a+ b)u

(1 + au)(1 + (a+ b)u)
, (3.8)

the function f0(u) has a unique critical point at 0. Its Taylor expansion around this point
is

f0(u) =
1

2
ab(a+ b)u2 +O(u3) (3.9)

as u→ 0 using the standard O notation which means an error being of order u3 as u→ 0.
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The first step of the asymptotic analysis is to find contours which enable us to localize
the contour on which the Fredholm determinant is defined as well as the integration
in (3.4) to a neighbourhood of 0. The existence of appropriate contours is ensured by
Proposition 3.1 below. We introduce the V-shaped contour

V δα,ϕ = {α+ eiϕ sgn(t)|t| : t ∈ [−δ, δ]} (3.10)

where α ∈ C is the tip of the V, ϕ ∈ (0, π) is its half-angle and δ ∈ R+ ∪ {∞} is its length.

Proposition 3.1. There exist two bounded closed contours γ± such that Re(f0(v)) ≥ 0

for v ∈ γ+ and Re(f0(u)) ≤ 0 for u ∈ γ−. Moreover, for a small δ > 0,

γ+ ∩B(0, δ) = V δ0,5π/6, γ− ∩B(0, δ) = V δ0,π/2 (3.11)

where B(0, δ) denotes the ball of radius δ around 0. As a consequence, for any ε > 0 small
enough there is a δ′ > 0 such that Re(f0(u)) < −ε for u ∈ γ− \B(0, δ′) and Re(f0(v)) > ε

for v ∈ γ+ \B(0, δ′).

A possible choice of these contours is shown on Figure 1. Let γn+ be equal to γ+ of
Proposition 3.1 except for an n−1/2 neighbourhood of 0 where γn+ is defined to be

γn+ ∩B(0, n−1/2) = {n−1/2eiϕ : ϕ ∈ [−5π/6, 5π/6]} (3.12)

for n large enough. Let γn− be equal to γ− of Proposition 3.1 except for a 2n−1/2

neighbourhood of 0 where γn− is defined to be

γn− ∩B(0, 2n−1/2) = {2n−1/2eiϕ : ϕ ∈ [−π/2, π/2]} (3.13)

for n large enough. Then the contours used on the right-hand side of (3.3) can be replaced
by γ± as follows. By Cauchy’s integral theorem, we can deform the contour C−1/(a+b)

to γn− on the right-hand side of (3.3). The integration contour in the formula (3.4) for

the kernel K̃sn can also be deformed to γn+ without changing the value of the Fredholm
determinant. Note that there is no singularity in the variable v at −1/(a + b). The
statement of Proposition 3.1 remains true for the contours γn± instead of γ± for n large
enough by using the Taylor expansion of f0 around 0.

Next we localize the integration to a neighbourhood of 0 on the right-hand side
of (3.3). For δ > 0, let

γn,δ± = γn± ∩B(0, δ) (3.14)

denote the contours γn± restricted to the δ-neighbourhood of 0. We define the kernel

K̃δ
sn(u, u′) =

1

2πi

∫
γn,δ+

en(f0(u)−f0(v))+
√
n(f1(u)−f1(v))+sn( 1

v−
1
u ) u

v

dv

(v − u)(v − u′)
(3.15)

which differs from K̃sn given in (3.4) only in the choice of the integration contour. The
Fredholm determinant in (3.3) and that of (3.15) over the sequence of contours γn,δ− have
the same limit, that is, the localization does not change the n→∞ limit.

Proposition 3.2. For any δ > 0 small enough, we have that

lim
n→∞

det(1+ K̃sn)L2(γn−) = lim
n→∞

det(1+ K̃δ
sn)L2(γn,δ− ). (3.16)

The next statement is about the Taylor expansion of the localized Fredholm determi-
nant.
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Proposition 3.3. For δ > 0 small enough, the following limits are equal

lim
n→∞

det(1+ K̃δ
sn)L2(γn,δ− ) = lim

n→∞
det(1+K ′s,n)L2(Γ′n) (3.17)

where

K ′s,n(U,U ′) =
1

2πi

∫
Γn

eU
2/2−hU−s/U

eV 2/2−hV−s/V
U

V

dV

(V − U)(V − U ′)
. (3.18)

The integration contour Γn = Γ ∩B(0,
√
ab(a+ b)nδ) where Γ is a path from e−5πi/6∞ to

e5πi/6∞ so that it crosses the real axis between 0 and 1. The contour Γ′n is the vertical
segment between ±i

√
ab(a+ b)nδ oriented upwards and modified around 0 so that it

does not intersect Γn.

Finally, the proposition below yields the convergence of the localized Fredholm
determinant to the right-hand side of (1.8). That is, Theorem 1.1 follows from Proposi-
tions 3.2, 3.3 and 3.4.

Proposition 3.4. Let δ > 0 be small. Then

lim
n→∞

det(1+K ′s,n)L2(Γ′n) = det(1−Ks)L2((h,∞)). (3.19)

4 Proofs of the asymptotic statements

In this section we prove the asymptotic statements used in the proof of Theorem 1.1.

Proof of Proposition 3.1. Since f0 is analytic away from its singularities, Re(f0) is har-
monic and its level lines of the form Re(f0(u)) = 0 can be described as follows. The level
lines can only cross at singularities or critical points. There are two singularities of f0 at
−1/a and at −1/(a+ b) and a critical point at 0. It follows from the Taylor expansion (3.9)
that the branches of the level lines Re(f0(u)) = 0 cross at 0 with angles ±π/4 and ±3π/4.
As |u| → ∞ in any direction, Re(f0(u)) → ∞, hence all level lines remain bounded. By
the maximum principle, any closed path formed by portions of level lines must enclose
a singularity. Around the singularity at −1/a, Re(f0) is negative and around −1/(a+ b),
Re(f0) is positive.

Based on this information, the only possible configuration of the level lines Re(f0) = 0

up to a continuous deformation of the lines which does not cross any singularity is shown
on Figure 1. Then the contours γ± are defined in two steps. We first choose a small
δ > 0 and give γ± in B(0, δ) to be defined by (3.11) and we let the value of Re(f0) at
the endpoints be denoted by ε+ = Re(f0(e±5πi/6δ)) > 0 and ε− = Re(f0(±iδ)) < 0. Then
in the second step, we define γ+ outside of B(0, δ) to coincide with that branch of the
level line Re(f0(v)) = ε+ which connects the two points e±5πi/6δ. Similarly, we let γ−
outside of B(0, δ) to be the same as the branch of the level line Re(f0(u)) = ε− which
connects the points ±iδ. Then the contours γ± satisfy the required properties by the
Taylor expansion (3.9).

Proof of Proposition 3.2. We fix a small δ > 0. The integrand in (3.15) can be upper
bounded as∣∣∣∣en(f0(u)−f0(v))+

√
n(f1(u)−f1(v))+sn( 1

v−
1
u ) u

v

1

(v − u)(v − u′)

∣∣∣∣ ≤ Cn3/2en(Re(f0(u)−f0(v)))+K
√
n

(4.1)
for u, u′ ∈ γn− and v ∈ γn+ with some finite constants C,K.

Next we consider the Fredholm expansion

det(1+ K̃sn)L2(γn−) =

∞∑
k=0

1

k!

∫
γn−

du1· · ·
∫
γn−

duk det
(
K̃sn(ui, uj)

)k
i,j=1

(4.2)

ECP 29 (2024), paper 31.
Page 8/14

https://www.imstat.org/ecp

https://doi.org/10.1214/24-ECP601
https://imstat.org/journals-and-publications/electronic-communications-in-probability/
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Figure 1: The level lines Re(f0) = 0 shown by dashed lines and a possible choice of the
integration contours γ± shown by solid lines.

and we compare it to the expansion of det(1 + K̃δ
sn)L2(γn,δ− ) which differs from (4.2) in

the choice of the integration contours in the expansion as well as in the definition of the
kernel. The integration in the kth term of the expansion in (4.2) can be written as the
sum of the integral over (γn,δ− )k and the integral over (γn−)k \ (γn,δ− )k. By Proposition 3.1,

Re(f0(u)) < −ε holds for all u ∈ γn− \ γ
n,δ
− . Hence we can apply the bound in (4.1)

to conclude that the contribution of the integrals over (γn−)k \ (γn,δ− )k can be upper
bounded by Ckkk/2e−nε/2 for large n and some fixed constant C by Hadamard’s inequality.
Together with the factor 1/k! this bound is still summable in k and goes to 0 as n→∞.
Hence in the Fredholm expansion (4.2) all the integration contours on the right-hand
side can replaced by γn,δ− by making an overall error of order e−nε/2.

By Proposition 3.1, Re(f0(v)) > ε for all v ∈ γn+ \ γ
n,δ
+ with some ε > 0. Hence the

integration over γn+\γ
n,δ
+ which is the difference of the two kernels can be upper bounded

as ∣∣∣K̃sn(u, u′)− K̃δ
sn(u, u′)

∣∣∣ ≤ e−nε/2 (4.3)

for n large enough for all u, u′ ∈ γn−. Next we use Theorem 3.4 in [6] for the kernels K̃sn

and K̃δ
sn to get that

|det(1+ K̃sn)− det(1+ K̃δ
sn)| ≤ ‖K̃sn − K̃δ

sn‖1 exp
(
‖K̃sn‖1 + ‖K̃δ

sn‖1 + 1
)
. (4.4)

The 1-norms on the right-hand side can be upper bounded using Hölder’s inequality
‖A‖1 ≤ ‖1‖2‖A‖2. The Hilbert–Schmidt norms ‖1‖2, ‖K̃sn‖2, ‖K̃δ

sn‖2 are all finite and

‖K̃sn − K̃δ
sn‖2 → 0 because the integration contour γn,δ− is finite and the integrands are

bounded.

Proof of Proposition 3.3. By the Taylor expansion (3.9) and

f1(u) = −
√
ab(a+ b)hu+O(u2) (4.5)

as u→ 0, we can rewrite (3.15) as

K̃δ
sn(u, u′)

=
1

2πi

∫
γn,δ+

en
1
2ab(a+b)(u2−v2)+O(n(u3+v3))−

√
n
√
ab(a+b)h(u−v)+O(

√
n(u2+v2))+sn( 1

v−
1
u )

× u

v

dv

(v − u)(v − u′)
. (4.6)
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By the change of variables given by U =
√
n
√
ab(a+ b)u, U ′ =

√
n
√
ab(a+ b)u′ and

V =
√
n
√
ab(a+ b)v, we get that the rescaled kernel is

n−1/2√
ab(a+ b)

K̃δ
sn

(
n−1/2√
ab(a+ b)

U,
n−1/2√
ab(a+ b)

V

)

=
1

2πi

∫
Γn

eU
2/2−V 2/2+O(n−1/2(U3+V 3))−h(U−V )+O(n−1/2(U2+V 2))+s/V−s/U

× U

V

dV

(V − U)(V − U ′)
. (4.7)

The difference between the rescaled kernel above andK ′sn(U,U ′) in (3.18) is the presence
of the error terms O(n−1/2(U3 +V 3)) and O(n−1/2(U2 +V 2)) in the exponent. Hence the
integrand of the rescaled kernel above converges to that of K ′sn(U,U ′) for any U,U ′ ∈ Γ′n
and V ∈ Γn. In order to see the convergence of the kernels and that of the Fredholm
determinants, we use dominated convergence. We observe that along the integration
contours the error terms can be bounded by a fixed constant times δ(U2 + V 2). We
bound the difference of the integrand with and without the error terms in the exponent
by applying the inequality |ex − 1| ≤ |x|e|x|. The decay of the integrand in (4.7) comes
from the main term eU

2/2−V 2/2, hence in the presence of the error terms bounded
by eCδ(U

2+V 2), it remains integrable in both variables U and V if δ is small enough.
Hence the difference of the Fredholm determinants goes to 0 as n→∞ by dominated
convergence.

Proof of Proposition 3.4. The integrand in (3.18) has a Gaussian decay in both U and
V due to the factors eU

2/2−V 2/2. Hence by dominated convergence, the integration
contours Γ′n and Γn can be extended to infinity in the Fredholm determinant without
changing the limit on the right-hand side of (3.17). The integration contours for U and
V can be deformed to 1 + iR and to C0 respectively by Cauchy’s integral theorem.

Finally we reformulate the kernel as follows. Since Re(U − V ) > 0 for U ∈ 1 + iR and
V ∈ C0, we have that

1

U − V
=

∫
R+

e−x(U−V )dx. (4.8)

Hence we can write the kernel with the contours extended to infinity as

K ′s,∞(U,U ′) = −AB(U,U ′) (4.9)

where

A(U, x) = eU
2/2−(h+x)U−s/U , B(x, U) =

1

2πi

∫
C0
e−V

2/2+(h+x)V+s/V dV

V (V − U)
(4.10)

which are the kernels of integral operators A : L2(R+) → L2(1 + iR) and B : L2(1 +

iR) → L2(R+). Since BA(x, y) = Ks(x, y), we conclude (3.19) by using the fact that
det(1−AB)L2(1+iR) = det(1−BA)L2(R+).

5 Tracy–Widom limit

In this section we prove Theorem 1.3 and Corollaries 1.4 and 1.10 about the Tracy–
Widom limit of Hs as well as its consequences on the height of the percolation cluster.

Proof of Theorem 1.3. We introduce the scaling of the space variables given by x =

2−2/33s1/3 + 2−4/931/3s−1/9X and y = 2−2/33s1/3 + 2−4/931/3s−1/9Y and we apply the
change of variables u = 21/3s1/3 + 24/93−1/3Us1/9 and v = 21/3s1/3 + 24/93−1/3V s1/9
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in (1.9). In the exponent after using the identity 1/(1 + q) = 1− q + q2 − q3/(1 + q) the
linear and quadratic terms in U and V cancel and we get that

u2

2
− yu− s

u
= −2−1/33s2/3 − 2−1/931/3s2/9Y +

U3

3

1

1 + 21/93−1/3s−2/9U
− UY (5.1)

and a similar identity in v and x. This means that the rescaled kernel after a conjugation
is equal to

e2−1/931/3s2/9(X−Y )

× 2−4/931/3Ks

(
2−2/33s1/3 + 2−4/931/3s−1/9X, 2−2/33s1/3 + 2−4/931/3s−1/9Y

)
=

1

(2πi)2

∫
dU

∫
dV

e
U3

3
1

1+21/93−1/3s−2/9U
−UY−V 3

3
1

1+21/93−1/3s−2/9V
+V X

V − U
+ o(1).

(5.2)

The integration contours for U and V can be obtained as follows. We first deform the
original contours for u and v in (1.9) so that they pass through 21/3s1/3. We may choose
the contour for u to be the V shaped contour V∞

21/3s1/3,π/2−ε and the contour for v to be a

circle of radius 21/3s1/3 which is deformed locally so that it coincides with V∞
21/3s1/3,π/2+ε

around 21/3s1/3 for some small fixed ε > 0. We claim that the contour for U on the
right-hand side of (5.2) can be chosen to be the one which follows the semi-infinite
straight lines from e−i(π/2−ε)∞ to 0 and from 0 to ei(π/2+ε)∞ and the contour for V can
be the one which goes from e−i(π/2+ε)∞ to 0 and from 0 to ei(π/2+ε)∞. The fact that the
two contours intersect at 0 does not cause divergence, alternatively it can be avoided by
local deformation.

To validate the choice of contours described above we prove that the integrand has
enough decay so that the integral in U and V can be localized to a small neighbourhood
of 21/3s1/3. In order to justify the localization we first prove that if U = ei(π−ε)t and t ≥ 0

then for s ≥ 21/23−3/2 it holds that

Re

(
U3

3

1

1 + 21/93−1/3s−2/9U

)
≤ − sin(3ε)

3

t3

1 + t
. (5.3)

To see (5.3) we observe that the argument arg(U3/3) = 3π/2 − 3ε and that arg(1 +

21/93−1/3s−2/9U) ∈ [0, π/2 − ε] for all t ≥ 0. On the other hand |U3/3| = t3/3 and for
s ≥ 21/23−3/2 we have that |1 + 21/93−1/3s−2/9U | ≤ 1 + t. This shows that for the complex
number z = U3/(3(1 + 21/93−1/3s−2/9U)) it holds that arg(z) ∈ [π − 2ε, 3π/2 − 3ε] and
|z| ≥ t3/(3(1 + t)) hence its real part satisfies Re(z) ≤ − sin(3ε)t3/(3(1 + t)) proving (5.3).

The bound on the real part of the exponent given in (5.3) and its analogue for V
proves that the integrand on the right-hand side of (5.2) has at least Gaussian decay in
U and V hence the error caused by changing the contours to be the ones given above
causes an error going to 0. The integrand on the right-hand side of (5.2) converges for
any X, Y , U and V to the integrand of the double integral in the definition of the Airy
kernel

KAi(X,Y ) =
1

(2πi)2

∫
dU

∫
dV

e
U3

3 −UY−
V 3

3 +V X

V − U
=

∫ ∞
0

dλAi(X + λ) Ai(Y + λ). (5.4)

The Gaussian decay bound for the integrand in U and V coming from (5.3) is enough to
conclude the pointwise convergence of the kernel for any X and Y .

For the convergence of the Fredholm determinants we can write

1

U − V
=

∫ ∞
0

dλe−λ(U−V ) (5.5)
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because Re(U − V ) > 0. Using (5.5) on the right-hand side of (5.2) we can factorize
the integrand into U and V dependent parts. Each of them has an Airy decay in X

and Y which can be seen in the same way as for the Airy function as follows. By
Airy decay we mean |Ai(X)| ≤ exp(− 2

3 |X|
3/2) as X → ∞. The contour for U can be

deformed to coincide with the vertical line at
√
Y + λ around the real axis and to have

Re(U) ≥
√
Y + λ along the whole contour. Then Re(U3/3 − U(Y + λ)) ≤ − 2

3 (Y + λ)3/2

which yields the Airy decay. The Fredholm expansion of the rescaled kernel Ks on
the left-hand side of (5.2) consists of a sum of multiple integrals where the integrands
converge pointwise. The Airy decay of the integrands is enough to give an integrable and
summable upper bound and a dominated convergence argument implies the convergence
of the Fredholm determinants.

Proof of Corollary 1.4. We can write the definition (1.12) as

Hs(t) = lim
n→∞

√
t

√
a+ b

ab

1√
tn
H

(
tn,

√
ts√

ab(a+ b)
(tn)−1/2

)
d
=
√
tH√ts (5.6)

using Theorem 1.1 in the second equality in distribution. For any fixed s > 0 Theorem 1.3
with s replaced by

√
ts implies that the right-hand side of (5.6) can be written as

√
tH√ts =

√
t
(

2−2/33(
√
ts)1/3 + 2−4/931/3(

√
ts)−1/9ξt

)
(5.7)

where ξt converges in law to the Tracy–Widom distribution which proves (1.13).

Proof of Corollary 1.10. The statement of Theorem 1.3 in terms of the Fredholm de-
terminant in (1.8) means that by setting h(s) = 2−2/33s1/3 + 2−4/931/3s−1/9r for any
r ∈ R we have det(1 − Ks)L2((h(s),∞)) → P(ξ < r) as s → ∞. We express the conver-
gence of the Fredholm determinant using the variable h as follows. We introduce s(h) =

4h3/27−(2/3)4/3h5/3r which has the property that h(s(h)) = h+O(h−5/3) where the error
is of smaller order than the fluctuations. Hence we can write det(1−Ks(h))L2((h,∞)) →
P(ξ < r) as h→∞. By (1.23) this implies (1.24).

6 Decay bounds

In this section we prove the decay bounds in Proposition 1.8.

Proof of Proposition 1.8. By Cauchy’s integral theorem, the integration contours in the
definition (1.9) of the kernel Ks can be deformed as long as no singularity is crossed and
the decay along the infinite contour is guaranteed during the deformation. Our choice is
K + iR for the variable u and the circle of radius ε around 0 for v with the values of K
and ε to be specified later so that K > ε > 0. Writing u = K + it with t ∈ R one observes
that Re(u2) = K2 − t2, hence by bounding the absolute value of each factor of the kernel,
we have that

|Ks(x, y)| ≤ Cε
∫
R

dt eK
2/2−t2/2−Ky+s/K+ε2/2+εx+s/ε

√
K2 + t2

ε

1

K − ε
. (6.1)

In the formula above and later in this proof C denotes a finite positive constant which
may change from line to line.

The integration in t can be performed after using the inequality
√
K2 + t2 ≤ K+ |t| as∫

R

dt e−t
2/2
√
K2 + t2 ≤ C(1 +K). (6.2)
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If K ≥ 1, then the integral above can be bounded by CK. Based on (6.1) and using (6.2)
we get that

|Ks(x, y)| ≤ CeK
2/2−Ky+ε2/2+εx+s/K+s/ε. (6.3)

By the Fredholm expansion on the right-hand side of (1.8), we have that the tail
probability of Hs can be written as

P(Hs > h) =

∞∑
m=1

(−1)m+1

m!

∫ ∞
h

dx1· · ·
∫ ∞
h

dxm det(Ks(xi, xj))
m
i,j=1. (6.4)

Using (6.3) and Hadamard’s inequality on the m×m determinant above, we get that

P(Hs > h) ≤
∞∑
m=1

mm/2

m!
Cmem(K2/2+ε2/2+s/K+s/ε)

∫ ∞
h

dx1· · ·
∫ ∞
h

dxm e
−(K−ε)

∑m
i=1 xi

=

∞∑
m=1

mm/2

m!

(
CeK

2/2−(K−ε)h+ε2/2+s/K+s/ε

K − ε

)m
.

(6.5)

The values of K and ε are to be chosen in a way that we get the best bound in (6.5).
With K = h, the expression K2/2−Kh in the exponent on the right-hand side of (6.5)
is minimized and its value is −h2/2. If 0 ≤ s ≤ h, then the term s/K in the exponent is
bounded by 1. In this case, we choose ε =

√
s/h which minimizes the term εh+ s/ε in

the exponent with minimal value 2
√
sh. With this choice of K and ε each of the terms

s/K and ε2/2 in the exponent is upper bounded by s/h. If we choose h0 > 1 which means
together with the condition s ≤ h that s < h3 then s/h <

√
sh holds. This also guarantees

that ε < K and the two integration contours do not cross. Hence we get that

P(Hs > h) ≤
∞∑
m=1

mm/2

m!

(
Ce−h

2/2+4
√
sh

h

)m
(6.6)

where the m = 1 term gives the desired upper bound on the right-hand side of (1.19)
and further terms are negligible compared to it if h is large enough. This proves the first
part of the proposition.

If s → ∞ with h satisfying s � h3, then we again choose ε =
√
s/h and K = h. We

have that εh+ ε2/2 + s/K + s/ε = (2 + o(1))
√
sh and the rest of the proof is the same as

in the first case.

If s = ch3, then we choose K = κ(c)h and ε = e(c)h where κ(c) and e(c) minimize
the expressions κ(c)2/2 − κ(c) + c/κ(c) and e(c)2/2 + e(c) + c/e(c) which appear as the
coefficients of the h2 term in the exponent of (6.5). By taking the derivative we solve the
equations κ(c)−1− c/κ(c)2 = 0 and e(c) + 1− c/e(c)2 = 0 which have exactly one positive
solution for c > 0. These solutions denoted by κ(c) and e(c) satisfy limc→0 κ(c) = 1 and
limc→0 e(c) = 0 with limc→0 e(c)/

√
c = 1. Hence the sum of κ(c)2/2 − κ(c) + c/κ(c) and

e(c)2/2 + e(c) + c/e(c) is negative for all c ∈ (0, c∗) with some c∗ > 0. Furthermore
e(c) < κ(c) also holds on this interval so that the two contours do not cross. Numerical
approximation yields that c∗ ' 0.0468.
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