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We propose a hierarchical Bayesian model to infer RNA synthesis, pro-
cessing, and degradation rates from time-course RNA sequencing data, based
on an ordinary differential equation system that models the RNA life cycle.
We parametrize the latent kinetic rates, which rule the system, with a novel
functional form and estimate their parameters through three Dirichlet process
mixture models. Owing to the complexity of this approach, we are able to
simultaneously perform inference, clustering, and model selection. We apply
our method to investigate transcriptional and post-transcriptional responses
of murine fibroblasts to the activation of the proto-oncogene Myc. Our ap-
proach uncovers simultaneous regulations of the rates, which had been largely
missed in previous analyses of this biological system.

1. Introduction. RNA is one of the most important actors in cell biology: it is a cor-
nerstone of the information-flow that subsists from DNA to proteins, due to both its role
as a template for protein assembly and because of the involvement of noncoding RNAs in
the regulation of gene expression levels (GELs) (e.g., modulation of transcripts stability, pro-
teins synthesis, and proteins localization) (Marchese, Raimondi and Huarte (2017), Slack and
Chinnaiyan (2019), Vandevenne, Delmarcelle and Galleni (2019)). A cell constantly regulates
the expression levels of thousands of genes, that is, the number of the associated transcripts,
in order to preserve its homoeostasis and adapt to the environment. The state-of-the-art ap-
proach used to measure GELs is the “Next Generation RNA sequencing” (RNA-Seq) (Good-
win, McPherson and McCombie (2016)). Owing to the relevance of the topic, a remarkable
number of public RNA-Seq datasets are currently available and easily accessible, for exam-
ple, through the Gene Expression Omnibus project (Edgar, Domrachev and Lash (2002)),
and a large amount of literature has been produced on the analysis of RNA-Seq data. In the
literature, mixture models had been used on the observed data to estimate GELs (Huang and
Sanguinetti (2016), Tuerk, Wiktorin and Güler (2017)) and also to identify genes differen-
tially expressed under multiple experimental conditions (Love, Huber and Anders (2014),
Sun et al. (2017), Papastamoulis and Rattray (2018), Tiberi and Robinson (2020)), which is
one of the most common practices in the field.

Time course data represent a peculiar application of the paradigm of differential expres-
sion. They consist in the measurements of GELs of portions of a common cell culture mea-
sured at different times (Allocco, Kohane and Butte (2004)) to observe alterations occurring
in response to a given perturbation. In the analysis of differential expression, or time-course
data, the mere quantification of expression levels alone could lead to misleading conclusions.
Indeed, a cell can regulate gene expression through different fundamental processes, like
transcript synthesis and degradation, and while an increase in the expression level of a gene
between two conditions is often interpreted as an intensification of its transcription, this could
also result from enhanced stability of its transcripts.
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In the literature, several models have been proposed to describe the RNA life-cycle, rang-
ing from the accounting of only RNA synthesis and decay (Farina et al. (2008), Schwalb
et al. (2012), Uvarovskii and Dieterich (2017), Jürges, Dölken and Erhard (2018)) to more
complex versions involving RNA export (Chen and van Steensel (2017)), association with
polysomes (Li (2015), Fang et al. (2018)), or RNA processing (Zeisel et al. (2011), Rabani
et al. (2011, 2014), de Pretis et al. (2015), Alkallas et al. (2017), La Manno et al. (2018),
Bergen et al. (2020), Liu et al. (2023)). The latter is the most comprehensive one which does
not involve the explicit modelling of RNA localization and, consequently, the requirement
of specific experiments to isolate and sequence RNA molecules in specific cellular compart-
ments (i.e., cells nucleus or polysomes). For this reason this model found a large application
and is also used in the present work.

The RNA life-cycle model we adopted can be expressed as a system of linear ordinary
differential equations (ODEs) whose (possibly time-dependent) coefficients, the so-called
kinetic rates (KRs), can be interpreted as the instantaneous rates at which the mechanisms
of synthesis, processing, and degradation occur. The recent literature has shown that KRs
estimation can contribute greatly to a better understanding of the regulation mechanisms.
Few works have also explored this direction in Bayesian inference frameworks (Rummel,
Sakellaridi and Erhard (2023), Jürges, Dölken and Erhard (2018), Schofield et al. (2018)).

Motivated by the study of the activation of the proto-oncogene Myc in murine fibroblasts
(de Pretis et al. (2017)), we propose a novel Bayesian approach to the inference of the KRs
of the RNA life-cycle from time-course RNA-seq data, that includes a clusterization step for
each KR, in order to gather the so-called co-regulated genes (Allocco, Kohane and Butte
(2004), Farina et al. (2008)) that response to the stimulus with a similar modulation of one of
the basic processes.

To highlight the novelties of our methodology, we first remark that the experimental data
are GELs, while our goal is to infer the three KRs, which are latent time and gene-dependent
functions. In our experimental setting, the KRs are expected to take on several but typical
shapes. To infer such shapes, we define a single parametric family of functions that is suffi-
ciently flexible to cover all of them. In this way we recast our problem into the framework
of parametric inference and, therefore, do not need any a posteriori model selection step. As
a further layer of complexity, which has not yet been added to similar models, we define a
mixture model for each KR that groups genes with similar responses to Myc activation into
clusters. The approach is somehow similar to what has been earlier done in pharmacokinet-
ics (PK) (Tatarinova et al. (2013), Muller and Rosner (1997), Walker and Wakefield (1998)),
except that in PK the clustering is applied directly to the ODE coefficients, while in our case
each KR is a different function of time that belongs to the same parametric family, and the
clustering step is applied to the parameters of this family, separately for each KR, increasing
the complexity of the hierarchical model (see Figure 1 and Figure 2).

The complexity is such that certain devices are needed to make the implementation rea-
sonably simple and, at the same time, the computational cost acceptable. The three mixture
models are indeed defined over latent quantities, not over the observed data. Moreover, the
emission distribution of the mixture models should be defined on the subset of the parameter
space where the KR parameters are identifiable. Our solution is to define a set of uncon-
strained working parameters, which are then suitably transformed into the natural parameters
over the identifiable domain. Moreover, we need to mimic the spike and slab mechanism for
two of the parameters which, from an interpretative point of view, must be allowed to assume
the zero value with positive probability.

Unlike other proposals, we estimate likelihood parameters, the variance of the measure-
ment error, the scaling factor, KR functions, and clusterings in a single Bayesian model.
Moreover, our approach is able to extract and exploit information shared by the elements of
the same cluster, thus resulting in better estimates of the parameters.
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FIG. 1. (A) Experimental design used for the study of Myc activation in 3T9 cells. (B) RNA life-cycle in eukary-
otic cells and definition of premature and mature RNA. (C) RNA metabolic labelling for nascent RNA quantifica-
tion. (D) Gene expression profiles for two genes from the dataset; each replicate is represented by a different type
of line.

The capability of our method to capture the correct values of the parameters and their
clusters is shown by a careful simulation study, both in the case when data are generated
from the same model used for the inference and, in the case the model, is subject to mild
misspecification. We demonstrate the inferential gain provided by our approach on real data,
using cross-validation, and we show that our method is able to detect small but significant
modulations of post-transcriptional rates (i.e., processing and degradation), which had been
largely missed by previous analyses of the same dataset (de Pretis et al. (2017)).

The paper is organised as follows. We start by describing the experiment used to study Myc
activation and the resulting dataset (Section 2). We then present the mathematical model we
use to describe the RNA life-cycle (Section 3) and the function we developed to parametrize
the KRs (Section 3.2); we also discuss the solutions to some identifiability issues. We pro-
ceed by formalising the latent clustering models and their practical application to study Myc
activation (Section 3.3). The real data application is described in Section 4. We conclude with
a critical summary of our work and some perspectives in Section 5.

2. Dataset overview. Our dataset, taken from de Pretis et al. (2017), is organised as
illustrated in Figure 1A. It provides GELs of premature, mature, and nascent RNA for more
than 10,000 genes, at 11 time points, for three replicas of the experiment. These values are
reported as reads per kilobase million (RPKM), which is a common unit used in the field,
as an alternative to raw counts, to prevent biases due to heterogeneous gene lengths and/or
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FIG. 2. Graphical representation of the model structure.

sequencing depths (i.e., the total number of reads collected for a sample); see Conesa et al.
(2016). The experiment is designed to follow the activation of the transcription factor Myc
in a murine fibroblast cell-line (3T9) over time. Myc plays a crucial role in the genesis and
progression of tumours, and it is involved in the regulation of such basal cellular processes
as differentiation, growth, and proliferation (Dang (2012), Chen, Liu and Qing (2018)).

The experiment starts with a population of cells, which is divided into multiple samples,
in a stationary biological environment. Each sample is treated to induce Myc activation, and
after a different time span, GELs are profiled through RNA sequencing. Myc activation is
achieved through the expression of an artificial chimera (Littlewood et al. (1995)). This pro-
tein is natively inactive and unable to perform any function, but it can rapidly be activated by
adding the 4-hydroxytamoxifen (OHT) hormone to the cell culture medium. The authors per-
formed standard (ribo-depleted) RNA-Seq, following Myc activation, through 11 time-points
from an OHT treatment: 0 h, 1

6 h, 2
6 h, 1

2 h, 1 h, 3
2 h, 2 h, 4 h, 8 h, 12 h, 16 h (Figure 1A). Each

experiment, performed on independent samples, was replicated three times and resulted in
expression levels of premature and mature RNA (Figure 1B). The first quantity is estimated
based on the number of reads exclusively overlapping the intronic regions of a gene (i.e.,
never annotated as exonic in any gene isoform), normalized by both the cumulative introns
length and the library size (PRKM). Conversely, mature RNA is defined as the difference
between the number of RPKM normalized reads overlapping the exonic regions of a gene
(i.e., annotated as exonic in at least one isoform) and premature RNA.

The same experimental design was used to quantify nascent RNA through 4sU-Seq (Fig-
ure 1 C). In this case, an exogenous nucleoside (4-thiouridine or 4sU) is provided to the
cells before sequencing for a fixed span of time (labeling time). 4sU is incorporated in the
transcripts produced during the entire labelling time (nascent RNA) and is later exploited to
physically separate them from the pre-existing RNA molecules. This portion of the transcrip-
tome can be sequenced through standard RNA-Seq (Dölken et al. (2008)).

We focus on a set of 4909 transcriptional units, classified as Myc targets through a chro-
matin immunoprecipitation sequencing experiment and altered in their kinetics. However, it
was not possible to analyse 12 transcriptional units because they had negative expression
levels. In the end, we retrieved a dataset of premature, mature and nascent RNA expression
levels for 4897 genes in three replicates and 11 time points. Figure 1D reports two examples
from the dataset: the first one (gene Emilin1) represents a typical transcriptional regulation, as
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can be seen from the adherence of the three profiles, while the second one (gene Fam149b1)
may be associated with a more complex post-transcriptional scenario.

3. Inference framework. For each gene g ∈ {1, . . . ,G}, time point t ∈ {t1, . . . , tT }, and
replica h ∈ {1, . . . ,H }, Y�,g,h(t) denotes the measured GEL of premature RNA if � = 1,
mature RNA if � = 2, and nascent RNA if � = 3. Variables Y�,g,h(t) are noisy and scaled
versions of the true unobserved GELs, which we indicate with pg(t), mg(t), and ng(t). In
our dataset, G = 4897, T = 11, and H = 3.

The distribution of the observed GELs depends on the parameters ρh(t), λ�,0, and λ�,1 in
the following way:

logY1,g,h(t) ∼ N
(
logpg(t), λ1(t)

)
,

logY2,g,h(t) ∼ N
(
logmg(t), λ2(t)

)
,

logY3,g,h(t) ∼ N
(
ρh(t) logng(t), λ3(t)

)
.

(1)

The parameters ρh(t) are scaling factors that are required to normalize the nascent RNA
libraries to the pre-existing RNA counterparts (Miller et al. (2011), Rabani et al. (2011),
de Pretis et al. (2015)). In Section 3.1 the three latent GELs {pg(t),mg(t), ng(t)} are mod-
elled as the solution of a system of ordinary differential equations, that is, specified by three
time-dependent coefficients kj,g(t), named KRs. These KRs can be interpreted as the rates at
which the fundamental mechanisms underlying the RNA life cycle, namely, synthesis, pro-
cessing, and degradation, occur. In Section 3.2 we introduce a parametric family of functions
to which we assume that these KRs belong, and we show how the parameters can conve-
niently be subdivided into two sets, βj,g and θ j,g . The former is a scalar variable related
to the baseline value of the KR before Myc activation, while the latter is composed of four
parameters that characterize the shape of the response to the stimulus. For the parameters
θ j,g , in each rate kj,g(t), we define a mixture model that groups genes with similar temporal
responses to Myc activation.

3.1. A mathematical model of the RNA life-cycle. According to the model we use to
describe transcripts life-cycle, RNA molecules undergo three processes (Figure 1B). The first
one is the synthesis of premature RNA from DNA. Premature transcripts are not suitable to
perform their canonical task (e.g., protein translation) and require structural modifications
(e.g. introns splicing). This second step of the RNA life cycle is called processing, and its
product is mature RNA, which is eventually degraded by the cell in the final stage of the RNA
life cycle. The process may be described by the following network of chemical reactions:

(2) ∅
k1,g(t)−−−→ Pg

k2,g(t)−−−→ Mg

k3,g(t)−−−→ ∅, g = 1, . . . ,G,

where Pg and Mg denote premature and mature RNA for gene g, respectively. The empty-
set symbols are used to emphasize that premature RNA is synthesized from DNA without
consuming any reactant, and mature RNA is subjected to degradation without forming any
product. A system of ODEs that translates the reaction network (2) into mathematical terms
is

(3)

{
ṗg(t) = −k2,g(t)pg(t) + k1,g(t),

ṁg(t) = k2,g(t)pg(t) − k3,g(t)mg(t),

where the dots denote time derivatives. The effect of the processing is to decrease pg(t)

and correspondingly increase mg(t) at rate k2,g(t). The degradation decreases mg(t) at rate
k3,g(t), while the synthesis increases pg(t) at rate k1,g(t).



3472 G. MASTRANTONIO, E. BIBBONA AND M. FURLAN

It is well known that, for the model described so far, it is difficult to identify all three
KRs. Measurements of another variable, the so-called nascent RNA (Dölken et al. (2008),
Rabani et al. (2011, 2014), de Pretis et al. (2015)), are usually included to ameliorate the
identifiability (Figure 1C). Nascent RNA is defined as the amount of total RNA, premature
plus mature, which is produced by the cell in a short span of labelling time tL (Figure 1). By
definition, the nascent RNA is absent at the beginning of the labelling time, and it is produced
according to the same dynamics as the pre-existing counterpart during tL. However, the effect
of degradation can be neglected in such a short span. The expression level of the premature
(p�

g(t)) and mature (m�
g(t)) nascent RNA is, therefore, ruled by the following equations:{

ṗ�
g(t) = −k2,g(t)p

�
g(t) + k1,g(t),

ṁ�
g(t) = k2,g(t)p

�
g(t).

The sum ng(t) = p�
g(t) + m�

g(t) is the nascent RNA level. By summing the previous equa-
tions, one has that ng(t) only varies as a result of the effect of the synthesis,

(4) ṅg(t) = k1,g(t).

Since the time window for which nascent RNA evolves is short (tL), this rate can be consid-
ered approximately constant, and equation (4) can be integrated to obtain ng(t) = k1,g(t)tL,
which is a third equation that has to be added to model (3) to facilitate the estimation of
k1,g(t). It should be noted that the initial conditions (pg(t1),mg(t1)) need to be known to
solve the ODE (3) and are here considered as further model parameters.

3.2. KR parametrization. A routine experimental approach to investigate transcriptional
programs consists of the perturbation of a cell culture followed by the repeated measurement
of GELs to identify transcriptional units involved in the response. The KRs of modulated
genes vary over time with typical shapes that share the following characteristics: steady at
the beginning of the experiment, steady after a long time from the perturbation, and varying
(with some regularity) in the transient region between the two steady-states. Some typical
shapes are: (i) constant (some rates are not altered at all), (ii) monotonic (both increasing
and decreasing), (iii) and peak-like functions. They have already been successfully applied to
describe transcriptional and post-transcriptional responses in several biological systems (see,
e.g., Chechik and Koller (2009), Rabani et al. (2011, 2014), de Pretis et al. (2014)). More
complex patterns would be difficult to identify with the number of time points and replicates
that are usually available.

We introduce a unique parametric family of functions which, for different values of
the parameters, can cover all such characteristic shapes. Let φ(·|μ,σ 2) be a Gaussian
density with mean μ ∈ R and variance σ 2 ∈ R

+. We define the family of functions
f (t |μ,σ 2, κ−∞, κμ, κ+∞) to which all the KRs belong in the following way:

(5) f
(
t |μ,σ 2, κ−∞, κμ, κ+∞

) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

κ−∞ + φ(t |μ,σ 2)

φ(μ|μ,σ 2)
(κμ − κ−∞) if t < μ,

κ+∞ + φ(t |μ,σ 2)

φ(μ|μ,σ 2)
(κμ − κ+∞) if t ≥ μ,

where κ−∞, κμ and κ+∞ belong to R
+. The function f (·) in equation (5) is obtained by

applying different scalings and vertical translations of a Gaussian density to its right and left
halves, with respect to the mean value μ, taking care to preserve continuity at time point
t = μ (Figure 3). It is easy to see that

κ−∞ = lim
t→−∞f

(
t |μ,σ 2, κ−∞, κμ, κ+∞

)
,
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FIG. 3. Graphical representations of the KR parametrization. It should be noted that eη1 and eη2 are shown to
indicate the section of the function they determine, but they are not equal to the length of the arrows; see equation
(7).

κμ = f
(
μ |μ,σ 2, κ−∞, κμ, κ+∞

)
,(6)

κ+∞ = lim
t→+∞f

(
t |μ,σ 2, κ−∞, κμ, κ+∞

)
.

For easiness of interpretation, we split and rename the parameters as follows. First, we
single-out κ−∞, and we rename it β to simplify the notation. Unlike the other parameters,
which are related to the response, β is the baseline level, that is, the initial steady-state, and
it is analysed separately. Second, we introduce the logarithmic ratios

η
(
t ′, t

) = log
f (t ′ |μ,σ 2, κ−∞, κμ, κ+∞)

f (t |μ,σ 2, κ−∞, κμ, κ+∞)
.

These quantities are called log-fold changes in computational biology and are usually used to
measure modulations with respect to the baseline level β , and we, therefore, define

(7) η1 = η(μ,−∞) = log
κμ

κ−∞
, η2 = η(μ,+∞) = log

κμ

κ+∞
.

Parameters μ, σ 2, η1, η2 are all related to the characterization of the response to perturba-
tions. In particular, μ and σ 2 characterize the temporal location and duration of the response,
while η1 and η2 determine the typical shape, as highlighted in Table 1. We collect these four
parameters in a single vector that we denote θ to obtain a more compact notation. Exam-
ples of the forms that can be obtained with (5), by changing its parameters, are shown in
Table 1, where we can see that all the standard shapes (constant, increasing/decreasing, peak-
like) are possible. The family of functions (6) can now be reparametrized as f (t |β, θ), with
β = κ−∞ ∈ R

+ and θ = (μ,σ, η1, η2).
Although the family of functions (6) is well defined for all real values of μ, η1, and η2,

and for all positive values of σ 2, certain identifiability and interpretability issues may arise
if some conditions are not met. For example, if μ is smaller than the first observed time t1,
and σ 2 is small (compared to |μ − t1|), function f in the interval [t1, tT ] is indistinguishable
for any arbitrary choice of η1 and η2 from a constant one, which should instead be given
by η1 = η2 = 0 (Table 1). For this reason, identifiability constraints are needed. The main
requirement is that the value of the function (5) at time points t1 and tT should be close in
value to the steady state, that is, β and κ∞, respectively, which means that the most relevant
part of the function graph lies within the observed time window. Hence, we require∣∣f (t1|β, θ) − β

∣∣ < 0.01|κμ − β|, and
∣∣f (tT |β, θ) − κ+∞

∣∣< 0.01|κμ − κ+∞|,
which implies two conditions,

(8) μ − σ
√

−2 log(0.01) > t1, and μ + σ
√

−2 log(0.01) < tT .
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TABLE 1
KR shapes as functions of the log-fold changes, and the names we use to describe these shapes

η1 sign η2 sign Names Shape

0 0 constant

+ + peak-like peak-like+
− – peak-like−

+ 0 monotonic monotonic+ up-c

+ – up-up

0 – c-up

0 + monotonic− c-down

− + down-down

− 0 down-c

The value 0.01, or any other value with comparable magnitude, ensures that the derivative of
our function is almost zero at time t1 and tT (it is ≈ 0.01 in (8)) and then f (t1|β, θ) ≈ β ,
which lets us interpret β as the steady-state at time t1, and f (tT |β, θ) ≈ κ∞, which ensures
a steady-state at the end of the observed window.

The subset of the parameter space, where θ is identifiable and interpretable, is denoted as
D ⊂ R

4 and is defined by the conditions

μ ∈ (t1, tT ), 0 < σ <
min(μ − t1, tT − μ)√−2 log(0.01)

.(9)

3.3. Latent clustering models. For each j ∈ {1,2,3}, we introduce a mixture model,
based on the Dirichlet Process (DP), for the parameter θ j,g . We prefer this option with respect
to making a single mixture model over the parameters {θ j,g}j∈{1,2,3} since, for example, even
though two genes may have a similar rate of synthesis, it is not necessarily true that the other
rates are similar.

For each mixture model, the most natural choice would be to adopt an emission distribution
with support in D. However, this choice is impractical since it is hard to find an easy-to-handle
distribution that fulfils the constraints in (9). Moreover, we are interested in the quantification
of how likely is to have a constant kj,g(t), and we then need that the probability of η1,j,g = 0
is positive and so is that of η2,j,g = 0.

To solve the problem with the domain of the emission distribution, we propose to
reparametrize the model with the working parameters β∗

j,g ∈ R, and θ∗
j,g ∈ R

4, which can
be transformed into the natural parameters (βj,g, θ j,g) ∈ R

+ ×D by

βj,g = expβ∗
j,g,

μj,g = t1 + t2 expμ∗
j,g

1 + expμ∗
j,g

,

σj,g = σmax,j,g expσ ∗
j,g

1 + expσ ∗
j,g

, σmax,j,g = min(μj,g − t1, tT − μj,g)√−2 log(0.01)
.
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Moreover, for the second issue, we have to ensure that a continuous distribution over
(β∗

j,g, θ
∗
j,g) induces a mixed type probability distribution for η1,j,g and η2,j,g , with a con-

tinuous component over R and a point mass at 0. Hence, we define

ηi,j,g =
{

max
(
0, η∗

i,j,g − ξ
)

if η∗
i,j,g > 0,

min
(
0, η∗

i,j,g + ξ
)

otherwise,
i = 1,2.(10)

It should be noted that, if we assume a continuous distribution for η∗
1,j,g , as a result of (10),

the distribution over η1,j,g is continuous over (−∞,0) and (0,∞) and has a point mass at
0 equal to the cumulative distribution of η∗

1,j,g between −ξ and ξ . A similar result holds
for η2,j,g . Therefore, equation (10) defines a spike-and-slab distribution for η1,j,g and η2,j,g

(Ishwaran and Rao (2005)), which has a spike (point mass) at 0 and a slab (continuous dis-
tribution) over R. However, our approach allows us to work with the continuous “latent”
variables η∗

1,j,g and η∗
2,j,g , which makes the implementation of the MCMC easier. It should

also be noted that the posterior probability mass on ηi,j,g = 0 and η2,j,g = 0 depends on their
marginal distributions, for example, if the mean is zero and the variance is small (large), the
mass is close to 1 (negligible). As shown in equation (11), the means and variances of these
distributions are parameters inferred from the model fitting, and more importantly, they are
cluster-dependent. Therefore, also the posterior probability mass on η1,j,g = 0 and η2,j,g = 0
is cluster dependent.

We can now work with the parameters θ∗
j,g and define three mixture models, based on

Gaussian densities over θ∗
1,g , θ∗

2,g and θ∗
3,g ,

(11)

θ∗
j,g|ζ j,zj,g

,�j,zj,g
, zj,g ∼ N(ζ j,zj,g

,�j,zj,g
),

zj,g|π j ∼ Discrete(π j ),

π j |αj ∼ GEM(αj ),

ζ j,k,�j,k ∼ NIW(M, τ, ν,�),

where k ∈ N and NIW() stands for the normal inverse-Wishart distribution, where its first
parameter is the mean of the normal distribution, the second is the scaling factor of the vari-
ance, while the third and fourth parameters are the ones of the inverse-Wisharts. Variable zj,g

is the discrete random variable that represents the label that identifies the component of the
mixture to which the parameters belong. These variables are assumed to come from a dis-
crete distribution, whose probabilities follow a DP defined by the GEM (or stick-breaking)
distribution (Gnedin and Kerov (2001)). Given the allocation variables zj,g , parameters θ∗

j,g

are normally distributed.

3.4. Implementation details. We choose weakly informative priors for all the model pa-
rameters. We set M = 0, τ = 10−10, ν = 6, � = I, and αj ∼ G(0.01,0.01) for the DP com-
ponents of our proposal (11). We choose a gamma distribution G(0.01,0.01) for the vari-
ance parameter λ� and a Normal N(0,10e5) for the scaling factor ρh(t) (equation (1)). A
G(0.01,0.01) is also used as a prior for the initial conditions pg(t1) and mg(t1) (equation
(3)) of the ODE system. We also assume ξ = 10. We use the sampling scheme proposed by
Escobar and West (1995) for the DP hyperparameters αj . To simplify the implementation,
we marginalize with respect to the state probabilities π j and the likelihood parameters (ζ j,k ,
�j,k). The latter is possible due to the normal inverse-Wishart prior. The marginalization al-
lows us the use of the algorithm number 3 of Neal (2000) to perform a global update of the la-
tent allocation variables zj,g and a single step of the “restricted Gibbs sampling split–merge”
of Jain and Neal (2007) (with parameters (15, 1, 0)) to split and merge existing states. Pa-
rameters {θ∗

1,g, β1,g,pg(t1)}, {θ∗
2,g, β2,g,mg(t1)}, and {θ∗

3,g, β3,g} are all sampled separately
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using Metropolis steps with the adaptive proposals of Andrieu and Thoms (2008) (algorithm
number 4), while λ� and ρh(t) are sampled from their full conditionals that are normal distri-
butions. The model is implemented in Julia (Bezanson et al. (2017)). We estimate the model
on a computer cluster of 32 cores, with 1e5 iterations, burn-in 6e4, and thin 20. We check
convergence using split-R̂ statistics (Gelman et al. (2013)) computed on parameters θ∗

j,g , αj ,
λ�, ng(t), mg(t), pg(t) and ρh(t), with 1.05 as threshold. The computations took three days.
In terms of output processing, using the algorithm of Wade and Ghahramani (2018), we find
a representative point estimate of the cluster membership variables zj,g , which we indicate
with ẑj,g . From the model output, it is easy to determine the posterior distribution of the
random variables Wθ ,j , which are the number of clusters for the j th mixture model. The bth
posterior samples of Wθ ,j is defined as the number of unique values assumed by zj,g , across
all g = 1, . . . ,G at iteration b. After model fitting, a posterior sample of the cluster-specific
parameters (ζ j,k , �j,k) are obtained by simulation from their joint full-conditional distribu-
tion, and the algorithm of pivotal-reordering is used to deal with the label-switching problem
(Marin, Mengersen and Robert (2005), Papaspiliopoulos and Roberts (2008)).

3.5. Model validation over simulated datasets. In this section we give a summary of the
primary outcomes of our method when it is applied to three simulated datasets. More details
and several illustrative figures are included in the Supplementary Material (Mastrantonio,
Bibbona and Furlan (2024)). The first two datasets are simulated based on the correct model
with distinct parameter values, and they mainly differ in the amount of variability within
each cluster. On the other hand, the third dataset is created using a different model, and the
data generation process utilizes different KR functions (wherein the parameters maintain the
same interpretation). Moreover, it does not involve any clustering and employs a different
likelihood for the observations. The purpose of this final numerical experiment is to assess
whether our model can still accurately capture the values of the parameters despite a moderate
degree of misspecification. The MCMCs are implemented using the same priors and iterations
applied for the real data application.

The simulation study revealed that our model slightly overestimates the number of clus-
ters predicting additional sets of genes with very small sizes. Indeed, most of the Maximum
A Posteriori (MAP) cluster labels in the first two datasets were accurately assigned; this is
irrelevant for the third dataset, which was generated without any clustering. Concerning the
parameters of the three kinetic rates, the estimates for synthesis and processing exhibit high
accuracy while the degradation rates counterparts result slightly more challenging. Never-
theless, the overall performance remains commendable. Finally, the analyses on the third
dataset, where the interpretation of the parameters remains consistent despite a misspecified
data-generating model, show the remarkable ability of our model to accurately capture the
values of the parameters ηi,j,g , μj,g , and βj,g . However, the efficiency of estimating the σj,g

parameters is reduced.

4. Real data application. In this section we present the results of the application of
our method to the Myc induction dataset. We explain how the model output can offer useful
statistics to interpret the results, and we discuss the main biological insights provided by our
approach.

4.1. Output description and interpretation. To assess the ability of our model to describe
the data, we randomly selected 450 genes that were not used in the model fitting process. Af-
ter model fitting we drew samples from their predictive posterior distributions using standard
MCMC machinery.
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FIG. 4. Scatterplot that shows the observed log(y�,g,h(t)) (x-axis) in the hold-out set and the posterior means
(y-axis) of the associated posterior samples obtained in a model where log(y�,g,h(t)) was not used in the model
fitting.

Figure 4 shows a set of scatterplots comparing the logarithm of the observed data of the
450 hold-out samples and the associated posterior means of logY�,j,h(t) (y-axis). The fig-
ure indicates that our proposal effectively summarizes the experimental data. All subsequent
analyses in this section are based on an MCMC algorithm implemented using the complete
dataset.

Table 2 and Figures 5 to 8 facilitate the discussion of the results in the following para-
graphs. Figure 5 depicts the posterior distribution of the variable Wθ ,j for each mixture
model. By examining the unique values of ẑj,g , we have identified 14 clusters for θ∗

1,·, nine
clusters for θ∗

2,·, and 11 clusters for θ∗
3,·. The numbers of associated genes for each cluster are

(1252, 1064, 953, 546, 285, 186, 160, 147, 100, 92, 53, 31, 24, 4) for θ∗
1,·, (3824, 528, 187,

113, 107, 97, 21, 15, 5) for θ∗
2,·, and (3291, 1024, 303, 84, 47, 42, 41, 26, 20, 14, 5) for θ∗

3,·:
clusters are ordered in decreasing value of associated genes.

To facilitate the discussion of the results, we grouped the possible shapes of the KRs
into three categories: constant, peak+ or monotonic+, and peak− or monotonic−. Then we
assigned to each KR a characteristic shape, which is the shape that has the largest posterior
probability. This was easily done since the possible shapes are defined by the signs of η1,j,g

and η2,j,g , and whether they are zeros. The proportions of the characteristic shapes for each
KR are shown in Table 2. We have also aimed to describe the KRs associated with each cluster
in the form of log-fold changes. To achieve this, we sampled from the predictive distributions
of new sets of parameters (θ∗

1,·, θ∗
2,·, θ∗

3,·) for a given cluster value w. Each sample was then
used to compute the log-fold changes at each observed time point, and the posterior means
along with 95% credible intervals (CI) are depicted in Figures 6, 7, and 8. To facilitate the
discussion, we decided to present this information only for clusters with at least 50 associated
genes, based on the unique value of ẑj,g .

TABLE 2
For each function kj,·(·), the table shows the fraction of “constant” functions, decreasing monotonic, or

peak-like functions (“monotonic− or peak−”), and increasing monotonic or peak-like functions (“monotonic+
or peak+”) estimated by the model

Constant Peak+ or monotonic+ Peak− or monotonic−
k1,·(·) 0.320 0.297 0.382
k2,·(·) 0.88 0.0161 0.100
k3,·(·) 0.605 0.109 0.285
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FIG. 5. Posterior distribution of the number of clusters for each of the three mixture models.

Transcriptional responses. Our results reveal a widespread modulation of the rate of syn-
thesis in response to Myc activation involving 68% of the genes (Table 2). This regulation is
characterized by a remarkable complexity, with both transcriptionally activated and repressed
genes (30% and 38% of the regulated genes, respectively—Table 2) variable in terms of re-
sponse timing (clusters averages between 10 minutes and eight hours—Figure 6) and shape
(both monotonic and peak-like functions involved—Figure 6). This heterogeneity results in
a set of four clusters accounting for more than 500 elements each.

FIG. 6. Synthesis-plot of the posterior distribution of the mean log-fold changes, that is, log-fold changes com-
puted with ζ j,·. The shaded area represents the 95% CI, while the solid line is the median.
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FIG. 7. Processing-plot of the posterior distribution of the mean log-fold changes, that is, log-fold changes
computed with ζ j,·. The shaded area represents the 95% CI, while the solid line is the median.

In order to support the discussion, we performed enrichment analyses based on Gene On-
tology (GO) annotations (Ashburner et al. (2000), Dessimoz and Škunca (2017), The Gene
Ontology Consortium (2019)) for each set of genes. Briefly, Gene Ontology is a powerful
framework in bioinformatics that provides a curated annotation of genes based on their in-
volvement in various biological activities using a standardized and controlled vocabulary. The
enrichment analysis is a statistical method, usually based on a hypergeometric test, which
leverages Gene Ontology annotations to uncover terms significantly overrepresented within
a given set of genes compared to a larger background. These analyses were performed using
the Bioconductor R-package clusterProfiler (Yu et al. (2012)).

Cluster 1 is composed of 1252 induced genes which could be direct Myc targets respond-
ing to the activity of the transcription factor. Interestingly, they are enriched for transcriptional
units involved in splicing regulation and ribosome biology (Figure S1). This observation is
reasonable since Myc transcriptional activity requires adequate support from the splicing and
translational machinery (Hsu et al. (2015), Ruggero (2009), Stine et al. (2015)). In contrast,
cluster 2 accounts for 1064 down-regulated genes, which may be indirectly modulated by
Myc, either through precise transcriptional feedback loops or, more in general, due to the
concentration of cellular resources required for transcription toward Myc’s targets. Notably,

FIG. 8. Degradation-plot of the posterior distribution of the mean log-fold changes, that is, log-fold changes
computed with ζ j,·. The shaded area represents the 95% CI, while the solid line is the median.



3480 G. MASTRANTONIO, E. BIBBONA AND M. FURLAN

this set of genes is enriched in several cancer-related hallmarks, such as cell adhesion, migra-
tion, and differentiation (Figure S2). Cluster 3 is composed of 954 genes which display a mild
slowdown of their synthesis around hours followed by a small increase in the rate. Again, this
peak-like modulation could represent an indirect consequence of the transcriptional activation
of Myc targets which negatively impacts the synthesis of other genes. Cluster 4, while not
showing any specific enrichment, is intriguing since it comprises 546 early-induced genes,
potentially further involved in direct Myc responses. Finally, all the other clusters are gen-
erally smaller (22% of the genes) and characterized by weaker and later responses, which
probably represent indirect adaptations of the cell.

Post-transcriptional responses. The post-transcriptional rates of processing and degrada-
tion show weaker and simpler responses involving smaller fractions of the genes, 12% and
39.5%, respectively. For both these rates, we observe a global down-regulation which sug-
gests a decrease of the splicing efficiency, in line with the aforementioned Myc-driven tran-
scriptional stress, and a stabilization of the transcripts, which is reasonable to induce gene
expression levels. Interestingly, the processing rate cluster 2 accounts for 528 genes initially
downregulated and later restored in the second part of the time course. These transcriptional
units are enriched in the same terms pointing to ribosome biology found in the first synthesis
rate cluster, further suggesting the relevance of this process in Myc biology (Figure S4) (Rug-
gero (2009), Stine et al. (2015)). Noticeably, this diffused modulation of post-transcriptional
rates in support of the primary transcriptional response is largely missed by INSPEcT which
models the expression profiles through a stronger regulation of the rate of synthesis (Figure
S5).

Clustering a posteriori. We also applied, independently for each KR, a hierarchical cluster-
ing method with Ward-type distance (Murtagh and Legendre (2014)) to INSPEcT’s log-fold
changes, and we selected the optimum cluster number through silhouette index optimization
between 1 and 150 (Dudek (2020)). For the rate of synthesis the procedure resulted in the
subdivision of the genes as down- and up-regulated with two macro-clusters of 3078 and
1819 elements, respectively (see Supplementary Material section Clustering on the INSPEcT
KRs). On the other hand, for both the post-transcriptional rates, the procedure grouped the
large majority of the genes in a single cluster (71% and 80% for processing and degradation
rates, respectively), while the remaining elements were spread across 149 clusters always
smaller than 50 elements (median size of seven and five genes for processing and degrada-
tion rates, respectively). These results, which provide a poorer description of KRs modula-
tions compared to the one obtained through our approach, suggest that clustering kinetic rates
a posteriori represents a nontrivial task and further demonstrate the relevance of our inference
framework, which natively incorporates this feature.

4.2. Comparison of the multiple inference methods. To validate the inference perfor-
mance of our method (M1), we compared it against both INSPEcT (M3) and a simplified
Bayesian framework (M2) that assumes zj,g = 1 for all j and g (i.e., the mixture has a single
component). We evaluated the approaches by means of the CRPS, which is the mean square
error between the predicted and empirical cumulative distribution functions,

CRPS(y) =
∫ ∞
−∞

[
F(x) − 1(y − x)

]2
dx,

where F(·) is the data distribution and 1 is the Heaviside step-function. The CRPS is a
widely used metric that can be applied to compare both Bayesian and frequentist models. To
compute the CRPSs, we used the same dataset with the 450 hold-out samples of Section 4.1,
and the posterior samples from the predictive distribution of the two Bayesian models are
used to estimate the CRPS, while a closed form expression can be used for INSPEcT, due
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TABLE 3
The table shows the mean CRPS computed on the 450 hold-out data for the proposed model (M1), the proposed

model without clustering (M2) and INSPEcT (M3)

Premature Mature Nascent

M1 0.150 0.056 0.090
M2 0.151 0.070 0.120
M3 0.153 1.036 0.375

to the assumption on normality of the data in logarithm scale (Gneiting et al. (2005)). The
CRPS results are presented in Table 3. The table shows that the CRPS for the premature
RNA are quite similar, while the other two groups, especially the mature RNA, show a large
difference between INSPEcT and the two Bayesian models. Moreover, for all three variables,
our proposal is preferable to M2.

Noticeably, this increase in performance results also in a rise of the computational time
required to fit the model. Indeed, our procedure requires three days to be completed, while,
according to the data presented in the Supplementary Figure 1 of Furlan et al. (2020), IN-
SPEcT could process the same dataset in less than nine hours. However, we believe this
additional computational time represents an acceptable drawback, given the higher inference
quality, especially because this type of analysis is meant to be performed once for each col-
lected dataset.

5. Final remarks. Motivated by a real data application, we propose a Bayesian approach
for the analysis of RNA expression levels. In our framework the experimental data are hy-
pothesized to be noisy observations of a true process, which is the solution of a system of
ODEs. We assume that the ODEs are a function of time- and gene-dependent KRs, which
are the main object of inference since they characterize the RNA life cycle and provide im-
portant insights into the analysis of gene expression levels. The temporal evolution of KRs is
encoded with a new single-family of functions, defined by only five parameters, that can eas-
ily be interpreted from the biological perspective (i.e., initial value, relative log-fold changes,
and temporal location and duration of the response). The parameters are divided into two
groups, according to their role in defining either the initial value of the KR or its temporal
modulation. A mixture model, based on the DP is defined for both of them and for each KR.
This allows us to find sets of genes with similar KR shapes or steady-state values to guide
the inference. This approach is conceptually based on the well established co-regulation of
genes, which a cell often exploits to coordinate the expression level of multiple transcripts
required to operate a specific task. Therefore, the idea of including a clustering step in the
inference process is not only biologically robust but also provides valuable information.

The results obtained with the proposed method are biologically relevant. The enrichment
analysis of the clusters results in sets of terms that are meaningful in the Myc biology con-
text and which are in conceptual agreement with the shape of the responses. This is par-
ticularly true for the synthesis rate, which is the most informative regulatory layer in this
system. Moreover, our framework manages to identify a remarkable fraction of genes as
post-transcriptionally regulated, thus pointing to weak indirect secondary responses.

Our approach represents a new asset for the community, which we foresee could have
extensive application in the coming years for analysing both published (Rabani et al. (2011,
2014), Davari et al. (2017), Li et al. (2017), Michel et al. (2017), Wachutka et al. (2019), Tan
et al. (2020), Choi et al. (2021), Bandiera et al. (2021)) and novel datasets. In the next few
years, we expect a raise in the number of studies relying on the temporal profiling of nascent
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and total RNA to investigate transcriptional programs. Indeed, this approach is currently the
sole method to obtain a comprehensive genome-wide view of temporal modulations in RNA
life-cycle kinetic rates, and its application has been limited mainly by sequencing expense
(metabolic labelling can be performed with commercial kits and protocols with a reasonable
effort). Fortunately, these costs have been steadily decreasing since 2001, suggesting that
this issue will be eventually overcome allowing a larger application of this approach and,
consequently, of our inference framework.
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