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Abstract

We consider a reaction-diffusion equation of the type

∂tψ = ∂2
xψ + V (ψ) + λσ(ψ)Ẇ on (0 ,∞)× T,

subject to a “nice” initial value and periodic boundary, where T = [−1 , 1] and Ẇ

denotes space-time white noise. The reaction term V : R → R belongs to a large
family of functions that includes Fisher–KPP nonlinearities [V (x) = x(1− x)] as well
as Allen-Cahn potentials [V (x) = x(1 − x)(1 + x)], the multiplicative nonlinearity
σ : R→ R is non random and Lipschitz continuous, and λ > 0 is a non-random number
that measures the strength of the effect of the noise Ẇ .

The principal finding of this paper is that: (i) When λ is sufficiently large, the above
equation has a unique invariant measure; and (ii) When λ is sufficiently small, the
collection of all invariant measures is a non-trivial line segment, in particular infinite.
This proves an earlier prediction of Zimmerman et al. (2000). Our methods also say a
great deal about the structure of these invariant measures.
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1 Introduction

Let Ẇ = {Ẇ (t , x)}t>0,x∈[−1,1] denote a space-time white noise on R+ × T where

T := [−1 , 1].

That is, Ẇ is a centered, generalized Gaussian random field with covariance measure

Cov[Ẇ (t , x) , Ẇ (s , y)] = δ0(t− s)δ0(x− y) for all s, t > 0 and x, y ∈ T.

The principal goal of this paper is to study the large-time behavior of the stochastic
reaction-diffusion equation,

∂tψ(t , x) = ∂2
xψ(t , x) + V (ψ(t , x)) + λσ(ψ(t , x))Ẇ (t , x), (1.1)
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Stochastic reaction-diffusion equations

for (t , x) ∈ (0 ,∞)× T, with periodic boundary conditions ψ(t ,−1) = ψ(t , 1) for all t > 0,
and a nice initial profile ψ0 : T → [0 ,∞). The functions σ and V are non-random, and
fairly regular, and λ > 0 is a non-random quantity that represents the strength of the
noise Ẇ .

We will discuss the technical details about σ, ψ0, V , . . . in the next section. For now,
we mention only that permissible choices of V include Fisher–KPP type non linearities
[V (z) = z(1− z)] as well as Allen-Cahn type potentials [V (z) = z(1− z)(1 + z)].

Note that, informally, if we think of the semigroup Pt generated by the solution
ψt := ψ(t, ·) as a map from probability measures to probability measures, then an
invariant measure for (1.1) is a probability measure which is a fixed point for the
semigroup Pt, for all t > 0; or equivalently the distributions of φt for all t > 0 are
unchanged if we run the process initially with the invariant measure, (see Section 4.4
for the precise definition of the invariant measure).

The main findings of this paper can be summarized as follows.

Informal Theorem. Under nice regularity conditions on σ, V , and ψ0:
1. (1.1) is well posed;
2. (1.1) has an invariant probability measure µ0;
3. [High-noise regime] There exists a non-random number λ1 > 0 such that the only

invariant probability measure of (1.1) is µ0 when λ > λ1; and
4. [Low-noise regime] There exists a non-random number λ0 > 0 such that if λ <

λ0, then (1.1) has infinitely-many invariant measures. Moreover, there exists a
probability measure µ1 – singular with respect to µ0 – such that the line segment

IM := {(1− a)µ0 + aµ1 : 0 6 a 6 1} (1.2)

coincides with all invariant probability measures of (1.1).

In their rigorous forms – see Theorem 2.4 below – assertions 3 and 4 together verify
a corrected version of earlier predictions of Zimmerman et al. (2000), deduced originally
via experiments and computer simulations. Equally significantly, our proof of the rigorous
form of Item 4 clearly “explains” why there is a phase transition in the low-noise regime.

We conclude the Introduction by setting forth some notation that will be used through-
out the paper.

We will often write ψ(t) in place of the mapping x 7→ ψ(t , x); we do likewise for other
functions that may depend on extra parameters.

We always write 1G for the indicator function of any and every set G. That is, 1G(z)

is equal to one if z ∈ G and 1G(z) = 0 otherwise. When G is an event in our underlying
probability space (Ω ,F ,P), we follow common practice and omit the variable z ∈ Ω in
the expression 1G(z).

For any Banach space X, we let C(X) denote the space of all continuous functions
f : X→ R. The space C(X) is always a Banach space endowed with the supremum norm,

‖f‖C(X) := sup
x∈X
|f(x)|.

We always write C>0(X) for the cone of non-negative elements of C(X) and C>0(X) for
the cone of strictly positive elements of C(X), i.e., f(x) > 0 for all x ∈ T; Cb(X) denotes
the bounded elements of C(X). The space Cb(X) is always endowed with the topology of
pointwise convergence. That is, we endow Cb(X) ⊂ RX with relative topology, where RX

is given the discrete topology. By C(X ; Y) we mean the space of all continuous function
on the Banach space X that take value in the Banach space Y. We always topologize
C(X ; Y) using the norm defined by

‖f‖C(X;Y) := sup
x∈X
‖f(x)‖Y.
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In particular, C(X ; R) = C(X).

We topologize T = [−1 , 1] so that it is the one-dimensional torus. That is, T is always
endowed with addition mod 2, and ±1 are identified with one another using the usual
quotient topology on T. Let us emphasize in particular that

lim
x→±1

f(x) = f(1) = f(−1) for every f ∈ C(T).

The Haar measure on T is always normalized to have total mass 2, and its infinitesimal is
denoted by symbols such as dx,dy, . . . in the context of Lebesgue integration.

For every α ∈ (0 , 1), let Cα(T) denote the collection of all f ∈ C(T) that satisfy
‖f‖Cα(T) <∞, where1

‖f‖Cα(T) := ‖f‖C(T) + sup
x,y∈T
x 6=y

|f(y)− f(x)|
|y − x|α

.

Thus, f ∈ Cα(T) iff f is Hölder continuous with index α. In keeping with previous
notation, Cα>0(T) denotes the cone of all non-negative elements of Cα(T).

The Lk(Ω)-norm of a random variable Z ∈ Lk(Ω) is denoted by ‖Z‖k := {E(|Z|k)}1/k
for all 1 6 k <∞.

We let F := {Ft}t>0 designate the “Brownian filtration.” That is, for all t > 0, Ft

denotes the sub σ-algebra of F that is generated by all Wiener integrals of the form∫
(0,t)×T

f(x)W (dsdx),

as f ranges over L2(T). By augmenting F if need be, we may – and always will – assume
that the filtration F satisfies the “usual conditions” of stochastic integration theory. That
is,

Ft =
⋂
s>t

Fs,

and Ft is complete for all t > 0. We will require the “usual conditions” (see e.g. Karatzas
and Shreve, 1991, Definition 1.2.25)) because, as is well known (and not hard to prove),
they ensure that the first hitting time of a closed set by a continuous, F -adapted
stochastic process is measurable.2

Finally, let us introduce two special elements 0,1 ∈ C>0(T) as follows:

0(x) := 0 and 1(x) := 1 for all x ∈ T. (1.3)

Thus, in particular, δ0 and δ1 denote the probability measures on C>0(T) that put respec-
tive point masses on the constant functions 0 and 1. The measures δ0 and δ0 should not
be mistaken for one another; the former is a probability measure on R and the latter is a
probability measure on C>0(T). Similar remarks apply to δ1 and δ1.

Throughout we assume that the underlying probability space is complete.

1Some authors use instead the norm defined by

|f |Cα(T) := |f(0)|+ sup
x,y∈T
x6=y

|f(y)− f(x)|
|y − x|α

.

The two norms are equivalent, since |f |Cα(T) 6 ‖f‖Cα(T) 6 2α|f |Cα(T).
2A much deeper theorem of Hunt (1957) extends this to cover the first hitting time of any Borel, and even

analytic, set. We will not need that extension in the sequel.
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2 The main results

In this section we introduce two theorems that make rigorous the Informal Theorem
of §1. First, let us observe that the SPDE (1.1) is stated in terms of three functions σ
(the “diffusion coefficient”), V (the “potential”), and ψ0 (the “initial profile”) which have
not yet been described. Thus, we begin with a precise description of those functions.

2.1 Hypotheses on the diffusion coefficient

Throughout this paper, we choose and fix a globally Lipschitz continuous function
σ : R→ R such that

σ(0) = 0.

Let us define

Lσ := inf
a∈R\{0}

∣∣∣∣σ(a)

a

∣∣∣∣ , Lipσ := sup
a,b∈R:
a 6=b

∣∣∣∣σ(b)− σ(a)

b− a

∣∣∣∣ . (2.1)

Evidently, 0 6 Lσ 6 Lipσ, and

Lσ|a| 6 |σ(a)| 6 Lipσ|a| for all a ∈ R.

Because σ is Lipschitz continuous, it follows that Lipσ <∞. We frequently assume that
the first inequality does too. That is, we often suppose in addition that Lσ > 0. We will
make explicit mention whenever this assumption is in place.

2.2 Hypotheses on the potential

Throughout the paper we are concerned with potentials V of the form,

V (x) = x− F (x) for all x ∈ R,

where F : R+ → R+ is assumed to satisfy the following conditions:

(F1) F ∈ C2(R+), F (0) = 0, F ′ > 0;
(F2) lim supx↓0 F

′(x) < 1 and limx→∞ F ′(x) =∞; and
(F3) There exists a real number m0 > 1 such that F (x) = O(xm0) as x→∞.

Examples are Allen-Cahn type potentials [F (x) = x3], as well as Fisher-KPP type
nonlinearities [F (x) = x2].

We make references to V (x) and x−F (x) interchangeably throughout. We also make
references to the following elementary properties of the function F without explicit
mention.

Lemma 2.1. V and F are locally Lipschitz and satisfy the following technical conditions:

1. lim supx↓0(F (x)/x) < 1;
2. limx↑∞(F (x)/x) =∞;
3. supx>0 V (x) <∞; and
4. limN→∞ infN6x<y6N+1{F (y)− F (x)}/(y − x) =∞.

Proof. V and F are locally Lipschitz because F ′ is continuous. Thanks to (F2), we can
find r0 > 0 such that sup(0,r0) F

′ < 1. Apply the fundamental theorem of calculus to
deduce part 1 from (F1), and that

F (x)

x
=

1

x

∫ x

0

F ′(a) da >
1

x

∫ x

x/2

F ′(a) da >
1

2
inf

a>x/2
F ′(a) for all x > 0.
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Let x→∞ and appeal to (F2) to arrive at part 2. Part 3 follows immediately from part 2
and the continuity, hence local boundedness, of the function V . Finally, we may observe
that whenever N 6 x < y 6 N + 1,

F (y)− F (x)

y − x
> inf
x6z6y

F ′(z) > inf
N6z6N+1

F ′(z)→∞ as N →∞,

thanks to mean value theorem and (F2). This concludes our demonstration.

Remark 2.2. The astute reader might have noticed that Lemma 2.1 requires only that
F satisfies (F1) and (F2). Condition (F3) will be used later on in Lemma 4.5 in order to
establish quantitative, global-in-time, spatial continuity bounds for the solution to our
SPDE (1.1).

2.3 Hypothesis on the initial profile

Throughout, we assume that
ψ0 ∈ C>0(T),

and ψ0 is non random. This assumption is used everywhere in the paper and so we
assume it here and throughout without explicit mention. We frequently will assume
additionally that ψ0 6= 0 (0 was defined in (1.3)); equivalently, that ψ0 > 0 on an open ball
in T. This assumption will be made explicitly every time it is needed.

2.4 The main results

We do not expect the solution ψ to the SPDE (1.1) to be differentiable in either
variable. Therefore, (1.1) must be interpreted in the generalized sense; see Walsh
(1986). From now on, we regard the SPDE (1.1) as shorthand for its mild – or integral –
formulation which can be written as follows:

ψ(t , x) = (Ptψ0)(x) +

∫
(0,t)×T

pt−s(x , y)V (ψ(s , y)) dsdy

+ λ

∫
(0,t)×T

pt−s(x , y)σ(ψ(s , y))W (dsdy);

(2.2)

where the function p denotes the heat kernel for the operator ∂t − ∂2
x on (0 ,∞)× T with

periodic boundary conditions, and {Pt}t>0 denotes the associated heat semigroup. That
is,

pt(x , y) =
1√
4πt

∞∑
k=−∞

exp

{
− (x− y + 2k)2

4t

}
for all t > 0 and x, y ∈ T, (2.3)

and

P0f = f and (Ptf)(x) =

∫
T
pt(x , y)f(y) dy,

for all (t , x) ∈ (0 ,∞)× T and for every f ∈ C(T) (say).
The first of our two main theorems is a standard existence and uniqueness theorem.

Theorem 2.3. The random integral equation (2.2) has a predictable random-field solu-
tion ψ = {ψ(t , x)}t∈R+,x∈T [in the strong sense] that is unique among all solutions that
are a.s. in C>0(R+ × T). Moreover, ψ(t) ∈ Cα>0(T) a.s. for every t > 0 and α ∈ (0 , 1/2). If
in addition ψ0 6= 0, then ψ(t , x) > 0 for all (t , x) ∈ (0 ,∞)× T a.s.

The second result of this paper describes the invariant measure(s) of the solution
to (1.1). This is a meaningful undertaking since, as we shall see in Proposition 4.13
below, the infinite-dimensional stochastic process {ψ(t)}t>0 is a Feller process.
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Recall the function 0 from (1.3), and recall also that δ0 denotes point mass on 0.
Because σ(0) = 0, it is easy to see that if we replaced the initial profile ψ0 with the initial
profile 0, then the solution ψ would be identically zero. This is basically another way
to say that δ0 is always an invariant measure for (1.1). The next theorem explores the
question of uniqueness for this invariant measure [“phase transition” refers to the lack
of uniqueness of an invariant measure in this context].

Theorem 2.4. If Lσ > 0, then there exist λ1 > λ0 > 0 such that the following are valid
independently of the choice of the initial profile ψ0 ∈ C>0(T) \ {0}:

1. If λ ∈ (0 , λ0), then:
(a) There exists a unique probability measure µ+ on C>0(T) that is invariant

for (1.1) and µ+{0} = 0. Moreover, µ+ charges C>0(T);
(b) (Ergodic decomposition). The set of all probability measures on C>0(T) that

are invariant for (1.1) is the collection IM [see (1.2)] of all convex combina-
tions of µ1 := µ+ and µ0 := δ0;

(c) For every α ∈ (0 , 1/2), µ+ is a probability measure on Cα>0(T) and∫
‖ω‖kCα(T) µ+(dω) <∞ for every real number k > 2. (2.4)

(d) (Ergodic theorem). µ+(•) = limT→∞ T−1
∫ T

0
P{ψ(t) ∈ •} dt, where conver-

gence holds in total variation; and
2. If λ > λ1, then δ0 is the only invariant measure for (1.1), and almost surely,

limt→∞ ψ(t) = 0 in C(T). In fact, lim supt→∞ t−1 log ‖ψ(t)‖C(T) < 0 a.s.

Remark 2.5. As a by-product of our a priori estimates, we shall prove that (2.4) can
sometimes be improved upon. For instance, if there exists ν > 0 such that F (x) = x1+ν

for all x > 0, then it follows from Example 4.7 below [see also Example 4.4] that for
every α ∈ (0 , 1/2) there exists a real number q > 0 such that∫

exp
(
q‖ω‖ν/2(1+ν)

Cα(T)

)
µ+(dω) <∞.

Among others, this remark applies to the Fisher-KPP (ν = 1) and the Allen-Cahn (ν = 2)
SPDEs.

Some of the content of Theorem 2.4 was predicted earlier by Zimmerman et al. (2000).
One might ask the following open question.

Open Problem. Does there exist a unique number λc ∈ [λ0 , λ1] such that (1.1) has a
unique invariant measure when λ > λc and infinitely-many invariant measures when
0 < λ < λc?

A standard method for proving that critical exponents exist in interacting particle
systems is to establish a suitable monotonicity property and use comparison arguments.
Since ψ is not monotone in λ, comparison arguments are likely to not help with this
problem. In this context, we hasten to add that we have also found no mention of this
problem in the work of Zimmerman et al. (2000).

Part (c) of Theorem 2.4 and Remark 2.5 contain information about the non-trivial
extremum µ+ of the collection IM of all invariant measures of (1.1) when λ is small.
More detailed information is presented in §10. For example, we prove that µ+(C1/2(T)) =

0 under a mild additional constraint (10.1) on the nonlinearity F . This complements part
(c) of Theorem 2.4, as the latter implies that µ+(Cα(T)) = 1 for every α ∈ (0 , 1/2). It is
also proved in §10 that the typical function in the support of µ+ doubles the Hausdorff
dimension of every non-random set in the same way as Brownian motion (McKean, 1955).

Let us conclude this section by mentioning that we will prove Theorem 2.3 in Section 3.
Theorem 2.4 and Remark 2.5 are proved in Section 9, and the intervening five sections
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are devoted to developing the requisite technical results that support the argument of
Section 9. A few additional technical results are included in the appendices.

3 Proof of Theorem 2.3

One of the first goals of this section is to establish the well-posedness of the SPDE (1.1)
subject to periodic boundary, and non-random initial value ψ(0) = ψ0 ∈ C>0(T).

For the duration of the proof we will choose and fix a number α ∈ (0 , 1/2), and
assume that

λ = 1.

This assumption can be made without incurring any loss in generality. For otherwise we
can replace σ by σ̄ := λσ and observe that σ̄ too is Lipschitz continuous and vanishes at
the origin.

Standard well-posedness theory for SPDE requires Lipschitz continuous coefficients,
but the diffusion term V is not Lipschitz. Thus, we will truncate V and take the limit as
we remove the truncation. To that end, let us define for all integers N > 1 a function
VN : R→ R as follows:

VN (w) :=


0 if w 6 0,

V (w) if 0 < w < N,

V (N) if w > N.

(3.1)

Every VN is a bounded and Lipschitz continuous function. Standard results (see
Walsh, 1986, Chapter 3) ensure that for each integer N > 1 there exists a unique
continuous random field ψN that solves the SPDE,

∂tψN (t , x) = ∂2
xψN (t , x) + VN (ψN (t , x)) + σ (ψN (t , x)) Ẇ (t , x), (3.2)

for (t , x) ∈ (0 ,∞) × T, and subject to periodic boundary conditions with ψN,0(x) =

ψN (0 , x) = ψ0(x) for all x ∈ T. To be precise, ψN is the unique strong solution to the
following mild formulation of (3.2) [compare with (2.2)]:

ψN (t , x) = (Ptψ0)(x) +

∫
(0,t)×T

pt−s(x , y)VN (ψN (s , y)) dsdy

+

∫
(0,t)×T

pt−s(x , y)σ(ψN (s , y))W (dsdy).

(3.3)

where, as in (2.2) and (2.3), p denotes the heat kernel and {Pt}t>0 the corresponding
heat semigroup. Note that ψN ’s are the strong solutions, so they all lie on the same
probability space. We pause to mention a technical aside: The standard literature on
SPDE does not treat T as the torus, rather as an interval in R with the periodic boundary
condition. Therefore, “continuity” in that setting does not quite mean what it does in
the present setting. For this reason, we complete the above picture by claiming, and
subsequently proving, that (t , x) 7→ ψN (t , x) is indeed a.s. continuous in the present
sense for every N > 1. Because of the Kolmogorov continuity theorem, this claim follows
as soon as we prove that ψN (t , 1) = ψN (t ,−1) a.s. for every t > 0 and N ∈ N. But this
follows immediately from (3.3) and the elementary fact that pt(x , y) = pt(x + 2 , y) for
every x, y ∈ T, where we recall addition in T is always addition mod 2. We return to the
bulk of the argument.

Because VN (0) = 0, σ(0) = 0, and ψ0 > 0, the comparison theorem for SPDEs
(Lemma 3.3) tells us that with probability one,

ψN (t , x) > 0 for all t > 0, x ∈ T, and N > 1. (3.4)
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Next, let us observe that the VN ’s have the following consistency property: VN (x) =

VN+1(x) for all x ∈ [0 , N ]. Furthermore, Part 4 of Lemma 2.1 ensures that there exists a
non-random integer N0 > 1 such that

VN (x) > VN+1(x) for all x ∈ R and all N > N0.

Thus, a second appeal to the comparison theorem for SPDEs (Lemma 3.3) yields the
following a.s bound:

ψN (t , x) > ψN+1(t , x) for all t > 0, x ∈ T, and all N > N0.

In particular,
ψ(t , x) := lim

N→∞
ψN (t , x)

exists for all t > 0 and x ∈ T off a single P-null set. Since the infinite-dimensional process
t 7→ ψN (t) is progressively measurable with respect to the underlying Brownian filtration
F := {Ft}t>0, so is the random process t 7→ ψ(t).

Define
TN := inf

{
t > 0 : ‖ψN (t)‖C(T) > N

}
for all N ∈ N,

where inf ∅ := ∞. Since {f ∈ C(T) : ‖f‖C(T) > N} is closed for every N ∈ N, and
because F satisfies the “usual conditions” of stochastic integration theory, every TN is
an F -stopping time. The uniqueness assertion for each ψN , and elementary properties
of the Walsh stochastic integral (Walsh, 1986), together imply that

ψN (t) = ψN+1(t) for all t ∈ [0 , TN ),

almost surely for all large N . We can iterate this to see that ψN (t) = ψN+M (t) for all
t ∈ [0 , TN ) a.s. for all large N and M > 1. Let M →∞ to find that

ψ(t) = ψN (t) for all t ∈ [0 , TN ),

almost surely for every N > 1. Because ψN is a.s. continuous, it follows that TN can also
be realized as the first time t > 0 that ‖ψ(t)‖C(T) > N . In particular, TN 6 TN+1 a.s. for
all N > 1 and hence,

T∞ := lim
N→∞

TN exists a.s.

Moreover, it is immediate that ψ is almost surely continuous on (0 , T∞)× T a.s.

Proposition 3.1. T∞ = limN→∞ TN =∞ a.s. Therefore, ψ ∈ C>0(R+ × T) a.s.

Proof. Since ψN > 0 a.s. [see (3.4)] and VN (w) 6 w for all w > 0, the comparison
theorem for SPDEs (Lemma 3.3) ensures that 0 6 ψN (t , x) 6 u(t , x) for all t > 0 and
x ∈ T, where u denotes the unique, continuous mild solution to the SPDE,

∂tu(t , x) = ∂2
xu(t , x) + u(t , x) + σ(u(t , x))Ẇ (t , x),

for t > 0 and x ∈ T, subject to periodic boundary conditions and initial profile u(0) =

supx∈T ψ0(x). See Walsh (1986).
Define

g(t , w) := e−tσ
(
etw
)

for all t > 0 and w ∈ R.

It is easy to see that we may write u(t , x) = etU(t , x), where U denotes the unique,
continuous mild solution to the SPDE,

∂tU(t , x) = ∂2
xU(t , x) + g(t , U(t , x))Ẇ (t , x),

for t > 0 and x ∈ T, subject to same boundary and initial values as u was. This elementary
fact holds because:
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1. The fundamental solution to the linear operator ϕ 7→ ∂tϕ− ∂2
xϕ− ϕ is exp(t) times

the fundamental solution to the heat operator ϕ 7→ ∂tϕ− ∂2
xϕ; and

2. |g(t , w)− g(t , z)| 6 Lipσ|w − z| uniformly for all t > 0 and w, z ∈ R. Therefore, we
can apply standard methods from SPDEs to establish the said results about the
random field U ; see Walsh (1986, Chapter 3).

Because u and U are also nonnegative a.s., we can combine the preceding comparison
arguments in order to see that

sup
N∈N

E

(
sup
t∈[0,T ]

‖ψN (t)‖kC(T)

)
6 ekTE

(
sup
t∈[0,T ]

‖U(t)‖kC(T)

)
, (3.5)

for all real numbers k > 2 and T > 0.
Now the proof of Proposition 4.1 in Khoshnevisan et al. (2020) can easily be repur-

posed in order to show that there exist real numbers D1, D2 > 0 (depending only on Lipσ
and ‖ψ0‖C(T)) such that

E
(
|U(t , x)|k

)
6 Dk

1 exp{D2k
3t},

uniformly for all x ∈ T and t > 0. Also, standard methods (see Khoshnevisan et al., 2020,
Remark 4.3) can be employed to show that

sup
x,y∈T

06s,t6T
(t,x)6=(s,y)

∥∥∥∥ |U(t , x)− U(s , y)|
|x− y|1/2 + |s− t|1/4

∥∥∥∥
k

<∞ for every T > 0 and k > 2. (3.6)

We may take the supremum over all s, t ∈ [0 , T ] (and not s, t ∈ [t0 , T ]) because we are
not maximizing over an auxiliary parameter λ in the present setting. In any case, we
may combine the preceding in order to deduce that

sup
t∈[0,T ]

‖U(t)‖C(T) ∈ Lk(Ω) for every k > 2 and T > 0. (3.7)

This, Chebyshev inequality, and (3.5) in turn imply that

P {TN 6 T} = P

{
sup
t∈[0,T ]

‖ψN (t)‖C(T) > N

}
= O(N−k) as N →∞, (3.8)

which is more than good enough to complete the proof, since we have demonstrated
already that ψN ∈ C>0(T) a.s. and ψ = ψN a.s. on [0 , TN )× T for every N ∈ N.

We can now return to the proof of Theorem 2.3 and establish that the continuous,
progressively-measurable process ψ is indeed the solution to (1.1).

As part of the proof of Proposition 3.1 we showed that

sup
t∈[0,T ]

‖ψ(t)‖C(T) ∈
⋂
k>2

Lk(Ω),

for all real numbers T > 0; see for example (3.8). Since σ is Lipschitz, this fact and a
standard appeal to the Burkholder-Davis-Gundy inequality together show that

I(t , x) :=

∫
(0,t)×T

pt−s(x , y)σ(ψ(s , y))W (dsdy) (3.9)

is a well-defined Walsh stochastic integral for every (t , x) ∈ R+ × T, and I is continuous
a.s. Furthermore, elementary properties of stochastic integrals show that, because
ψ = ψN on [0 , TN )× T,

I(t , x) =

∫
(0,t)×T

pt−s(x , y)σ(ψN (s , y))W (dsdy),

EJP 28 (2023), paper 101.
Page 10/66

https://www.imstat.org/ejp

https://doi.org/10.1214/23-EJP983
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Stochastic reaction-diffusion equations

for all (t , x) ∈ [0 , TN ) × T, almost surely. This and (3.3) together imply that, with
probability one, ψ solves (2.2) simultaneously for all (t , x) ∈ [0 , TN ) × T. Let N → ∞
and appeal to Proposition 3.1 in order to see that, indeed, (1.1) has a continuous mild
solution ψ. The uniqueness of this ψ follows from the uniqueness of the ψN ’s.

Next we prove that ψ(t , x) > 0 a.s. for every t > 0 and x ∈ T. Indeed, for every
N ∈ N,

P {ψ(t , x) < 0 , TN > t} = P {ψN (t , x) < 0 , TN > t} = 0,

since ψN solves an SPDE with Lipschitz-continuous coefficients; see Mueller (1991) and
Shiga (1994). Since limN→∞ P{TN 6 t} = 0, this proves that ψ(t , x) > 0 a.s.

Suppose in addition that ψ0 6= 0. Thanks to the comparison theorem (Mueller, 1991;
Shiga, 1994), ψ is everywhere bounded below by the solution to (1.1). [Apply comparison
first to ψN and then use the facts that ψ = ψN on [0 , TN )× T and limN→∞ TN =∞ a.s.]
Therefore, the strict positivity theorem of Mueller (1991) implies that

P

{
inf

s∈[0,t]
inf
x∈T

ψN (s , x) 6 0

}
= 0,

for all t > 0 and N ∈ N; see also Mueller and Nualart (2008) and Conus et al. (2012, eq.
(5.15)). In particular, it follows that

P

{
inf
x∈T

ψ(t , x) 6 0

}
= lim
N→∞

P

{
inf
x∈T

ψN (t , x) 6 0 , TN > t

}
= 0,

for all t > 0. This completes all but one part of the proof of Theorem 2.3: It remains only
to prove that P{ψ(t) ∈ Cα(T)} = 1 for every α ∈ (0 , 1/2) and t > 0.3 This fact follows
immediately from the continuity of ψ(t) – shown earlier here – and the fact that

E
(
‖ψ(t)‖Cα(T)

)
<∞ for every α ∈ (0 , 1/2) and t > 0;

see Proposition 4.6 below. An inspection of the proof of Proposition 4.6 shows that our
reasoning is not circular. Thus, we may conclude the proof of Theorem 2.3.

We pause to observe that the proof of Proposition 3.1 can be slightly generalized
in order to yield information about the rate at which TN goes to infinity as N → ∞.
Although we will not need the following in the sequel, we state and prove it for potential
future uses.

Corollary 3.2. There exists a real number L > 0 such that

P{TN 6 T} 6 L exp

{
− (logN)3/2

L
√
T

}
for all N ∈ N and T > 0. (3.10)

In particular,4

TN = Ω

(
(logN)3

(log logN)2

)
as N →∞ a.s.

Proof. One can combine (3.6) and (3.7), and apply a chaining argument or see Khosh-
nevisan et al. (2020, Proposition 5.8), in order to see that there exists a number L1 > 0

such that

E

(
sup
t∈[0,T ]

‖U(t)‖kC(T)

)
6 Lk1eL1k

3T for all T > 0 and k > 2.

3This is a somewhat subtle statement. For example, the condition “t > 0” cannot in general be replaced by
“t > 0,” as ψ(0) need not be in Cα(T) for any α ∈ (0 , 1/2).

4We recall that aN = Ω(bN ) as N →∞ for positive aN and bN ’s iff lim infN→∞(aN/bN ) > 0.
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Therefore, we may deduce from (3.5) that

sup
N∈N

E

(
sup
t∈[0,T ]

‖ψN (t)‖kC(T)

)
6 Lk1eL2k

3T for all T > 0 and k > 2,

for a suitably large number L2 > 1 that does not depend on (k , T ). In particular, the
Chebyshev inequality yields a number L3 > 0 such that

P{TN 6 T} 6 inf
k>2

Lk1eL2k
3T

Nk
6 exp

{
− (logN)3/2

L3

√
T

}
for all T > 0, N > L2

1.

This implies (3.10) for allN ∈ N, provided that we choose a sufficiently large L. The lower
bound for the growth rate of TN follows from that probability bound, a suitable appeal to
the Borel-Cantelli lemma along the subsequence N = 2n [n ∈ N], and monotonicity. We
omit the details.

We now return to the main discussion and conclude the section by observing that
the proof of the positivity portion of Theorem 2.3 used a localization argument – via
stopping times {TN}∞N=1 – that reduced the positivity of the solution of (1.1) to the
positivity of the solution of an SPDE with Lipschitz-continuous coefficients. The very
same localization argument can be used, in conjunction with the comparison theorem of
SPDEs with Lipschitz-continuous coefficients (Mueller, 1991; Shiga, 1994), in order to
yield the following.

Lemma 3.3. For every i = 1, 2, let ψ(i) denote the continuous solution on the same
probability space to the following SPDE with periodic boundary conditions, as in (1.1):[

∂tu(t , x) = ∂2
xu(t , x) + ai(u(t , x)) + σ(u(t , x))Ẇ (t , x) for (t , x) ∈ (0 ,∞)× T;

subject to u(0 , x) = ψ
(i)
0 (x) for all x ∈ T;

where ψ(i)
0 ∈ C(T) is non random, and ai : R → R is Lipschitz continuous. Suppose, in

addition, that ψ(1)
0 6 ψ

(2)
0 everywhere on T, and a1 6 a2 everywhere on R. Then,

P
{
ψ(1)(t , x) 6 ψ(2)(t , x) for all (t , x) ∈ R+ × T

}
= 1.

We will repeatedly appeal to this comparison result.

4 Existence of invariant measures

We now begin the proof of Theorem 2.4. Throughout, let ψ denote the unique
mild solution to (1.1) with values in C>0(R+ × T), whose existence was established in
Theorem 2.3.

4.1 Tightness

The first stage of our demonstration of Theorem 2.4 is proof of tightness in a suitable
space. We begin the proof of tightness with a few technical lemmas.

Lemma 4.1. There exists a real number K > 0 such that∫ ∞
0

ds

∫
T

dy |ps(x , y)− ps(z , y)| 6 K|x− z| log+(1/|x− z|) for all x, z ∈ T,

where log+ a := log(e ∨ a) for all a > 0.

EJP 28 (2023), paper 101.
Page 12/66

https://www.imstat.org/ejp

https://doi.org/10.1214/23-EJP983
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Stochastic reaction-diffusion equations

Proof. Consider the free-space heat kernel for the operator ∂t − ∂2
x, given by

Gt(x) :=
1√
4πt

exp

(
−x

2

4t

)
for t > 0 and x ∈ R.

In this way we can see from (2.3) that pt(x , y) =
∑∞
k=−∞Gt(2k + x− y) for all t > 0 and

x, y ∈ T. Thus, we find that

pt(x , y) =

∞∑
k=−∞

∫ ∞
−∞

Gt(2w + x− y)e2πiwk dw =
1

2

∞∑
k=−∞

e−π
2k2t−iπ(x−y)k, (4.1)

by the Poisson summation formula (see Feller, 1971, p. 630). It follows that

|pt(x , y)−pt(z , y)| 6 1

2

∞∑
k=−∞

e−π
2k2t

∣∣∣1− eiπ(x−z)k
∣∣∣ =

1√
2

∞∑
k=−∞

e−π
2k2t
√

1− cos(πk|x− z|),

uniformly for all t > 0 and x, y, z ∈ T. Since 1− cos a 6 a2 ∧ 1 for every a ∈ R,

|pt(x , y)− pt(z , y)| 6
√

2

∞∑
k=1

e−π
2k2t ((|x− z|πk) ∧ 1) , (4.2)

where the implied constant is universal and finite. Integrate both sides over y ∈ T and
t > 0, and apply Tonelli’s theorem to find that∫ ∞

0

dt

∫
T

dy |pt(x , y)− pt(z , y)| 6 2
√

2

π2

∞∑
k=1

(|x− z|πk) ∧ 1

k2
.

Consider separately the cases that |πk| 6 |x− z|−1 and |πk| > |x− z|−1 in order to finish
in the case that |x− z| 6 1. If |x− z| > 1, then we use the trivial bound |x− z| 6 2 to see
that

C := sup
x,z∈T

∫ ∞
0

dt

∫
T

dy |pt(x , y)− pt(z , y)| <∞.

The case |x− z| > 1 follows from this, since C 6 C|x− z| log+(1/|x− z|).

Lemma 4.2. There exists a real number K > 0 such that∫ ∞
0

ds

∫
T

dy |ps(x , y)− ps(z , y)|2 6 K|x− z| for all x, z ∈ T.

Proof. Use (4.1) to obtain that

pt(x , y)− pt(z , y) =
1

2

∞∑
k=−∞

e−π
2k2te−iπyk

(
e−iπxk − e−iπzk

)
.

The orthogonality of
{

e−iπyk : k ∈ Z
}

in L2([−1, 1]) and the elementary bound used for
(4.2) give ∫

T
dy |pt(x , y)− pt(z , y)|2 =

∞∑
k=−∞

e−2π2k2t [1− cos (πk(x− z))] (4.3)

6
∞∑

k=−∞

e−2π2k2t[
(
π2k2(x− z)2

)
∧ 1].

Integrate both sides over t > 0 to have∫ ∞
0

dt

∫
R

dy |ps(x , y)− ps(z , y)|2 6
∞∑

k=−∞

(π2(x− z)2k2) ∧ 1

2π2k2t
.

Like in lemma 4.1, we consider the cases that |πk| 6 |x − z|−1 and |πk| > |x − z|−1 to
finish the proof.
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Lemma 4.3. Let γ := (64Lip2
σ)2 ∨ 1

4 . For every real number k > 2,

sup
t>0

sup
x∈T

E
(
|ψ(t , x)|k

)
6
[
2‖ψ0‖C(T) + 4R(k)

]k
where R(k) := sup

y>0

V (y) + γk2y

1 + γk2
,

and R(k) <∞. Furthermore, R(k) ↑ ∞ as k ↑ ∞.

Example 4.4. Suppose there exist real numbers A, ν > 0 such that F (x) > Ax1+ν for all
x > 0. This happens with an identity and with ν = 1 in the Fisher-KPP case and ν = 2

in the Allen-Cahn case. Then, R(k) 6 const · k2/ν . Thus, Lemma 4.3 asserts that there
exists a positive real number c = c(A , ν , ψ0) such that E(|ψ(t , x)|k) 6 ckk2k/ν uniformly
for all k > 2, t > 0, and x ∈ T.

Proof. Throughout, we choose and fix an integer k > 2. Recall the properties of the
function F , hence also V , from §2.2. On one hand, Lemma 2.1 ensures that there
exists ρ = ρ(k) > 0 such that (1 + γk2)y 6 F (y) for all y > ρ. On the other hand,
(1 + γk2)y 6 (1 + γk2)ρ when y ∈ [0 , ρ). Therefore, (1 + γk2)y 6 (1 + γk2)ρ+ F (y) for all
y > 0. This is another way to say that

V (y) 6 (1 + γk2)ρ− γk2y for all y > 0.

In particular, R(k) <∞ because R(k) is the smallest such ρ. A comparison lemma (see
Lemma 3.3) now ensures that

P {ψ(t , x) 6 ϕ(t , x) for all t > 0 and x ∈ T} = 1, (4.4)

where ϕ solves the following semi-linear SPDE,

∂tϕ(t , x) = ∂2
xϕ(t , x) + (1 + γk2)R(k)− γk2ϕ(t , x) + λσ(ϕ(t , x))Ẇ (t , x), (4.5)

subject to a periodic boundary condition and the same initial condition ϕ(0) = ψ0 as for
ψ. One can understand (4.5) in mild form in two different ways: One way is to write (4.5)
in integral form using the Green’s function for the heat operator ∂t − ∂2

x, as is done in
Walsh (1986). An equivalent but slightly different way is to write (4.5) in mild form in
terms of the fundamental solution p̃ of the perturbed operator f 7→ ∂tf − ∂2

xf − γk2f .
Note that

p̃t(x , y) = e−γk
2tpt(x , y) for every t > 0 and x, y ∈ [−1 , 1],

where p continues to denote the heat kernel for ∂t − ∂2
x; see (2.3). It follows from this

discussion that ϕ is the unique solution to the random integral equation,

ϕ(t , x) = e−γk
2t(Ptψ0)(x) + (1 + γk2)R(k)

∫
(0,t)×T

p̃t−s(x , y) dsdy + λJ (t , x)

= e−γk
2t(Ptψ0)(x) +

(1 + γk2)R(k)

γk2

(
1− e−γk

2t
)

+ λJ (t , x),

(4.6)

where

J (t , x) :=

∫
(0,t)×T

e−γk
2(t−s)pt−s(x , y)σ(ϕ(s , y))W (dsdy).

General theory (Walsh, 1986; Dalang, 1999) tells us that ϕ exists and solves the integral
equation (4.6) uniquely among all continuous predictable random fields. Moreover,

sup
t∈(0,T )

sup
x∈T

E
(
|ϕ(t , x)|k

)
<∞ for all T > 0.

We now estimate the above moments slightly more carefully.
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Because

0 6 e−γk
2t(Ptψ0)(x) +

(1 + γk2)R(k)

γk2

(
1− e−γk

2t
)
6 ‖ψ0‖C(T) + 2R(k) =: L,

uniformly over all t > 0, an application of the Burkholder-Davis-Gundy (BDG) inequality
to the a.s. identity (4.6) yields

E
(
|ϕ(t , x)|k

)
6 2k−1Lk + 2k−1λkAkE

(
|〈J 〉t,x|k/2

)
,

where Ak denotes the optimal constant in the BDG inequality (Burkholder et al., 1972),
and

〈J 〉t,x :=

∫ t

0

ds

∫
T

dy e−2γk2(t−s)p2
t−s(x , y)σ2(ϕ(s , y)).

Thanks to (2.1), σ2(ϕ(s , y)) 6 Lip2
σ|ϕ(s , y)|2 a.s. Therefore, Minkowski’s integral inequal-

ity yields

‖〈J 〉t,x‖k/2 6 Lip2
σ sup
s∈(0,t)

sup
y∈T
‖ϕ(s , y)‖2k

∫ t

0

ds

∫
T

dy e−2γk2(t−s)p2
t−s(x , y)

6 2Lip2
σ sup
s∈(0,t)

sup
y∈T
‖ϕ(s , y)‖2k

∫ t

0

(
1 ∨ (2s)−1/2

)
e−2γk2s ds

6
4Lip2

σ√
γk2

sup
s∈(0,t)

sup
y∈T
‖ϕ(s , y)‖2k,

using the facts that: (a) ps(x , y) 6 2(1 ∨ s−1/2) (Khoshnevisan et al., 2020, Lemma B.1);
(b) p2(t−s)(x , x) =

∫
T p

2
t−s(x , y)dy; and (c)∫ t

0

(
1 ∨ (2s)−1/2

)
e−2γk2s ds 6

∫ 1/2

0

(2s)−1/2e−2γk2s ds+

∫ ∞
1/2

e−2γk2s ds 6 2(γk2)−1/2.

Here, we used the fact that γk2 >
√
γk2 for all k > 2, thanks to the assumption that

γ = (64Lip2
σλ

2)2 ∨ 1
4 . According to Carlen and Kree (1991), Ak 6 (4k)k/2 for all k > 2.

Thus, we combine to find that

E
(
|ϕ(t , x)|k

)
6 2k−1Lk + 22k−1kk/2

[
4Lip2

σλ
2√

γk2
sup
s∈(0,t)

sup
y∈T
‖ϕ(s , y)‖2k

]k/2
6 2k−1Lk + 1

2 sup
s∈(0,t)

sup
y∈T

E
(
|ϕ(s , y)|k

)
,

using the fact that γ > (64Lip2
σλ

2)2. This immediately yields

sup
s∈(0,t)

sup
y∈T

E
(
|ϕ(s , y)|k

)
6 (2L)k.

Let t ↑ ∞ and recall (4.4) in order to deduce the announced bound for the moments of
ψ(t , x).

In order to complete the proof, we observe that R is nondecreasing, and for every
m > 0,

lim
k→∞

R(k) > lim inf
k→∞

V (m) + γk2m

1 + γk2
= m.

Let m→∞ to see that limk→∞R(k) =∞.
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Lemma 4.5. Recall the constant m0 > 1 from (F3) and the function R from Lemma 4.3.
For every τ > 0, there exists L0 = L0(τ ,Lipσ) > 0 – independent of ψ0 – such that

sup
t>τ

E
(
|ψ(t , x)− ψ(t , z)|k

)
6 Lk0

(
kk/2

[
‖ψ0‖C(T) +R(k)

]k
+
[
‖ψ0‖C(T) +R(m0k)

]m0k
)
|x− z|k/2,

uniformly for all k > 2 and x, z ∈ T. If, in addition, ψ0 ∈ Cα>0(T) for some α ∈ (0 , 1/2),
then for every k > 2 there exists Lk > 0 – independent of ψ0 – such that

sup
t>0

E
(
|ψ(t , x)− ψ(t , z)|k

)
6 Lk

{
‖ψ0‖kCα(T) + 1

}
|x− z|αk,

uniformly for all x, z ∈ T.

Proof. Choose and fix t > τ > 0 and x, z ∈ T. Thanks to (2.2), we can write

‖ψ(t , x)− ψ(t , z)‖k 6 I1 + I2 + λI3,

where

I1 := |(Ptψ0)(x)− (Ptψ0)(z)|,

I2 :=

∫ t

0

ds

∫
T

dy |pt−s(x , y)− pt−s(z , y)| ‖V (ψ(s , y))‖k,

I3 := ‖I(t , x)− I(t , y)‖k,

and where I is the random field that was defined by a stochastic convolution in (3.9).
We estimate I1, I2, and I3 separately and in this order.

We apply the triangle inequality in conjunction with (4.2) to find that

I1 6 ‖ψ0‖C(T)

∫
T
|pt(x , y)− pt(z , y)|dy 6 const · ‖ψ0‖C(T)|x− z|

∞∑
k=1

ke−π
2k2τ

6 const · ‖ψ0‖C(T)|x− z|,

uniformly for all x, z ∈ T, where the implied constant also does not depend on ψ0.
(F3) ensures that there exists a number A > 0 such that

|V (z)| 6 A(|z|+ |z|m0) for all z > 0.

Consequently,

E
(
|V (ψ(s , y))|k

)
6 2k−1Ak

{
E
(
|ψ(s , y)|k

)
+ E

(
|ψ(s , y)|m0k

)}
6 2k−1Ak

{[
2‖ψ0‖C(T) + 4R(k)

]k
+
[
2‖ψ0‖C(T) + 4R(m0k)

]m0k
}

6 Ck3

{[
‖ψ0‖C(T) +R(k)

]k
+
[
‖ψ0‖C(T) +R(m0k)

]m0k
}
,

(4.7)

uniformly for all s > 0, y ∈ T, and k > 2, where C3 = C3(F ) > 0. In this way, we find that

I26C4

{[
‖ψ0‖C(T) +R(k)

]
+
[
‖ψ0‖C(T) +R(m0k)

]m0
}∫ ∞

0

ds

∫
T
dy |pt−s(x , y)− pt−s(z , y)|

6C5

{[
‖ψ0‖C(T) +R(k)

]
+
[
‖ψ0‖C(T) +R(m0k)

]m0
}
|x− z| log+(1/|x− z|),

where C4, C5 > 0 do not depend on (k , x , z , ψ0); see Lemma 4.1.
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Finally, we apply the BDG inequality (see Burkholder et al., 1972), using the Carlen
and Kree (1991) bound for the optimal BDG constant, in order to see that

Ik3 6 (4k)k/2Lipkσ

∥∥∥∥∫ t

0

ds

∫
T

dy |pt−s(x , y)− pt−s(z , y)|2 |ψ(s , y)|2
∥∥∥∥k/2
k/2

6 (4k)k/2Lipkσ

(∫ t

0

ds

∫
T

dy |pt−s(x , y)− pt−s(z , y)|2 ‖ψ(s , y)‖2k
)k/2

.

We have used the Minkowski inequality in the final bound. Apply Lemma 4.3 above
together with Lemma 4.2 in order to find that there exists a number C5 = C5(Lipσ) > 0

such that

I3 6 2
√
kLipσ

[
2‖ψ0‖C(T) + 4R(k)

](∫ t

0

ds

∫
T

dy |pt−s(x , y)− pt−s(z , y)|2
)1/2

6 C5

√
k
[
‖ψ0‖C(T) +R(k)

]
|x− z|1/2.

uniformly for all t > 0 and x, z ∈ T. The first part of the lemma follows from combining
the preceding estimates for I1, I2, and I3.

Next, suppose additionally that ψ0 ∈ Cα>0(T) for some α ∈ (0 , 1/2). Then, the estimate
for I1 can be improved upon as follows: We may write

I1 = |E [ψ0(β(t) + x)− ψ0(β(t) + z)]| ,

for a standard Brownian motion β on T. In this way we may write

I1 6 E |ψ0(β(t) + x)− ψ0(β(t) + z)| 6 ‖ψ0‖Cα(T)|x− z|α,

uniformly for all t > 0 and x, z ∈ T. The estimates for I2 and I3 remain the same. Combine
things to finish the proof.

We are ready for the tightness result.

Proposition 4.6. For every τ > 0 and α ∈ (0 , 1/2), there exists a number L1 =

L1(‖ψ0‖C(T) , τ , α) > 0 such that a 7→ L1(a , τ , α) is non decreasing and

sup
t>τ

E
(
‖ψ(t)‖kCα(T)

)
6 Lk1

(√
kR(k) + [R(m0k)]m0

)k
, (4.8)

uniformly for all real numbers k > 2. Consequently, the laws of {ψ(t)}t>τ are tight on
Cα>0(T). If, in addition, ψ0 ∈ Cα>0(T) for some α ∈ (0 , 1/2), then

sup
t>0

E
(
‖ψ(t)‖kCα(T)

)
<∞ for all k > 2. (4.9)

Proof. Related results appear in Cerrai (2003, 2005); we prefer to give a more detailed
proof.

We can combine Lemmas 4.3 and 4.5 with a quantitative form of Kolmogorov’s
continuity theorem (see Khoshnevisan et al. (2020, Proposition 5.8) or Dalang et al.
(2009, Theorem 4.3)) to deduce (4.8) and (4.9). On one hand, the Arzelà-Ascoli theorem
implies that the set

Γn := {f ∈ Cα>0(T) : ‖f‖Cα(T) 6 n}

is compact for every n ∈ N. On the other hand, (4.8) and Markov’s inequality together
imply that

lim
n→∞

lim sup
t→∞

P {ψ(t) 6∈ Γn} = 0.

This readily implies tightness, and concludes the proof.
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Example 4.7. Let us continue with Example 4.4 and suppose there exist real numbers
a,A, ν > 0 such that

Ax1+ν > F (x) > ax1+ν for all x > 0,

so that R(k) 6 const · k2/ν and m0 = 1 + ν. According to Proposition 4.6, for every
α ∈ (0 , 1/2) there exists a positive real number L > 0 such that

sup
t>1

E
(
‖ψ(t)‖kCα(T)

)
6 Lkk2(1+ν)k/ν for all k > 2.

It follows readily from this and Stirling’s formula that there exists q = q(α , ν) > 0 such
that

sup
t>1

E
[
exp

(
q‖ψ(t)‖ν/2(1+ν)

Cα(T)

)]
<∞.

4.2 Temporal continuity

The following is very well known for SPDEs with Lipschitz-continuous coefficients.
We will prove that the following formulation holds in the present case that V is not
globally Lipschitz continuous exactly as it holds in the case that V were replaced by a
globally Lipschitz function.

Proposition 4.8. For every θ ∈ (0 , 1/4) andQ > 1 there exists a number L = L(θ ,Q) > 0

such that for all T > 0, and k > 2,

E

(
sup

t∈[T,T+Q]

sup
s∈(0,1]

∥∥∥∥ψ(t+ s)− ψ(t)

sθ

∥∥∥∥k
C(T)

)
6 Lk

{
T−3/4‖ψ0‖C(T) +Ak + Bk

√
k
}k

,

where Ak := supr>0 supy∈T ‖V (ψ(r , y)‖k and Bk := supr>0 supz∈T ‖ψ(r , z)‖k are finite;
see (4.7) and Lemma 4.3. Also, for every θ ∈ (0 , 1/4), Q > 1, and k > 2 there exists a
number K = K(θ ,Q , k) > 0 – independently of ψ0 – such that

sup
T>0

E

(
sup

t∈[T,T+Q]

sup
s∈[0,ε]

‖ψ(t+ s)− ψ(t)‖kC(T)

)
6 K

{
‖ψ0‖C(T) + 1

}k
εθk +K sup

s∈[0,ε]

‖Psψ0 − ψ0‖kC(T) .

uniformly for every ε ∈ (0 , 1).

As we shall see from the proof, one can also keep track of the dependence of the
constant K on (θ ,Q , k). We omit the details. The proof of Proposition 4.8 itself will
proceed in a standard manner, but uses the Poisson summation formula at a key juncture,
as did the proof of Proposition 4.6.

Recall (2.2) and (3.9), and write

|ψ(t+ ε , x)− ψ(t , x)| 6 I1 + I2 + I3,

where

I1 := |(Pt+εψ0)(x)− (Ptψ0)(x)| ,

I2 :=

∫ t

0

ds

∫
T

dy |V (ψ(s , y))| |pt+ε−s(x , y)− pt−s(x , y)| ,

I3 :=

∫ t+ε

t

ds

∫
T

dy |V (ψ(s , y))|pt+ε−s(x , y),

I4 := |I(t+ ε , x)− I(t , x)| .

We estimate the Lk(Ω)-norm of I1, . . . , I4 in this order. Proposition 4.8 follows from
Lemmas 4.9, 4.10, 4.11, and 4.12, Proposition 4.6, and a chaining argument.
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Lemma 4.9. There exists a number K > 0 such that

I1 6 K‖ψ0‖C(T)

[
1

t1/4
min

(
1 ,
ε

t

)1/2

∧ 1

]
,

uniformly for all x ∈ T and ε, t > 0.

Proof. By the Cauchy-Schwarz inequality,

I1 6 ‖ψ0‖C(T)

∫
T
|pt+ε(x , y)− pt(x , y)|dy 6 ‖ψ0‖C(T)

√
2

∫
T
|pt+ε(x , y)− pt(x , y)|2 dy.

Therefore the result follows from Khoshnevisan et al. (2020, Lemma B.6).

Lemma 4.10. There exists a finite number K > 0 such that ‖I2‖k 6 KAk
√
ε, uniformly

for all k > 2, x ∈ T, and ε ∈ (0 , 1), and t > 0.

Proof. Minkowski’s inequality yields

‖I2‖k 6 Ak
∫

T
dy

∫ ∞
0

ds |ps+ε(x , y)− ps(x , y)|. (4.10)

We may use the Poisson summation formula, as we did for Lemma 4.1, in order to see
that for all s, ε > 0 and x, y ∈ T,

|ps+ε(x , y)− ps(x , y)| 6 1

2

∑
k∈Z\{0}

e−π
2k2s

∣∣∣1− e−2π2k2ε
∣∣∣ .

Because 1− exp(−q) 6 (1 ∧ q) for all q > 0, it follows that

sup
x,y∈T

∫ ∞
0

|ps+ε(x , y)− ps(x , y)|ds 6
∞∑
k=1

(
k−2 ∧ ε

)
,

uniformly for all ε > 0. This and (4.10) readily imply the lemma.

Lemma 4.11. ‖I3‖k 6 Akε, uniformly for all k > 2, x ∈ T, and ε, t > 0.

Proof. An appeal to Minkowski’s inequality yields ‖I3‖k 6 Ak
∫ t+ε
t

ds
∫

T dy pt+ε−s(x , y),
which is equal to Akε.

Lemma 4.12. There exists a finite number K > 0 such that ‖I4‖k 6 KBk
√
k ε1/4 uni-

formly for all k > 2, x ∈ T, and ε, t > 0.

Proof. We can write I4 = I4,1 + I4,2, where

I4,1 :=

∫
(0,t)×T

(pt+ε−s(x , y)− pt−s(x , y))σ(ψ(s , y))W (dsdy),

I4,2 :=

∫
(t,t+ε)×T

pt+ε−s(x , y)σ(ψ(s , y))W (dsdy).

We estimate I4,1 and I4,2 separately, and in this order, using the BDG inequalities in the
same manner as in the proof of Lemma 4.3. Indeed,

‖I4,1‖2k 6 A
2/k
k

∥∥∥∥∫ t

0

ds

∫
T

dy (pt+ε−s(x , y)− pt−s(x , y))
2 |σ(ψ(s , y))|2

∥∥∥∥
k/2

6 A
2/k
k

∫ t

0

ds

∫
T

dy (pt+ε−s(x , y)− pt−s(x , y))
2 ‖σ(ψ(s , y))‖2k,
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where Ak denotes, as before, the optimal constant of the Lk(Ω)-form of the BDG inequal-
ity. Thus, Lemma B.6 of Khoshnevisan et al. (2020) implies that

‖I4,1‖k 6 L1A
1/k
k sup

r>0
sup
z∈T
‖σ(ψ(r , z))‖k

√∫ ∞
0

1

s1/2
min

(
1 ,
ε

s

)
ds 6 L2A

1/k
k Bk ε

1/4.

We estimate I4,2 using similar techniques. Namely,

‖I4,2‖2k 6 A
2/k
k

∥∥∥∥∫ t+ε

t

ds

∫
T

dy (pt+ε−s(x , y))
2 |σ(ψ(s , y))|2

∥∥∥∥
k/2

6 A
2/k
k Lip2

σB2
k

∫ ε

0

ds

∫
T

dy (ps(x , y))
2
.

To finish our estimate for I4,2, we may apply the semigroup property and the symmetry
of the heat kernel to see that∫ ε

0

ds

∫
T

dy (ps(x , y))
2

=

∫ ε

0

p2s(0 , 0) ds 6
√

2

∫ ε

0

ds√
s

= 2
√

2ε;

see Khoshnevisan et al. (2020, Lemma B.1) for the last bound. Finally, we combine the
two bounds for I4,1 and I4,2 and appeal to an inequality of Carlen and Kree (1991) that

asserts that A1/k
k 6 2

√
k for every k > 2.

Proof of Proposition 4.8. The first assertion of the proposition follows immediately from
Lemmas 4.9–4.12 and a chaining argument. We prove the second assertion of the
proposition.

Define
ϕ(t , x) := ψ(t , x)− (Ptψ0)(x) for all t > 0 and x ∈ T.

We repeat the proof of Lemma 4.5 in order to see that for every k > 2 there exists Lk > 0

– independently of ψ0 – such that

sup
t>0

E
(
|ϕ(t , x)− ϕ(t , z)|k

)
6 Lk

(
‖ψ0‖C(T) + 1

)k |x− z|k/2,
uniformly for all x, z ∈ T. The difference between the above inequality and that of
Lemma 4.5 is that we are allowed to take a supremum over all t > 0 [and not just
t > τ > 0]; this is because Ptψ0 has been subtracted from ψ [to yield ϕ]. Lemma 4.3
tells us that for every k > 2 there exists L′k > 0 – independently of ψ0 – such that
Akk ∨ Bkk 6 L′k(‖ψ0‖C(T) + 1)k. Therefore, Lemmas 4.10, 4.11, and 4.12 tell us that for
every k > 2 there exists L′′k > 0 – independently of ψ0 – such that

sup
t>0

sup
x∈T

E
(
|ϕ(t+ ε , x)− ϕ(t , x)|k

)
6 L′′k

(
‖ψ0‖C(T) + 1

)k
εk/4,

uniformly for every ε ∈ (0 , 1). Apply these inequalities, together with a chaining ar-
gument, in order to see that for every θ ∈ (0 , 1/4) and k > 2 there exists Lk,θ > 0 –
independently of ψ0 – such that

sup
T>0

E

(
sup

t∈[T,T+Q]

sup
s∈[0,ε]

‖ϕ(t+ s)− ϕ(t)‖kC(T)

)
6 Lk,θ

{
‖ψ0‖Cα(T) + 1

}k
εθk,

uniformly for every ε ∈ (0 , 1). This completes the proof of the proposition because

‖ψ(t+ s)− ψ(t)‖kC(T) 6 2k‖ϕ(t+ s)− ϕ(t)‖kC(T) + 2k‖Pt+sψ0 − Ptψ0‖kC(T),

and

‖Pt+sψ0 − Ptψ0‖C(T) 6 ‖Pt (Psψ0 − ψ0)‖C(T) 6 ‖Psψ0 − ψ0‖C(T),

thanks to the semigroup property of {Pr}r>0.
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4.3 The Feller property

Let ψ denote the solution to (1.1). The existence, as well as regularity, of ψ has
been established already in Theorem 2.3. We now study the Markov properties of the
infinite-dimensional process ψ = {ψ(t)}t>0.

As is customary in Markov process theory, let Pµ denote the law of the random field ψ
starting according to initial measure µ on C>0(T), and let Eµ denote the corresponding
expectation operator. Until now, P and E referred to Pψ0 := Pδψ0

and Eψ0 := Eδψ0
for a

given (fixed) function ψ0 ∈ C>0(T). This is customary in Markov process theory, and we
will use both notations without further explanation.

For every Φ ∈ Cb(C>0(T)), define

(PtΦ)(ψ0) := Eψ0 [Φ(ψ(t))] for every t > 0 and ψ0 ∈ C>0(T).

Proposition 4.13. The C>0(T)-valued stochastic process {ψ(t)}t>0 is Feller; that is,
{Pt}t>0 is a continuous semigroup of positive linear operators from Cb(C>0(T)) to
Cb(C>0(T)).

Proof. The proof is similar to the derivation of Proposition 5.6 by Cerrai (2003). Through-
out, we choose and fix some Φ ∈ Cb(C>0(T)).

Recall the approximations {ψN}∞N=1 of ψ from the proof of Theorem 2.3. A key feature
of every ψN is that it solves a Walsh-type SPDE of the form (3.2) with Lipschitz-continuous
coefficients (see Dalang, 1999; Walsh, 1986). In particular, {ψN (t)}t>0 is a Feller process
for every N > 1 (see, for example the method of Nualart and Pardoux (1999)).

Let PNµ ,E
N
µ , P

N
t , · · · denote the same quantities as Pµ,Eµ, Pt, · · · , except with the

random field ψ replaced everywhere by the random field ψN . It follows from the
dominated convergence theorem that

PtΦ = lim
N→∞

PNt Φ for every t > 0.

The Feller property of ψN implies, among other things, that

PNt+sΦ = PNt (PNs Φ) for all t, s > 0.

Let N →∞ in order to deduce the semigroup property of {Pt}t>0 from the above and
the positivity of the operator Pt for every t > 0.

We next turn to the more interesting “Feller property.” Note that ψ = {ψ(t)}t>0 is
a Feller process if: (1) PtΦ ∈ Cb(C>0(T)) for every t > 0 [P0 is manifestly the identity
operator]; and (2) the Markovian semigroup {Pt}t>0 is stochastically continuous.

We prove (1) and (2) separately and in this order.

For every ϕ0 ∈ C>0(T), let ϕ denote the unique solution to (1.1), using the same
underlying white noise Ẇ , subject to the fixed initial data ϕ0. [The notation is consistent
with our choice of (ψ0 , ψ)]. As first step of the proof, we are going to prove that

lim
ϕ0→ψ0

E
(
‖ψ(t)− ϕ(t)‖C(T)

)
= 0. (4.11)

This and the bounded convergence theorem together imply that PtΦ ∈ Cb(C>0(T)) for
every t > 0, which proves (1).

Next, let us recall that ϕN denotes the solution to (3.2) for every N > 1, started at a
given ϕ0, and recall that

TN (ϕ0) := inf
{
t > 0 : ‖ϕ(t)‖C(T) > N

}
,
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with inf ∅ :=∞. [Thus, the stopping time TN of the proof of Theorem 2.3 can now also be
written as TN (ψ0).] Then, limN→∞ TN (ϕ0) =∞ a.s., thanks to Proposition 3.1. Because
ϕ(t) = ϕN (t) for all t ∈ (0 , TN (ϕ0)] a.s.,

E
(
‖ψ(t)− ϕ(t)‖C(T)

)
6 E

(
‖ψ(t)− ψN (t)‖C(T)

)
+ E

(
‖ϕ(t)− ϕN (t)‖C(T)

)
+ E

(
‖ψN (t)− ϕN (t)‖C(T)

)
6 KtP{TN (ϕ0) ∧ TN (ψ0) 6 t}+ E

(
‖ψN (t)− ϕN (t)‖C(T)

)
,

where

Kt := E
(
‖ψ(t)‖C(T)

)
+ E

(
‖ϕ(t)‖C(T)

)
+ sup
N>1

E
(
‖ψN (t)‖C(T)

)
+ sup
N>1

E
(
‖ϕN (t)‖C(T)

)
.

On one hand, Proposition 4.6 and its proof together show that Kt <∞; in fact, the proof
shows that supt>τ Kt <∞ for every τ > 0. On the other hand, since the drift [VN ] and
diffusion [σ] terms in (3.2) are both Lipschitz continuous, a standard regularity estimate
such as the one used in the proof of Proposition 4.6 implies that for every integer N > 1

and for all t > 0 there exists a number KN,t > 0 – independent of (ϕ0 , ψ0) – such that

E
(
‖ψN (t)− ϕN (t)‖C(T)

)
6 KN,t‖ψ0 − ϕ0‖C(T).

Thus, we find that

E
(
‖ψ(t)− ϕ(t)‖C(T)

)
6 KtP{TN (ϕ0) ∧ TN (ψ0) 6 t}+KN,t‖ψ0 − ϕ0‖C(T).

We summarize by emphasizing that the preceding holds for every t > 0, ϕ0, ψ0 ∈ C>0(T),
and N ∈ N, and that KN and KN,t do not depend on the choice of (ϕ0 , ψ0).

Now let us choose and fix an arbitrary ε > 0 and ϕ0 ∈ C>0(T) such that ‖ϕ0−ψ0‖C(T) 6
ε. Since TN (ϕ0) ∧ TN (ψ0) → ∞ a.s. as N → ∞, we now choose and fix N ∈ N large
enough to ensure that

P{TN (ϕ0) ∧ TN (ψ0) 6 t} 6 ε,

whence
E
(
‖ψ(t)− ϕ(t)‖C(T)

)
6 (Kt +KN,t)ε.

Since ε is arbitrary, this proves (4.11), whence also that PtΦ ∈ Cb(C>0(T)) for every
t > 0.

Finally, we verify that the Markovian semigroup {Pt}t>0 is stochastically continuous.
Choose and fix some Φ ∈ Cb(C(T)). Then, for all ψ0 ∈ C>0(T) and s, t > 0,

|(Pt+sΦ)(ψ0)− (PsΦ)(ψ0)|
6 Eψ0

(|Φ(ψN (t+ s))− Φ(ψN (s))|) + 2‖Φ‖C(C(T))P {TN (ψ0) 6 t+ s} .

Because the coefficients VN and σ in the SPDE (3.2) are Lipschitz continuous, the
random field ψN is uniformly continuous in L1(Ω); see Dalang (1999). Thus, the bounded
convergence theorem implies that

lim
t↓0
|(Pt+sΦ)(ψ0)− (PsΦ)(ψ0)| 6 2‖Φ‖C(C(T)) lim

N→∞
P {TN (ψ0) 6 s} = 0.

This verifies the desired stochastic continuity of t 7→ Pt, and completes the proof.

4.4 The Krylov-Bogoliubov argument

Define for every number t > 0 and all Borel sets Γ ⊂ C>0(T) a probability measure
νPt as follows:

(νPt)(Γ) := Pν{ψ(t) ∈ Γ} =

∫
C>0(T)

ν(dψ0) (Pt1Γ)(ψ0),
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for every Borel regular probability measure ν on C>0(T). Thus, (t , ν) 7→ νPt defines
the transition functions of the C>0(T)-valued Markov process ψ := {ψ(t)}t>0 which
solves uniquely the stochastic PDE (1.1). Recall that ν is an invariant measure for ψ
[equivalently, for (1.1)] if

νPt = ν for every t > 0.

Recall also that δ0 is always an invariant measure for (1.1), and of course is concentrated
on the trivial solution, ψ(t) = 0 for all t > 0.

Our next effort is toward proving that if ψ0 6= 0, Lσ > 0 [see (2.1)], and λ is sufficiently
small, then there also exists a non-trivial invariant measure µ+ ⊥ δ0. The standard way
to do this sort of thing is to appeal to the Krylov-Bogoliubov argument (see Da Prato and
Zabczyk, 1996, Corollary 3.1.2), which we shall recall. But first, let us state and prove a
simple consequence of Theorem 2.3.

Lemma 4.14. Let ν be any probability measure on C>0(T) that is invariant for (1.1).
Then,

ν

{
ω ∈ C>0(T) : inf

x∈T
ω(x) = 0 < sup

x∈T
ω(x)

}
= 0.

Among other things, Lemma 4.14 tells us that if ν is an invariant measure for (1.1)
that satisfies ν{0} = 0, then

ν

{
ω ∈ C>0(T) : inf

x∈T
ω(x) > 0

}
= 1.

Proof of Lemma 4.14. We can always decompose ν as

ν = ηδ0 + (1− η)ν̃,

where ν̃ is a probability measure on C>0(T) such that ν̃{0} = 0 and η ∈ [0 , 1]. Therefore,
it suffices to prove the lemma with ν replaced by ν̃. Alternatively, we can relabel [ν̃ → ν]

to see that we may – and will – assume without loss of generality that ν{0} = 0.
If ψ(0) = ω ∈ C>0(T) \ {0}, then Theorem 2.3 ensures that

Pω {ψ(t , x) > 0 for all t > 0 and x ∈ T} = 1,

whence

Pω

{
inf
x∈T

ψ(t , x) > 0

}
= 1 for all t > 0 and ω ∈ C>0(T) \ {0}.

[Note the exchange of Pω with the “for all t > 0” quantifier.] Integrate over all such ω
[dν] and consider t = 1 in order to see that

Pν

{
inf
x∈T

ψ(1 , x) > 0

}
= 1.

This proves the lemma, since the Pν -law of ψ(1) is ν.

When ψ0 ∈ C>0(T) \ {0} and Lσ > 0, Theorem 2.3 and Proposition 4.13 together
imply that ψ a Feller process, taking values in the cone C>0(T) of all f ∈ C(T) such that
f(x) > 0 for all x ∈ T, endowed with relative topology.

We can now recall the following specialization of the Krylov-Bogoliubov theorem
(Da Prato and Zabczyk, 1996, Corollary 3.1.2).

Lemma 4.15 (A Krylov–Bogoliubov theorem). Suppose there exists a probability measure
ν on C>0(T) such that the probability measures{

1

T

∫ T

0

(νPs) ds

}
T>0
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have a tight infinite subsequence in C>0(T). Then, ψ has an invariant measure which is
a probability measure on C>0(T).

Because 0 6∈ C>0(T), the preceding invariant measure cannot be δ0. This is the
desired non-triviality result. Thus, our next challenge is to verify the conditions of
Lemma 4.15. We apply that lemma with ν := δ1. In order to discuss tightness, we need a
family of compact subsets of C>0(T), which we build next.

Choose and fix some α ∈ (0 , 1/2), and define for all ε, δ ∈ (0 , 1),

A(ε) :=

{
f ∈ Cα(T) : inf

x∈T
f(x) > ε

}
and B(δ) :=

{
f ∈ Cα(T) : ‖f‖Cα(T) 6 1/δ

}
.

According to the Arzèla-Ascoli theorem, every B(δ) is compact [in the topology of C(T)].
Since every A(ε) is closed, A(ε) ∩B(δ) ⊂ C(T) is compact, and of course also in C>0(T).
We propose to prove that if ψ0 = 1, Lσ > 0, and λ is sufficiently small, then

lim
ε,δ↓0

lim sup
T→∞

1

T
E1

[∫ T

0

1{ψ(t) 6∈A(ε)∩B(δ)} dt

]
= 0. (4.12)

Given that (4.12) is true, Lemma 4.15 [with ν = δ1] readily implies the following.

Proposition 4.16. If ψ0 = 1, Lσ > 0, and λ is sufficiently small, then ψ has an invariant
measure µ+ on C>0(T).

Proposition 4.6 and Chebyshev’s inequality together imply that

lim sup
T→∞

1

T
E1

[∫ T

0

1{ψ(t) 6∈B(δ)} dt

]
6 sup

t>1
P1

{
‖ψ(t)‖Cα(T) > 1/δ

}
= o(1) as δ ↓ 0.

Therefore, (4.12) – whence also Proposition 4.16 – follows as soon as we establish the
following:

lim
ε↓0

lim sup
T→∞

1

T
E1

[∫ T

0

1{infx∈T ψ(t,x)<ε} dt

]
= 0.

Recall that Fatou’s lemma can be recast as follows: If {ξT }T>1 is a process that take
values in [0 , 1], then

lim sup
T→∞

E(ξT ) 6 E

(
lim sup
T→∞

ξT

)
.

We apply this with ξT := T−1
∫ T

0
1{infT ψ(t)<ε} dt, and then apply the monotone conver-

gence theorem in order to be able to deduce the above, whence also Proposition 4.16,
from the following assertion:

P1

{
lim
ε↓0

lim sup
T→∞

1

T

∫ T

0

1{infx∈T ψ(t,x)<ε} dt = 0

}
= 1. (4.13)

We prove (4.13) in the next few sections. This will complete our proof of Proposition 4.16.

5 A random walk argument

For every continuous space-time process h = {h(t , x)}t>0,x∈T define

Lt(h) := inf
x∈T

h(t , x) and Ut(h) := sup
x∈T

h(t , x) for every t > 0.

If, in particular, h > 0 then Ut(h) = ‖h(t)‖C(T) for all t > 0. Our goal is to construct com-
parison processes which give a series of lower bounds for Lt(ψ), all the time controlling
Ut(ψ), where ψ denotes a solution to (1.1) with the initial profile ψ0 = 1. Our argument
repeatedly uses the comparison principle for SPDEs in the form of Lemma 3.3.
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5.1 An associated chain

By the definition of F , we can choose and fix a strictly negative integer M ∈ −N,
sufficiently negative to ensure that there exists c ∈ (0 , 1) such that (1 − c)v 6 V (v) =

v − F (v) 6 v for all v ∈ (0 , 2M+1); see Lemma 2.1. Of course the second inequality holds
for all v > 0. For simplicity, we assume that c = 1/2. It will not be difficult to study the
general case c ∈ (0 , 1) after we adjust the argument to follow. In other words, we will
proceed with the assumption that

1
2v 6 V (v) = v − F (v) 6 v for all v ∈ (0 , 2M+1). (5.1)

From now on, the symbol “M” will be used only for this purpose.
As was mentioned in the preamble to this section, throughout we let ψ denote

a solution to (1.1) with the initial profile ψ0 = 1. Now we set up our random walk
comparison.

We will define F -stopping times 0 = τ0 < τ1 < · · · and comparison processes v0, v1, . . .

such that
ψ(t) > vn(t) for t ∈ [τn , τn+1), everywhere on T. (5.2)

For this reason, we will define vn(t) only for t > τn.
To start the process, let us define

τ0 := 0 and v0(0 , x) := 2M−2 for all x ∈ T,

Now we proceed inductively on n. Suppose that we have defined τn and vn(τn) =

{vn(τn , x)}x∈T. Let {θt}t>0 denote the standard shift operator on our probability space.
Informally speaking, this means that θtẆ (s , x) := Ẇ (s+ t , x) for all s, t > 0 and x ∈ T.
More precisely, θt is defined via∫

R+×T
h(s , x) θtW (dsdx) :=

∫
(t,∞)×T

h(s−t , x)W (dsdx) for all t > 0 and h ∈ L2(R+ × T).

With the above shifts in mind, we define wn for n > 0 as the unique adapted and
continuous solution to the following SPDE:[
∂twn(t , x) = ∂2

xwn(t , x) + 1
4Lτn(vn) + λσ(wn(t , x))θτnẆ (t , x) for (t , x) ∈ (0 ,∞)× T,

subject to wn(0 , x) = Lτn(vn) for all x ∈ T.

Define τn+1 to be the smallest t+ τn > τn that at least one of the following occurs:
1. Lt(wn) = 2Lτn(vn)

2. Lt(wn) = 1
2Lτn(vn)

3. Ut(wn) = 4Lτn(vn).
If such a t does not exist, then τn+1 :=∞. If such a t does exist, then we let

vn(τn + t , x) := wn(t , x) for all t > 0 and x ∈ T.

In case 1, that is a.s. on {Lτn+1
(vn) = 2Lτn(vn)} ∪ {τn+1 <∞}, we let

vn+1(τn+1, x) :=

{
2Lτn(vn) if Lτn(vn) 6 2M−2,

2M−2 if Lτn(vn) > 2M−1,

for every x ∈ T. And in cases 2 and 3, that is a.s. on{
Lτn+1

(vn) = 1
2Lτn(vn)

}
∪ {Ut(vn) = 4Lτn(vn)} ∪ {τn+1 <∞} ,

we define
vn+1(τn+1, x) := 1

2Lτn(vn) for every x ∈ T.
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If τn+1 < ∞ a.s., then by (5.1), the Markov property, and the comparison theorem for
SPDEs, (5.2) holds almost surely. This finishes our inductive construction, provided that
we can prove the following.

Lemma 5.1. If Lσ > 0, then P1{τn+1 <∞} = 1 for all n ∈ Z+.

Proof. Since τ0 = 0, we may [and will] assume that we have proved that P1{τn <∞} = 1

for some n ∈ Z+, and proceed to prove that P1{τn+1 <∞} = 1. With this in mind, choose
and fix some n ∈ Z+ and suppose that τn <∞ a.s. Then, for every t > 0 and x ∈ T,

wn(t , x) =

(
1 +

t

4

)
Lτn(vn) + λ

∫
(0,t)×T

pt−s(x , y)σ(wn(s , y)) θτnW (dsdy) a.s.,

and
τn+1 6 τ̂n+1 := inf

{
t > 0 : Lt(wn) or Ut(wn) /∈

[
1
2Lτn(vn) , 4Lτn(vn)

]}
,

where inf ∅ =∞. Note that τ̂n+1 is a stopping time with respect to the filtration F . It
remains to prove that τ̂n+1 <∞ P1-a.s.

Define

ŵn(t) :=

∫
T
wn(t , x) dx for all t > 0.

A stochastic Fubini argument yields

ŵn(t) =

(
2 +

t

2

)
Lτn(vn) + λMt for all t > 0, (5.3)

where

Mt :=

∫
(0,t)×T

σ(wn(s , y)) θτnW (dsdy) for all t > 0

defines a continuous L2(P)-martingale. Since σ is Lipschitz and σ(0) = 0, it follows that
|σ(z)| 6 Lipσ|z| for all z ∈ R. Therefore, the quadratic variation ofM is given by

〈M〉t =

∫ t

0

ds

∫
T

dy σ2(wn(s , y)) 6 Lip2
σ

∫ t

0

ds

∫
T

dy |wn(s , y)|2 for all t > 0.

It follows from this inequality that

〈M〉t 6 32[LipσLτn(vn)]2t for all t > 0 a.s. on {τ̂n+1 =∞}.

The law of large numbers for continuous L2(P)-martingales then implies that

lim sup
t→∞

∣∣∣∣Mt

t

∣∣∣∣ 6 32 [LipσLτn(vn)]
2

lim
t→∞

∣∣∣∣ Mt

〈M〉t

∣∣∣∣ = 0 a.s. on {τ̂n+1 =∞} ∩ E , (5.4)

for the event E := {limt→∞〈M〉t =∞}. Since Lσ > 0, the inequality |σ(z)| > Lσ|z| – valid
for all z ∈ R – has content, and implies that 〈M〉t > 1

2L2
σL

2
τn(vn)t for all t > 0 a.s. on

{τ̂n+1 =∞}. In particular,

P1 ({τ̂n+1 =∞} ∩ E) = P1{τ̂n+1 =∞}.

This fact, (5.4), and (5.3) together imply that limt→∞ t−1ŵn(t) =
Lτn (vn)

2 > 0 a.s. on
{τ̂n+1 =∞}, whence

P1

{
sup
t>0

ŵn(t) =∞ , τ̂n+1 =∞
}

= P1 {τ̂n+1 =∞} .

Since
sup
t>0

ŵn(t) 6 4Lτn(vn) <∞ a.s. on {τ̂n+1 =∞},

it follows that P1{τ̂n+1 =∞} = 0, as was claimed.
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Considering equation (1.1) with Allen-Cahn type potentials V (z) = z − z3, it is easy
to see that V (z) ≈ z if z is small and V (z) ≈ −z3 if z is large. This observation suggests
that ψ rebounds when it is small or large. In order to make the above rigorous, now we
define an embedded “reflected chain” X, along with the length of time τn for step n:

Xn = log2 Lτn(vn), for n > 0,

`n = τn − τn−1, for n > 1.

Let us pause to explain why we refer to X as a “reflected chain.” Firstly, the strong
Markov property of every infinite-dimensional diffusion {wn(t)}t>0 implies that for every
n ∈ Z+, and given the value ofXn, the random variableXn+1 is conditionally independent
of Fτn , and clearly X0 = M − 2; thus, X is a time-inhomogenous Markov chain that
starts at M − 2. Secondly, the definition of X implies immediately that X moves in
three distinct ways: Xn+1 − Xn = ±1 for all n > 0, and in all cases, except that
Xn+1 − Xn = M − 2 − Xn 6 −1 a.s. on {Xn > M − 1}. We find that X0 = M − 2 and
from time one onward, X moves in increments of ±1 and is reflected at M − 1 by an
increment of −1 to stay in Z ∩ (−∞ ,M − 1] henceforth. The latter exception ensures
that Xn 6M − 1 for all n > 1, and explains the use of “reflection at M − 1.” Finally, we
will soon demonstrate that, if the parameter λ in (1.1) is small enough, then

P(Xn+1 −Xn = +1 | Xn) > 2
3 for all n > 1, P1-a.s. on the event {Xn < M − 1}.

This will imply that X moves upward at least as fast as a random walk with upward drift,
when it is not being reflected. We now return to the main part of the discussion.

In order to study the walk X we make some definitions. For simplicity, define for all
n ∈ N, t > 0, and x ∈ T,

In(t , x) := λ

∫
(0,t)×T

pt−s(x− y)σ(vn(τn + s , y)) θτnW (dy ds).

Note that, in the definition of In(t , x), the parameter t refers to the time beyond τn.
Thanks to the mild formulation of wn, and hence also vn, the following is valid a.s. for
every t ∈ [0 , `n+1]:

wn(t , x) = vn(τn + t , x) = 2Xn + t2Xn−2 + In(t , x)

=

(
1 +

t

4

)
Lτn(vn) + In(t , x).

(5.5)

Next we estimate In. For possibly random numbers T > 0 and δ > 0, consider the event

An(T, λ , δ) :=

{
sup

06t6T
sup
x∈T
|In(t , x)| 6 δ

}
.

By (2.1) and by the definition of τn and τn+1,

|σ(vn(t , x))| 6 4LipσLτn(vn) for every t ∈ [τn , τn+1], (5.6)

almost surely. We define a truncated version of σ and corresponding versions of I and A
as follows:

σn(t , x) = σ(vn(τn + t , x))1(0,`n+1)(t), (5.7)

Itr
n (t , x) = λ

∫
(0,t)×T

pt−s(x− y)σn(s , y) θτnW (dy ds), (5.8)

Atr
n(T, λ , δ) =

{
sup
t∈[0,T ]

sup
x∈T
|Itr
n (t , x)| 6 δ

}
.
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Since σn = 0 beyond time `n+1, elementary properties of the Walsh stochastic integral
ensure that a.s. on the event {`n+1 < T},

sup
06t6T

sup
x∈T
|Itr
n (t , x)| 6 δ ⇔ sup

06t6`n+1

sup
x∈T
|In(t , x)| 6 δ.

Because the underlying probability space is assumed to be complete, it follows that

Atr
n(T, λ , δ) ∩ {`n+1 < T} = An(`n+1 , λ , δ) ∩ {`n+1 < T} a.s.

Next we give a probabilistic estimate for Itr
n (t , x). To keep the flow of the argument,

we postpone the proof until the end of the paper.

Lemma 5.2. There exist numbers C0, C1 > 0 such that

P

(
sup

06t6T
sup
x∈T
|Itr
n (t , x)| > ρ

∣∣∣∣ Fτn

)
6 C0 exp

(
− C1ρ

2

16T 1/2λ2Lip2
σL

2
τn(vn)

)
,

P1-a.s. for every ρ, T > 0 and n > 1.

For convenience let us define Pn to be the conditional measure,

Pn(·) = P( · | Fτn).

We now select
δ := 1

4Lτn(vn). (5.9)

Note that δ is random, but Fτn -measurable. Moreover, (5.5) assures us that, as long as
T > 6, the following holds a.s. on Atr

n(T, λ , δ) ∩ {`n+1 > T}:

vn(τn + T, x) > 5
2Lτn(vn)− δ > 2Lτn(vn).

This proves that Atr
n(T, λ , δ) = Atr

n(T, λ , δ) ∩ {`n+1 6 T} a.s. for (say) T = 6. In addi-
tion, (5.5) ensures that a.s. on Atr

n(T, λ , δ),

1
2Lτn(vn) < Lτn(vn)− δ 6 vn(τn + t , x) 6 5

2Lτn(vn) + δ < 4Lτn(vn),

for all t ∈ [0 , `n+1] and x ∈ T a.s. That is, `n+1 6 T a.s. on Atr
n(T, λ , δ), and we are in case

1 (i.e., Lt(wn) = 2Lτn(vn)). This is another way to say that the random walk X moves up
except possibly at the reflecting boundary.

We apply Lemma 5.2, conditionally on Fτn , in order to see that

Pn

(
Atr
n(T, λ , δ)c

)
6 C0 exp

(
− C1δ

2

T 1/2λ2(4LipσLτn(vn))2

)
= C0 exp

(
− C1

256
√
T Lip2

σλ
2

)
,

(5.10)

P1-a.s. uniformly for all n > 1, T > 0, and every initial choice of λ > 0 in (1.1).
We emphasize that the right-most quantity in (5.10) is non random. In any case, we
apply the above with T = 3 in order to see that there exists a non-random number
λ1 = λ1(C1 , σ) ∈ (0 , 1) such that

Pn

(
Xn+1 = (Xn + 1)

)
1{Xn6M−2} > Pn(Atr

n(3 , λ , δ))1{Xn6M−2} >
2

3
1{Xn6M−2}, (5.11)

P1-a.s. for every λ ∈ (0 , λ1) and n > 1. This proves that the random walk X has an
upward drift, thereby concluding our random walk argument.
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5.2 A reduction

In this subsection we reduce our proof of the existence of non-trivial invariant
measures [Proposition 4.16] to condition (5.12) below. That condition will be verified in
the following subsection provided additionally that Lσ > 0 and λ is sufficiently small.

Proposition 5.3. Suppose λ ∈ (0 , 1) is small enough to ensure that (5.11) holds. Then,
Condition (4.13) – whence also Proposition 4.16 – follows provided that

lim
k→∞

lim sup
n→∞

1

n

n−1∑
j=0

1{Xj+1<−k} = 0 a.s. (5.12)

Recall `n = τn−τn−1. Proposition 5.3 hinges on two coupling lemmas that respectively
bound {`n}∞n=1 from above and from below by “better behaved” sequences of random
variables.

Lemma 5.4. Suppose λ ∈ (0 , 1) is small enough to ensure that (5.11) holds. Then, there
exists a sequence {`n}∞n=1 of i.i.d. random variables such that `n > `n > 0 a.s. for all
n > 1, and 0 < E1[`1] 6 1.

Proof. Choose and fix a small enough λ, as designated, and recall the Fτn -measurable
random variable δ from (5.9) for every n ∈ Z+. For every T > 0, let

R(T ) := C0 exp

(
− C1

256
√
T λ2Lip2

σ

)
denote the supremum of the right-hand side of (5.10) over all λ ∈ (0 , 1). Throughout, we
choose and fix T ∈ (0 , 1) such that R(T ) < 1.

Because Atr
n(T, λ , δ)c is independent of Fτn , we can enlarge the event Atr

n(T, λ , δ)c to

an event A(1)
n (T )c whose probability is exactly equal to R(T ) < 1, and such that A(1)

n (T )

is independent of Fτn . By virtue of construction,

Atr
n(T, λ , δ) ⊇ A(1)

n (T ).

In addition, using (5.5), we see that a.s. on Atr
n(T, λ , δ) ∩ {`n+1 < T}, we have

sup
t∈[0,`n+1]

sup
x∈T

wn(t , x) < 2Lτn(vn),

inf
t∈[0,`n+1]

inf
x∈T

wn(t , x) > 1
2Lτn(vn).

Thus, Atr
n(T, λ , δ) = Atr

n(T, λ , δ) ∩ {`n+1 > T}, and `n+1 > T a.s. on Atr
n(T, λ , δ). With this

in mind, we can define

`n+1 := T1
A

(1)
n (T )

6 T1Atr
n(T,λ,δ) 6 `n+1 ∧ T 6 `n+1 ∧ 1.

This is the desired sequence, with the announced properties.

Lemma 5.4 provides a suitable lower sequence for {`n}∞n=1. The following matches
that result with a corresponding upper sequence.

Lemma 5.5. There exists a sequence {¯̀n}∞n=1 of almost surely nonnnegative i.i.d. ran-
dom variables such that with probability one for all n > 1 we have `n 6 ¯̀

n. Finally,
0 < E1(|¯̀1|k) <∞ for every real number k > 2.

Proof. By (5.5), if `n+1 > T , then

2Xn + T2Xn−2 + Itr
n (T, x) 6 2Xn+2.
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Thus, if `n+1 > T and T is large enough, we have

sup
06t6T

sup
x∈T
|Itr
n (t , x)| > 2Xn + T2Xn−2 − 2Xn+2.

That is, Itr
n (t , x) must counteract the drift which is pushing vn+1 out of the interval

around 2Xn = Lτn(vn).
Choose T0 so large that T > T0 implies that

2Xn + T2Xn−2 − 2Xn+2 > T2Xn−3 =
TLτn(vn)

8
.

Then using Lemma 5.2 we can choose T0 so large that for T > T0, the following holds
P1-a.s.:

P(`n+1 > T | Fτn) 6 P

(
sup

06t6T
sup
x∈T
|Itr
n (t , x)| > TLτn(vn)

8

∣∣∣∣ Fτn

)
6

[
c0 exp

(
−c1T

3/2

λ2

)]
∧ 1;

where c0, c1 are non-random, positive real numbers that do not depend on (n , λ). By the
strong Markov property, `n+1 is independent of Fτn though it is measurable with respect
to Fτn+1

by virtue of construction. Therefore, Lemma A.2 ensures that we can find a
random variable ¯̀

n+1, independent of Fτn , such that `n+1 6 ¯̀
n+1 and

P1

{
¯̀
n+1 > t

}
= c0 exp

(
−c1t

3/2

λ2

)
∧ 1 for all t > T0,

and {¯̀m}∞m=1 is i.i.d. [P1]. Finally, we can study the moments of `1 as follows: On one
hand, Lemma 5.4 ensures that

‖¯̀1‖2 > E1(¯̀
1) > E1(`1) > E1(`1) > 0.

On the other hand,

E1(|¯̀1|k) = k

∫ ∞
0

tk−1P1{¯̀n+1 > t} dt 6 T k0 + kc0

∫ ∞
T0

tk−1 exp

(
−c1t

3/2

λ2

)
dt <∞,

for every k > 2.

We are ready to prove Proposition 5.3.

Proof of Proposition 5.3. Thanks to (5.2) we may observe that for every n ∈ N and
ε ∈ (0 , 1/8),

1

τn

∫ τn

0

1{infx∈T ψ(t,x)<ε} dt =
1

τn

n−1∑
j=0

∫ τj+1

τj

1{Lt(ψ)<ε} dt

6
1

τn

n−1∑
j=0

∫ τj+1

τj

1{Lt(vj)<ε} dt

6
1

τn

n−1∑
j=0

∫ τj+1

τj

1{Ut(vj)<8ε} dt

P1-almost surely. The very construction of the stopping times τ1, τ2, . . . ensures that if
there exists t ∈ [τj , τj+1], and a realization of the process ψ, such that Lt(vj) < ε, then
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certainly Ut(vj) 6 8ε < 1 for all t ∈ [τj , τj+1] [for that realization of ψ], whence also
Lτj+1

(vj+1) 6 8ε < 1, for the same realization of ψ. In this way, we find that

1

τn

∫ τn

0

1{infx∈T ψ(t,x)<ε} dt 6
1

τn

n−1∑
j=0

`j+11{Xj+16−| log2(8ε)|} P1-a.s.

If λ is sufficiently small, then Lemma 5.4 and the strong law of large numbers together
imply that

lim inf
n→∞

τn
n

= lim inf
n→∞

1

n

n∑
j=1

`j > lim
n→∞

1

n

n∑
j=1

`j = E(`1) > 0 P1-a.s. (5.13)

Similarly, Lemma 5.5 ensures that

lim sup
n→∞

τn
n

6 E(¯̀
1) <∞ P1-a.s. (5.14)

The Cauchy-Schwarz inequality and (5.13) together yield the following: P1-a.s.,

lim sup
n→∞

1

τn

∫ τn

0

1{infx∈T ψ(t,x)<ε} dt 6
1

E1(`1)
lim sup
n→∞

1

n

n−1∑
j=0

`j+11{Xj+16−| log2(8ε)|}

6
1

E1(`1)

√√√√lim sup
n→∞

1

n

n−1∑
j=0

`2j+1

√√√√lim sup
n→∞

1

n

n−1∑
j=0

1{Xj+16−| log2(8ε)|}.

Thanks to Lemma 5.5, we may deduce from the above that P1-a.s.,

lim sup
n→∞

1

τn

∫ τn

0

1{infx∈T ψ(t,x)<ε} dt 6
‖¯̀1‖2
‖`1‖1

√√√√lim sup
n→∞

1

n

n−1∑
j=0

1{Xj+16−| log2(8ε)|}.

This proves that (5.12) implies (4.13), except the non-random averaging variable T →∞
is replaced by the random averaging variable τn →∞. In order to complete the proof,
let us choose and fix 2 numbers a and b such that

E(¯̀
1) > b > a > E(`1).

For every T � 1 let n = n(T ) = dT/ae, so that a(n − 1) < T 6 an and n > 3, whence
(n− 1)−1 6 1/2. By enlarging n(T ) further to a finite random number, if need be, (5.13)
and (5.14) together ensure that

an 6 τn 6 bn,

for all T sufficiently large. In this way we find that, for all sufficiently large T � 1,

1

T

∫ T

0

1{infx∈T ψ(t,x)<ε} dt 6
1

a(n− 1)

∫ an

0

1{infx∈T ψ(t,x)<ε} dt

6
2

an

∫ an

0

1{infx∈T ψ(t,x)<ε} dt

6
2b

aτn

∫ τn

0

1{infx∈T ψ(t,x)<ε} dt.

Now let T →∞ first, and then a→ E(`1) and b→ E(¯̀
1) in order to see that P1-a.s.,

lim sup
T→∞

1

T

∫ T

0

1{infx∈T ψ(t,x)<ε} dt 6
2‖¯̀1‖22
‖`1‖21

√√√√lim sup
m→∞

1

m

m−1∑
j=0

1{Xj+16−| log2(8ε)|}. (5.15)

This proves Proposition 5.3.
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5.3 Proof of Proposition 4.16

We are ready to begin completing the proof of Proposition 4.16, which assures us of
the existence of non-trivial invariant measures when Lσ > 0 and λ is sufficiently small.
Our method requires an analysis of the excursions of the chain X from the level M − 1.
The construction of the chain X ensures that

P1{X0 = M − 2} = 1.

Moreover, P1{|Xn+1 −Xn| = 1} = 1 for every n > 1.
Set α0 := 0 and for all n ∈ Z+ define

αn+1 := inf {j > αn : Xj = M − 1} ,

where inf ∅ :=∞. Then, the αn’s are stopping times in the filtration {Fτn}∞n=0.

Lemma 5.6. P1{αn <∞} = 1 for every n > 1.

Proof. The proof works by coupling the inhomogeneous Markov chain X to an infinite
family of independent, biased random walks. This coupling is the motivation behind the
title of this section (“a random walk argument”), and will be useful in the sequel as well.

First we prove that P1{α1 <∞} = 1. Define a random walk {Y (1)
n }∞n=1 on Z as follows:

1. Y (1)
0 := X0 = M − 2;

2. Iteratively define Y (1)
n for every n > 1 as follows:

(a) When Xn+1 −Xn = −1, set Y (1)
n+1 = Y

(1)
n − 1;

(b) Next, let us introduce new variables {∆m}∞m=1 that are independent of one
another, such that a.s. on {Xm 6M − 2},

P{∆m = +1} = 1− P{∆m = −1} =
2

3P(Xm+1 −Xm = +1 | Fτm)
,

for every m > 0 such that P1{Xm 6 M − 2} > 0. For all other values of
m, P{∆m = +1} = 0. The preceding is a well-defined construction thanks

to (5.11). Now we set Y (1)
n+1 := Y

(1)
n + ∆n whenever Xn+1 = Xn + 1 and α1 > n;

and
(c) Let {Zm}∞m=1 be an independent, biased, simple random walk on Z whose

left-right probabilities given by P{Z1 = +1} = 1− P{Z1 = −1} = 2/3. Finally,

define Y (1)
n+1 := Y

(1)
n + Zn+1−α1

whenever Xn+1 = Xn + 1 and α1 6 n.

The above construction shows that {Y (1)
n }∞n=1 is a simple random walk on Z such that:

(i) Y (1)
0 = M − 2;

(ii) P1{Y (1)
n+1 − Y

(1)
n = +1} = 1− P1{Y (1)

n+1 − Y
(1)
n = −1} = 2/3 for all n > 0; and

(iii) P1{Y (1)
n 6 Xn for all 1 6 n 6 α1} = 1, where Y

(1)
∞ := X∞ := M − 1 to make the

notation work out correctly in case P1{α1 =∞} > 0 [which we are about to rule
out].

Since Y (1) has an upward drift and starts at M − 2, it almost surely reaches M − 1 in
finite time. Because of item (iii) above, α1 is not greater than the first hitting time of
M − 2 by Y (1). This proves that P1{α1 <∞}; in fact, that

lim sup
m→∞

m−1 log P1{α1 > m} < 0.

To complete the proof, we work by induction. Suppose we have proved that P1{αi <
∞} = 1 for some i > 1. We recycle the preceding random walk construction to produce
a random walk Y (i+1) on Z that is independent of Y (1), . . . , Y (i) and:5

5In this proof we do not use the additional fact that Y (1), Y (2), . . . are independent from one another, but
we will use that fact later on.
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(i) Y (i+1)
0 = M − 2;

(ii) P1{Y (i+1)
n+1 − Y (i+1)

n = +1} = 1− P1{Y (i+1)
n+1 − Y

(i+1)
n = −1} = 2/3 for all n > 0; and

(iii) P1{Y (i+1)
n 6 Xn+αi for all 1 6 n 6 αi+1 − αi} = 1 where Y (i+1)

∞ := X∞ := M − 1.
Since Y (i+1) starts at M − 2 and has an upward drift, it a.s. reaches M − 1 in finite
time. Therefore, the same argument that proved that P1{α1 <∞} = 1 now implies that
n 7→ Xn+αi reaches M − 1 in a.s.-finite time, whence P1{αi+1 <∞} = 1.

Next we prove that αn is asymptotically of sharp order n as n→∞. We will state and
prove the complete result, though we need only the following asymptotic lower bound
on αn/n.

Lemma 5.7. P1-almost surely,

2

3
6 lim inf

n→∞

αn
n

6 lim sup
n→∞

αn
n

6 3.

Proof. Recall the independent biased random walks Y (1), Y (2), . . . of the proof of
Lemma 5.6, and define for every k ∈ N,

βk := inf
{
j > 1 : Y

(k)
j = M − 1

}
,

where inf ∅ =∞. Choose and fix an integer k > 1. Evidently, β1, β2, . . . are i.i.d. random
variables. And since Y

(k)
1 = M − 2, Y (k) has positive upward drift, and Y

(1)
n − (n/3)

defines a mean-zero martingale, a gambler’s ruin computation shows that E1(β1) = 3.

Define α0 := 0. Because Y (k)
n 6 Xn+αk−1

P1-a.s. for all n ∈ N, it follows from a little
book keeping that

βk > inf{n > 1 : Xn+αk−1
= M − 1}.

Apply induction on k to see that βk > αk − αk−1 for all k ∈ N, P1-a.s. Thus, the strong
law of large numbers implies that

lim sup
n→∞

αn
n

= lim sup
n→∞

1

n

n∑
k=1

(αk − αk−1) 6 lim
n→∞

1

n

n∑
k=1

βk = E1(β1) = 3 P1-a.s.

For the converse bound we might observe that, if βk = 1, then X1+αk−1
= M − 1 and

hence αk − αk−1 = 1. Therefore,

lim inf
n→∞

αn
n

= lim inf
n→∞

1

n

n∑
k=1

(αk − αk−1) > lim
n→∞

1

n

n∑
k=1

1{βk=1} =
2

3
P1-a.s.,

thanks to the strong law of large numbers. The lemma follows.

We are ready to conclude this subsection by verifying Proposition 4.16; namely, that
if Lσ > 0 and λ is sufficiently small (which we assume is the case), then there exists a
non-trivial invariant measure.

Proof of Proposition 4.16. Recall the i.i.d. random walks Y (1), Y (2), . . . from the proof of
Lemma 5.6. The very construction of the Y (i)’s implies that

αn∑
j=1

1{Xj6−k} =

n∑
`=1

α`−α`−1∑
j=1

1{Xj+α`−1
6−k} 6

n∑
`=1

∞∑
j=1

1{Y (`)
j 6−k} =:

n∑
`=1

χ`,

notation being clear. Now, χ1, χ2, . . . are i.i.d., and a standard computation shows that

E1[χ1] 6 17 · 2−(k−M+2)/2;

EJP 28 (2023), paper 101.
Page 33/66

https://www.imstat.org/ejp

https://doi.org/10.1214/23-EJP983
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Stochastic reaction-diffusion equations

see Lemma A.3 for example. Therefore, Kolmogorov’s strong law of large numbers
implies that

lim sup
n→∞

n−1
α2n∑
j=1

1{Xj6−k} 6 34 · 2−(k−M+2)/2,

P1-a.s. Lemma 5.7 ensures that α2n > n for all n large. Therefore,

lim sup
n→∞

1

n

n∑
j=1

1{Xj6−k} 6 17 · 2−(k−M)/2 P1-a.s. (5.16)

This implies (5.12). Therefore, Proposition 4.16 follows from Proposition 5.3.

6 A support theorem

In general, a “support theorem” for a probability measure ν is a full, or sometimes a
partial, description of the support of the measure ν. In this section we provide a partial
support theorem that describes the support of the law of ψ(t), at least for small values of
t, where ψ solves the SPDE (1.1) starting from a given function ψ0 ∈ C>0(T). This will be
used in the proof of Theorem 8.3.

Proposition 6.1. Choose and fix non-random numbers A > A0 > 0, and α ∈ (0 , 1/2).
Then, for every non-random ψ0 ∈ C>0(T) with 1

2A0 6 infx∈T ψ0(x) 6 ‖ψ0‖Cα(T) 6 A,
and for all δ > 0, there exists t0 = t0(A ,A0 , α , δ) > 0 and a strictly positive number
pA,A0

(t0 , α , δ) – dependent on (A ,A0 , t0 , α , δ) but otherwise independently of ψ0 – such
that the solution ψ to (1.1) with initial profile ψ0 satisfies

P

{
sup
x∈T
|ψ(t0 , x)−A0| 6 δ , ‖ψ(t0)‖Cα/2(T) 6 A+ 1

}
> pA,A0

(t0 , α , δ).

Proof. It clearly suffices to prove the result when δ is small. Therefore, we may [and
will] assume without any loss in generality that

δ <
1

16
∧ A0

2
∧
(

A0

2ACα

)2/α

, (6.1)

is sufficiently small (but fixed), where

Cα :=
1√
2π

∫ ∞
−∞
|x|αe−x

2/2 dx =
2α/2√
π

Γ

(
1 + α

2

)
. (6.2)

The essence of the idea is quite natural: By regularity estimates on the paths of the
solution [Propositions 4.6 and 4.8] we may choose t sufficiently small to ensure that

P
{
‖ψ(t)− ψ0‖C(T) 6 δ , ‖ψ(t)‖Cα/2(T) 6 A0 + 1

}
> 0.

Then, we apply Girsanov’s theorem (Allouba, 1998; Da Prato and Zabczyk, 1996) to shift
the center of the above radius-δ ball in C(T). Because of the multiplicative nature of
the noise in (1.1), and since σ vanishes at zero, the said appeal to Girsanov’s theorem is
somewhat non trivial. Therefore, we write a detailed proof.

Fix a real number k > 2, and recall the random field I from (3.9). We may apply the
BDG inequality, in a manner similar to our method of proof of Lemma 4.5, in order to see
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that there exists a real number ck > 0 such that simultaneously for every x ∈ T and t > 0,

‖I(t , x)‖2k 6 ck

∫ t

0

ds

∫
T

dy [pt−s(x , y)]2‖σ(ψ(s , y))‖2k

6 ckLip2
σ sup
r>0

sup
z∈T
‖ψ(r , z)‖2k

∫ t

0

ds

∫
T

dy [ps(x , y)]2

= ckLip2
σ sup
r>0

sup
z∈T
‖ψ(r , z)‖2k

∫ t

0

p2s(0 , 0) ds;

we have appealed to the semigroup property of the heat kernel in order to deduce the
last inequality. Now, Lemma B.1 of Khoshnevisan et al. (2020) tells us that p2s(0 , 0) 6
2 max{s−1/2 , 1}, and Proposition 4.6 implies that supr>0 supz∈T ‖ψ(r , z)‖k < ∞. There-
fore, there exists c′k > 0 such that

sup
x∈T
‖I(t , x)‖k 6 c′k max

{
t1/4 , t1/2

}
for all t > 0. (6.3)

Next, we might observe from Lemma 4.5 and the proof of Proposition together that there
exists c′′k > 0 such that

‖I(t , x)− I(s , x′)‖k 6 c′′k

{
|x− x′|1/2 + |t− s|1/4

}
, (6.4)

uniformly for all s, t > 0 and x, x′ ∈ T. Therefore, we may apply chaining together
with (6.3) and (6.4) in order to find that there exists Ck > 0 such that

E

(
sup
s∈(0,t)

‖I(s)‖kCα/2(T)

)
6 Ckt

k/5 for all t ∈ (0 , 1]. (6.5)

The careful reader might find that we have made a few arbitrary choices here: The
Cα/2(T)-norm can be replaced by a Cβ(T)-norm for any β ∈ (0 , α), and tk/5 can be
replaced by tθk for any θ ∈ (0 , 1

4 ). Of course, in that case, Ck = Ck(θ , β).
Next, we consider the events

Gt :=

{
sup
s∈(0,t)

‖I(s)‖Cα/2(T) 6
δ

10λ

}
,

as t roams over (0 , 1]. According to Chebyshev’s inequality, and thanks to (6.5),

P (Gct) 6
10kλk

δk
Ckt

θk for all t ∈ (0 , 1].

Since supw>0 V (w) <∞ [see Lemma 2.1], it follows that, for all sufficiently small values
of t0 ∈ (0 , δ),

P (Gt0) >
1

2
, 2 sup

w>0
V (w)t0 <

δ

10
,

2 sup
|w|<A+1

|V (w)|t0 6
δ

10
, sup

|w|<A+1

|V (w)|
∞∑
k=1

k2t0 ∧ 1

k(4−α)/2
6

1

20
,

(ACαt0)α/2 6
δ

10
.

(6.6)

From now on, we select and fix such a t0 = t0(δ ,A) ∈ (0 , δ).
According to (2.2), with probability one,

ψ(s , x) = (Psψ0)(x)+

∫ s

0

dr

∫
T

dy ps−r(x , y)V (ψ(r , y))+λI(s , x) for all s > 0 and x ∈ T.
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Let W denote the Brownian sheet that is naturally associated to the white noise Ẇ ; that
is,

W (s , x) :=

∫
(0,s)×[−1,x]

Ẇ (dr dy) for all s > 0 and x ∈ T,

where we recall T, as a set, is identified with the interval [−1 , 1].
Define

Ds := e−Ms− 1
2 〈M〉s for all s > 0,

where {Ms}s>0 is the continuous local martingale defined by

Ms :=
1

λt0

∫
(0,s)×T

{
ψ0(y)− A0

2

}
1[δ/2,A+1](ψ(r , y))

σ(ψ(r , y))
W (dr dy).

Because Lσ > 0 [see (2.1)], the quadratic variation of M satisfies

〈M〉s =
1

λ2t20

∫
(0,s)×T

{
ψ0(y)− A0

2

}2 1[δ/2,A+1](ψ(r , y))

σ2(ψ(r , y))
dr dy

6
1

λ2t20L2
σ

{
A+

A0

2

}2 ∫
(0,s)×T

1[δ/2,A+1](ψ(r , y))

|ψ(r , y)|2
dr dy

6
4

λ2t20L2
σδ

2

{
A+

A0

2

}2 ∫
(0,s)×T

dr dy =: Cs for every s > 0.

This inequality shows that the exponential local martingale {Ds}s>0 is in fact a continuous
L2(P)-martingale. The DDS martingale representation theorem ensures the existence of
a Brownian motion B such that Ms = B(〈M〉s) for all s > 0, whence we learn from the
Cauchy-Schwarz inequality and the reflection principle that, for every s > 0,

E(D2
s) 6 E

(
e2Ms

)
= E

(
e2B(〈M〉s)

)
6 E

[
exp

{
2 sup
r∈[0,Cs]

B(r)

}]
6 2e2Cs.

Define

W (s , x) := W (s , x) +
1

λt0

∫
(0,s)×T

{
ψ0(y)− A0

2

}
1[δ/2,A+1](ψ(r , y))

σ(ψ(r , y))
dr dy,

for all s > 0 and x ∈ T. Girsanov’s theorem ensures that W is a Brownian sheet under
the measure Q defined via

Ds :=
dQ

dP

∣∣∣∣
Fs

for all s > 0;

see Allouba (1998) for the precise version of the Girsanov theorem that we need, and
Chapter 10 of Da Prato and Zabczyk (2014) for the general theory. Among other things,
the Cauchy-Schwarz inequality implies that

Q(Λ) 6 ‖Dt‖2
√

P(Λ) 6 e3Ct0/2
√

2P(Λ) for all Λ ∈ Ft0 . (6.7)

And a similar estimate holds that bounds P(Λ) by a [large] multiple of
√
Q(Λ) for every

Λ ∈ Ft0 . In particular, it follows that Q and P are mutually absolutely continuous
probability measures on the sigma algebra Ft0 .

The above application of Girsanov’s theorem ensures that ψ solves the following
SPDE driven by Ẇ : Q-almost surely,

∂tψ(s , x) = ∂2
xψ(s , x) + V (ψ(s , x))− 1

t0

(
ψ0(x)− A0

2

)
1[δ/2,A+1](ψ(s , x))

+ λσ(ψ(s , x)) Ẇ (s , x).
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We can write this in mild form [see (2.2)] in order to see that with probability one [Q],

ψ(s , x) = (Psψ0)(x) + J1(s , x)− J2(s , x) + λI(s , x), (6.8)

where

J1(s , x) :=

∫
(0,s)×T

ps−r(x , y)V (ψ(r , y)) dr dy,

J2(s , x) :=
1

t0

∫
(0,s)×T

ps−r(x , y)

{
ψ0(y)− A0

2

}
1[δ/2,A+1](ψ(r , y)) dr dy,

for every s > 0 and x ∈ T, and I is defined exactly as was I, but with W replaced by W .
Next, consider the events,

Gs :=

{
sup

r∈(0,s)

‖I(r)‖Cα/2(T) 6
δ

10λ

}
.

That is, Gs is defined exactly as was Gs, but with I replaced by I. Recall from Lemma 2.1
that

K = sup
w∈R

V (w) <∞,

and since ψ > 0, observe that supx∈T J1(s , x) 6 2Ks 6 2Kt0 for every s ∈ (0 , t0] a.s.
Because J2(s , x) > 0 a.s., we combine these statements with (6.6) and (6.8) in order to
see that

sup
s∈(0,t0]

sup
x∈T

ψ(s , x) 6 A+ 2Kt0 +
δ

10
< A+

1

2
Q-a.s. on Gt0 . (6.9)

Now, (6.9) and (6.6) together imply that, for all s ∈ (0 , t0] and x ∈ T,

|J1(s , x)| 6 sup
|w|6A+1

|V (w)|
∫

(0,s)×T
ps−r(x , y) dr dy 6

δ

10
Q-a.s. on Gt0 . (6.10)

Next, we observe that

(Psψ0)(x)− J2(s , x) > (Psψ0)(x)− 1

t0

∫
(0,s)×T

ps−r(x , y)

{
ψ0(y)− A0

2

}
dr dy

= (Psψ0)(x)− 1

t0

∫ s

0

(Prψ0)(x) dr +
s

t0

A0

2
,

for all s ∈ (0 , t0] and x ∈ T. Let {β(s)}s>0 denote a Brownian motion on T and observe
that∣∣∣∣(st 0

)
(Psψ0)(x)− 1

t0

∫ s

0

(Prψ0)(x) dr

∣∣∣∣
=

1

t0

∣∣∣∣∫ s

0

{E [ψ0(β(s) + x)]− E [ψ0(β(r) + x)]} dr

∣∣∣∣
6
‖ψ0‖Cα(T)

t0

∫ s

0

E (|β(s)− β(r)|α) dr 6
ACα
t0

∫ s

0

rα/2 dr [see (6.2)]

< ACαs
α/2 for all s ∈ (0 , t0] and x ∈ T.

(6.11)

Since ACαsα/2 6 ACαt
α/2
0 6 δ/10, it follows from the preceding and from (6.1) that

(Psψ0)(x)− 1

t0

∫ s

0

(Prψ0)(x) dr >

(
1− s

t0

)
A0

2
− δ

10
for all s ∈ (0 , t0] and x ∈ T.
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and hence

(Psψ0)(x)− J2(s , x) >
A0

2
− δ

10
.

Thus, (6.6), (6.8), and (6.10) together ensure that

inf
s∈(0,t0]

inf
x∈T

ψ(s , x) >
A0

2
− 3δ

10
>
δ

2
Q-a.s. on Gt0 , (6.12)

and (6.9) and (6.12) together yield the following Q-a.s. on Gt0 : For all x ∈ T,

(Pt0ψ0)(x)− J2(t0 , x) = (Pt0ψ0)(x)− 1

t0

∫
(0,t0)×T

{
ψ0(y)− A0

2

}
pt0−r(x , y) dr dy

= A0 + Pt0ψ0(x)− 1

t0

∫ t0

0

(Prψ0)(x) dr.

(6.13)

Thus, it follows from (6.8), (6.10), (6.11) and the definition of the event Gt0 that, Q-a.s.
on Gt0 ,

sup
x∈T
|ψ(t0 , x)−A0| 6 ‖(Psψ0−J2(s)‖C(T) + ‖J1(t0)‖C(T) +λ ‖I(t0)‖C(T) 6

3δ

10
< δ. (6.14)

Also, (6.13) tells us that Q-a.s. on Gt0 ,

|ψ(t0 , x)− ψ(t0 , z)|
6 |J1(t0 , x)− J1(t0 , z)|+ λ|I(t0 , x)− I(t0 , z)|+ 2‖(Psψ0 − J2(s)‖C(T)

6 |J1(t0 , x)− J1(t0 , z)|+
δ

10
|x− z|α/2 +

δ

5
,

(6.15)

simultaneously for all x, z ∈ T. We estimate the remaining term as follows: Because
of (6.9), the following holds Q-a.s. on Gt0 :

|J1(t0 , x)− J1(t0 , z)| 6 sup
w6A+1

|V (w)|
∫

(0,t0)×T
|pr(x , y)− pr(z , y)| dr dy,

simultaneously for all x, z ∈ T. Now we apply (4.2) to see that Q-a.s. on Gt0 ,

|J1(t0 , x)− J1(t0 , z)| 6 2
√

2 sup
w6A+1

|V (w)|
∞∑
k=1

(|x− z|k ∧ 1)

∫ t0

0

e−π
2k2r dr,

simultaneously for every x, z ∈ T. Since (|a| ∧ 1) 6 |a|α/2 for all a ∈ R, it follows that
Q-a.s. on Gt0 ,

|J1(t0 , x)− J1(t0 , z)| 6 2
√

2 sup
w6A+1

|V (w)||x− z|α/2
∞∑
k=1

kα/2

(
1− e−π

2k2t0

π2k2

)

6
2
√

2

π2
sup

w6A+1
|V (w)||x− z|α/2

∞∑
k=1

k2t0 ∧ 1

k(4−α)/2

6

√
2

20
|x− z|α/2 for all x, z ∈ T;

see (6.6). This and (6.15) together yield

sup
x,z∈T
x 6=z

|ψ(t0 , x)− ψ(t0 , z)|
|x− z|α/2

6

√
2

20
+

3δ

10
Q-a.s. on Gt0 .
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Thus, we may deduce from (6.9) that

‖ψ(t0)‖Cα(T) 6 A+
1

2
+

√
2

20
+

3δ

10
< A+ 1 Q-a.s. on Gt0 . (6.16)

Thanks to (6.6) and Girsanov’s theorem, Q(Gt0) = P(Gt0) > 1/2. Therefore, (6.7),
(6.14), and (6.16) together imply that

P
{
‖ψ(t0)−A0‖C(T) 6 δ , ‖ψ(t0)‖Cα/2(T) 6 A+ 1

}
> e−3Ct0

∣∣∣Q{‖ψ(t0)−A0‖C(T) 6 δ , ‖ψ(t0)‖Cα/2(T) 6 A+ 1
}∣∣∣2 > e−3Ct0

∣∣∣Q(Gt0)
∣∣∣2

>
1

4
e−3Ct0 .

This has the desired result.

7 Natural, independent, and AM/PM couplings

The principal aim of this section is proof of the statement that if Lσ > 0 and λ is small,
then there can only exist one probability measure µ+ on C>0(T) such that µ+{0} = 0 and
µ+ is invariant for the SPDE (1.1). We have demonstrated already in Proposition 4.16
that if Lσ > 0 and λ is sufficiently small, then at least one invariant measure µ+ exists
such that µ+{0} = 0. The main point of this section is that µ+ is the only invariant
measure of the type outlined. In order to do this, we build on coupling ideas of Mueller
(1993). Let ψ1 and ψ2 denote the solutions to the SPDE (1.1) starting respectively, given
respective initial data ψ1,0, ψ2,0 ∈ C>0(T). We will not assume that they are driven by the
same noise, or even are defined on the same probability space. With this in mind, recall
that a coupling of (ψ1 , ψ2) is a construction of (ψ1 , ψ2) jointly on the same probability
space such that ψ1 and ψ2 have the correct respective marginals. In other words, a
coupling of (ψ1 , ψ2) involves the construction of two space-time white noises Ẇ1 and Ẇ2

such that the following stochastic integral equations

ψj(t , x) = (Ptψj,0)(x) +

∫
(0,t)×T

pt−s(x , y)V (ψj(s , y)) dsdy

+ λ

∫
(0,t)×T

pt−s(x , y)σ(ψj(s , y))Wj(dsdy)

(7.1)

are valid for all t > 0, x ∈ T, and j ∈ {1 , 2}. The novelty here can be in the fact thatW1

andW2 might be correlated with one another, and even constructed a priori using the
solution (ψ1 , ψ2) to the above. This is of course a pairwise coupling. One can imagine
also a more general N -wise coupling of N > 2 solutions to (1.1), etc.

Next we devote some time to describe four notions of coupling, all of which are used
in this paper. We call them natural, independent, pairwise monotone (PM, for short),
and anchored monotone (AM, for short) couplings for the sake of comparison and ease
of later reference. The first two coupling methods are standard; the more subtle PM and
the AM couplings of this paper were introduced in Mueller (1993).

(i) Natural coupling. By a natural coupling of ψ1 and ψ2 we simply mean the con-
struction of ψ1 and ψ2 using the same underlying white noise. This is the coupling
that we have tacitly used so far in the paper. The natural coupling has a number of
obvious advantages. For example, if ψ1,0 6 ψ2,0, then ψ1 6 ψ2 a.s.; see Lemma 3.3.
Another attractive feature of natural couplings is that they are not limited to pairwise
couplings, or even N -wise couplings. One can in fact solve (1.1) simultaneously for every
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non-random initial profile ψ0 ∈ C>0(T).

(ii) Independent coupling. By an independent coupling of ψ1 and ψ2 we simply mean
that the underlying noises Ẇ1 and Ẇ2 in (7.1) are independent from one another. This is
the most naive form of coupling, but as we shall see has its uses.

(iii) Pairwise monotone (PM) coupling. PM coupling refers to the first step of a
two-step coupling method that was introduced in Mueller (1993). In order to recall that
method, and adapt it to the present setting, let us first define Ẇ1 and Ẇ2 to be two
independent space-time white noises. Also, consider the real-valued functions

f(y) :=
√
|y| ∧ 1 and g(y) :=

√
1− |f(y)|2 =

√
1− (|y| ∧ 1) for y ∈ R. (7.2)

Now, we first let ψ1 solve (1.1), driven by Ẇ1; that is,

ψ1(t , x) = (Ptψ1,0)(x) +

∫
(0,t)×T

pt−s(x , y)V (ψ1(s , y)) dsdy

+ λ

∫
(0,t)×T

pt−s(x , y)σ(ψ1(s , y))W1(dsdy),

(7.3)

for every t > 0 and x ∈ T. Next, we let ψ2 define the solution to the coupled SPDE,

ψ2(t , x) = (Ptψ2,0)(x) +

∫
(0,t)×T

pt−s(x , y)V (ψ2(s , y)) dsdy

+ λ

∫
(0,t)×T

pt−s(x , y)σ(ψ2(s , y))g (ψ1(s , y))− ψ2(s , y))W1(dsdy)

+ λ

∫
(0,t)×T

pt−s(x , y)σ(ψ2(s , y))f (ψ1(s , y))− ψ2(s , y))W2(dsdy).

(7.4)

Soon, we will elaborate on the existence of the PM coupling briefly, following the work
of Mueller (1993), and adapting that work to the present setting. For now, let us make a
few remarks:

- As was mentioned by Mueller (1993) in a similar setting, we do not make a
statement about the pathwise uniqueness of the solution to the SPDE system that
defines (ψ1 , ψ2) in the PM coupling. Nor does pathwise uniqueness affect us. We
care only about weak existence and uniqueness (in the probabilistic sense), which
we shall establish soon.

- We can write the PM coupling of (ψ1 , ψ2), in differential notation, as the following
interacting pair of SPDEs:

À

[
∂tψ1 = ∂2

xψ1 + V (ψ1) + λσ(ψ1)Ẇ1 on (0 ,∞)× T,

subject to ψ1(0) = ψ1,0 on T,

Á

∂tψ2 = ∂2
xψ2 + V (ψ2) + λσ(ψ2)

[
g (ψ1 − ψ2) Ẇ1 + f (ψ1 − ψ2) Ẇ2

]
on (0 ,∞)× T,

subject to ψ2(0) = ψ2,0 on T.
.

As long as the solution (ψ1 , ψ2) exists as a 2-D predictable random field in the
sense of Walsh (1986), and because f2 + g2 = 1, the random distribution g(ψ1 −
ψ2)Ẇ1 + f(ψ1 − ψ2)Ẇ2 is a priori a space-time white noise; see Corollary A.7 of the
appendix. This proves that if À and Á jointly have a random field solution (ψ1 , ψ2),
then that solution is a fortiori a coupling of ψ1 and ψ2.
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- If |ψ1 − ψ2| � 1, then g(ψ1 − ψ2) ≈ 1 and f(ψ1 − ψ2) ≈ 0, and if |ψ1 − ψ2| � 1, then
g(ψ1 − ψ2) ≈ 0 and f(ψ1 − ψ2) ≈ 1. This suggests somewhat informally that the PM
coupling of (ψ1 , ψ2) ought to behave roughly as follows:

∂tψ2 ≈

{
∂2
xψ2 + V (ψ2) + λσ(ψ2)Ẇ1 when |ψ1 − ψ2| � 1,

∂2
xψ2 + V (ψ2) + λσ(ψ2)Ẇ2 when |ψ1 − ψ2| � 1.

Of course, these remarks are not rigorous, in part because SPDEs are not local
equations. Still, the preceding serves as a reasonable heuristic to suggest that the
PM coupling of (ψ1 , ψ2) ought to behave as independent coupling when ψ1 and ψ2

are far apart, and it works as natural coupling when ψ1 and ψ2 are close.
Before we go on to describe AM coupling, let us pause and state and prove an

existence result [Proposition 7.1], and a “successful coupling” result [Lemma 7.2], for
PM couplings. In particular, part 2 of the following proposition justifies the terminology
“pairwise monotone,” or “PM.”

Proposition 7.1. Choose and fix two non-random functions ψ1,0, ψ2,0 ∈ Cα>0(T) for some
α ∈ (0 , 1/2). After possibly enlarging the underlying probability space, one can contruct
a pair (Ẇ1 , Ẇ2) of two independent space-time white noises for which (7.3) and (7.4)
have random-field solutions (ψ1 , ψ2). Moreover:

1. For every i ∈ {1 , 2}, the law of ψi is the same as the law of (1.1) started at ψi,0;
2. If, in addition, ψ1,0 > ψ2,0, then

P{ψ1(t , x) > ψ2(t , x) for all t > 0 and x ∈ T} = 1; and

3. {(ψ1(t) , ψ2(t))}t>0 is a Feller process with values in the space C(T ; R2).

Proof. If the functions x 7→ V (x) = x− F (x) and σ were replaced by bounded, globally
Lipschitz functions, then parts 1 and 3 of this proposition reduce to the construction of
Mueller (1993) with our (ψ1 , ψ2) being replaced by (u , v) of Mueller (ibid.). We adapt
Mueller’s arguments, and fill in some additional details to cover the present setting.

Let us start with two independent space-time white noises Ẇ1 and Ẇ2. Theorem 2.3
ensures that the process ψ1 of (7.3) is well defined on any probability space that supports
a space-time white noise Ẇ1. However, the non-Lipschitz behavior of f and g at the
origin prevent us from using standard SPDE machinary to produce a strong solution ψ2.
We overcome this, as in Mueller (1993), by producing instead a weak solution (in the
sense of probability).

We follow Mueller (1993) and define, for every n ∈ N and y ∈ R,

fn(y) :=

([
|y|+ 1

n

]
∧ 1

)1/2

−
(

1

n

)1/2

and gn(y) :=
√

1− |fn(x)|2.

Then every fn and gn is a Lipschitz continuous function, and limn→∞ fn = f and
limn→∞ gn = g, both limits holding uniformly on R.

Recall that ψ1 has already been constructed via (7.3) using the space-time white noise
Ẇ1. Theorem 2.3 of course justifies the existence and uniqueness of this construction.

For every n,N ∈ N, let ψ2,n,N denote the solution to the SPDE,
∂tψ2,n,N = ∂2

xψ2,n,N + VN (ψ2,n,N )

+ λσ(ψ2,n,N )
{
gn (ψ1 − ψ2,n,N ) Ẇ1 + fn (ψ1 − ψ2,n,N ) Ẇ2

}
on (0 ,∞)× T,

subject to ψ2,n,N (0) = ψ2,0,

where VN denotes our existing truncation of V from (3.1). This is a standard SPDE with
Lipschitz-continuous coefficient as in Walsh (1986), and hence has a strong solution on
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any probability space that supports two independent copies Ẇ1 and Ẇ2 of a space-time
white noise. Because f2

n + g2
n = 1,

gn (ψ1 − ψ2,n,N ) Ẇ1 + fn (ψ1 − ψ2,n,N ) Ẇ2

defines a space-time white noise; see Corollary A.7 of the appendix. Therefore, ψ2,n,N

has the same law as ψ2,N , started at ψ2,0, where ψ2,N denotes the solution to (1.1) with
V replaced by VN . The proof of Theorem 2.3 shows that there exist stopping times
T1, T2, . . . (depending on n) such that limN→∞ TN = ∞ a.s. and ψ2,n,N (t) = ψ2,n,N+1(t)

for all t ∈ [0 , TN ]. In this way, we obtain a predictable random field ψ2,n such that
ψ2,n(t) = ψ2,n,N (t) for all t ∈ [0 , TN ], and ψ2,n is the strong solution to the SPDE,

∂tψ2,n = ∂2
xψ2,n + V (ψ2,n)

+ λσ(ψ2,n)
{
gn (ψ1 − ψ2,n) Ẇ1 + fn (ψ1 − ψ2,n) Ẇ2

}
on (0 ,∞)× T,

subject to ψ2,n(0) = ψ2,0.

Once again, Theorem 2.3 ensures that this SPDE can be solved on any probability space
that supports (Ẇ1 , Ẇ2).

Since
ẇn := gn (ψ1 − ψ2,n) Ẇ1 + fn (ψ1 − ψ2,n) Ẇ2 (7.5)

is a space-time white noise [Corollary A.7], Theorem 2.3 ensures that the law of ψ2,n is
the same as the law of ψ2, any solution to (1.1) started at ψ2,0, and is in particular does
not depend on n ∈ N.

Next, we use Proposition 4.6 to see that

sup
t>0

E
(
‖ψ1(t)‖kCα(T)

)
<∞ for every k > 2.

Propositions 4.6 and 4.8, and a chaining argument together imply that for every t0 > 0,

E

(
sup

t∈(0,t0)

‖ψ1(t)‖kCα(T)

)
<∞ for every k > 2.

Let ψ2 denote any solution to (1.1) starting at ψ2,0. Since every ψ2,n has the same law as
ψ2, an appeal to the Arzelà-Ascoli theorem (see the proof of Proposition 4.6 for details)
shows that the random fields [0 , t0] 3 t 7→ ψ2,n(t) – as n varies in N – are tight in the
space C([0 , t0]× T). Therefore, the laws of the vector-valued random fields

[0 , t0] 3 t 7→ (ψ1(t) , ψ2,n(t) ,S(t) , Tn(t)) (7.6)

are tight in C := C([0 , t0]; C(T ; R4)) as n roams over N, where ẇn is the white noise
of (7.5), and

S(t , x) :=

∫
(0,t)×T

pt−s(x , y)σ(ψ1(s , y)) Ẇ1(dsdy),

Tn(t , x) :=

∫
(0,t)×T

pt−s(x , y)σ(ψ2,n(s , y)) ẇn(dsdy),

are the stochastic integrals used to define ψ1 and ψ2,n in their mild form. Because
tight probability laws on C have weak subsequential limits, (7.6) has a subsequence (as
n→∞) that converges weakly to a vector-value random field6

[0 , t0] 3 t 7→ (ψ1(t) , ψ2(t) ,S(t) , T (t)) ,

6The notation is deliberately slightly inconsistent, as the recently derived random field ψ1 is not defined on
the same probability space that the earlier-defined ψ1 was. It does, however, have the same law of course.
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and

S(t , x) :=

∫
(0,t)×T

pt−s(x , y)σ(ψ1(s , y)) Ẇ1(dsdy),

T (t , x) :=

∫
(0,t)×T

pt−s(x , y)σ(ψ2(s , y)) ẇ(dsdy),

for a space-time white noise w. And we obtain, additionally, that this new pair (ψ1 , ψ2)

solve respectively (7.3) and (7.4) for t ∈ (0 , t0). This proves the existence assertion of
the proposition.

The above construction also readily yields part 1 of the proposition since any subse-
quential limit of ψ2,n’s, as n→∞ has the same law as ψ2 because each ψ2,n does.

In the case that V were replaced by a Lipschitz-continuous and bounded function,
Mueller (1993, Lemma 3.1) includes part 2. In other words, the latter result shows that
ψ1 > ψ2,n,N . Let N and n tend to infinity – as we did previously – in order to deduce part
2.

Finally, we observe that (ψ1 , ψ2,n,N ) is a Feller process for the very same reasons
that ψ1 and ψ2 are individually Feller. Moreover, the estimates required for the Feller
property can all be made to hold uniformly in (n ,N); see the proof of Proposition 4.13.
Let n,N →∞ as above to deduce part 3 and hence the proposition.

The following is the second, and final, result of this section about PM couplings. After
this, we shall move on to describe the fourth [and final] example of couplings for SPDEs,
which is our AM coupling.

Lemma 7.2. Choose and fix non-random numbers C0 > c0 > 0 and α, ε ∈ (0 , 1/2). Also
consider two functions ψ1,0, ψ2,0 ∈ Cα>0(T) such that ψ2,0 6 ψ1,0, maxi∈{1,2} ‖ψi,0‖Cα(T) 6
C0, and infx∈T ψ2,0(x) > c0. Let (ψ1 , ψ2) denote a PM coupling of two solutions to (1.1)
with respective initial profiles ψ1,0 and ψ2,0, and consider the stopping time,

τ := inf {s > 0 : ψ1(s) = ψ2(s)} [inf ∅ :=∞].

Then there exists non-random numbers t1, δ1 ∈ (0 , 1) – depending only on (c0 , C0 , α , ε) –
such that

P {ψ1(τ + s) = ψ2(τ + s) for all s > 0 and τ 6 t1} > 1− ε,

provided that ‖ψ1,0 − ψ2,0‖L1(T) 6 δ1.

Let us make two brief remarks first. We will prove the lemma afterwards.

Remark 7.3. In the context of PM couplings, when we say that τ is a stopping time
we mean that τ is a stopping time with respect to the filtration {Gt}t>0 generated by
the underlying two noise Ẇ1 and Ẇ2 used in the PM coupling. That is, for every t > 0,
we first let Gt define the sigma algebra generated by all random variables of the form∫

(0,t)×T φ(s , x)Wi(dsdx) as i ranges over {1 , 2} and φ roams over non-random elements

of L2([0 , t]×T). This forms a filtration {Gt}t>0, which we then augment by making it right
continuous, and then by completing the sigma algebra G0 with respect to the measure P,
as is done in martingale theory.

Definition 7.4. Let (ψ1 , ψ2) denote a given coupling, using any coupling method, of
the solutions to (1.1) with respective initial profiles ψ1,0 and ψ2,0. Also, choose and
fix some number t > 0. We say that the coupling (ψ1 , ψ2) is successful by time t if
ψ1(t+ s) = ψ2(t+ s) for all s > 0.

We are ready to prove Lemma 7.2.
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Stochastic reaction-diffusion equations

Proof. Define

∆(t , x) := ψ1(t , x)− ψ2(t , x) for all t > 0 and x ∈ T,

and
δ := ‖ψ1,0 − ψ2,0‖L1(T) ∈ (0 , 1).

The same reasoning that led to eq. (3.4) of Mueller (1993) leads us to the assertion that
∆ solves the SPDE∂t∆ = ∂2

x∆ + V (ψ1)− V (ψ2) + λ

[
|σ(ψ1)− σ(ψ2)|2 + 2σ(ψ1)σ(ψ2)

f2(∆)

1 + g(∆)

]1/2

Ḟ ,

subject to ∆(0) = ψ1,0 − ψ2,0,

where Ḟ is a space-time white noise, and f and g were defined in (7.2). Since ψ1,0 > ψ2,0,
part 2 of Proposition 7.1 ensures that ∆ > 0 a.s., and hence ‖ψ1(t) − ψ2(t)‖L1(T) =∫

T ∆(t , x) dx for all t > 0. The main portion of the proof is to demonstrate that for any
given ε ∈ (0 , 1/2), there exist δ, t ∈ (0 , 1) – depending only on (c0 , C0 , α , ε) – such that

P{τ > t} = P

{
inf

s∈(0,t)
X(s) > 0

}
< ε (7.7)

where

X(t) :=

∫
T

∆(t , x) dx [t > 0].

Since ψ1 and ψ2 are continuous random fields, this proves that P{τ > t} < 1 for (t , δ)

small, which is the more challenging portion of this proof. Once we prove this, we will
easily complete the proof of the remainder of the proposition at the end.

Lemma 3.2 of Mueller (1993) [with our X playing the role of that lemma’s U ] implies
that

X(t) = δ +

∫ t

0

C(s) ds+M(t) for all t > 0, (7.8)

where X(0) = δ,

C(t) =

∫
T

[V (ψ1(t , x))− V (ψ2(t , x))] dx = X(t)−
∫

T
[F (ψ1(t , x))− F (ψ2(t , x))] dx,

and M = {M(t)}t>0 is a continuous L2(P )-martingale with quadratic variation,

〈M〉(t)

= λ2

∫ t

0

ds

∫
T

dx

[
(σ(ψ1(s , x))− σ(ψ2(s , x)))

2
+ 2σ(ψ1(s , x))σ(ψ2(s , x))

f2(∆(s , x))

1 + g(∆(s , x))

]
,

for every t > 0. In particular, we use the facts that: (a) g(z) 6 1 for all z ∈ R; and (b)
ψ2 6 ψ1 [Proposition 7.1] in order to see that a.s. for all t > 0,

d〈M〉(t)
dt

> 2λ2L2
σ inf
r∈(0,t)

inf
y∈T
|ψ2(r , y)|2

∫
T

f2(∆(s , x))

1 + g(∆(s , x))
dx

> λ2L2
σ inf
r∈(0,t)

inf
y∈T
|ψ2(r , y)|2

∫
T

min {∆(s , x) , 1} dx.

(7.9)

Because of (F1), F is non decreasing. Therefore, we can infer that C(t) 6 X(t)

a.s. for all t > 0, and hence (7.8) ensures that X satisfies the stochastic differential
inequality,

dX(t) 6 X(t) dt+ dM(t).
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Next, we choose and fix some ε ∈ (0 , 1
2{c0 ∧ (1− δ)}), and consider the stopping time,

H := min
i∈{1,2}

inf

{
s > 0 : sup

x∈T
|ψi(s , x)− ψi,0(x)| > ε

}
,

where inf ∅ :=∞.
For every t > 0, the following holds almost surely on {H > t}:

sup
s∈(0,t)

sup
x∈T

∆(s , x) < δ + 2ε < 1 and inf
r∈(0,t)

inf
y∈T

ψ2(r , y) > c0 − ε >
c0
2
> 0.

Therefore, (7.9) implies that

d〈X〉(t)
dt

=
d〈M〉(t)

dt
>

(
λLσc0

4

)2

X(t) a.s. on {H > t},

for every non-random real number t > 0. In particular,∫ t

0

e−s
d〈X〉(s)
X(s)

>

(
λLσc0

√
1− e−t

4

)2

a.s. on {H > t}.

Combine these facts together with Proposition A.4, and recall that X(0) = δ, in order to
see that

P {τ > t , H > t} 6 P

{
inf

s∈(0,t)
X(s) > 0 ,

∫ t

0

e−s
d〈X〉(s)
X(s)

>

(
λLσc0t

√
1− e−t

4

)2
}

6 2P

{
|Z| < 8

√
δ

λLσc0
√

1− e−t

}
6

16
√
δ

λLσc0
√
t
,

where Z has a standard normal distribution. We have appealed to the simple bound
1 − exp(−t) > t and the fact that the probability density function of Z is at most
(2π)−1/2 < 1/2 for the last inequality.

Next, we observe that

P{H 6 t} 6
2∑
i=1

P

{
sup
s∈(0,t)

sup
x∈T
|ψi(s , x)− ψi,0(x)| > ε

}
.

Recall that, for a standard 1-D Brownian motion β, i ∈ {1 , 2}, and s > 0,

‖Psψi,0 − ψi,0‖C(T) 6 sup
x∈T

E |ψi,0(β(s) + x)− ψi,0(x)| 6 ‖ψi,0‖Cα(T)E (|β(s)|α) 6 KC0s
α/2,

where K = E(|β(1)|α) = 2(1+α)/2π−1/2Γ((2 + α)/2). Therefore, Proposition 4.8 and
Chebyshev’s inequality together imply that for every k > 2 there exists a real number
K1 = K1(k , α ,A) > 0 such that P{H 6 t} 6 K1t

αk/2 for all t ∈ [0 , 1]. Choose k large
enough to ensure that P{H 6 t} 6 K1

√
t and hence if we choose t =

√
δ then

P {τ > t} 6 K2

(√
δ

t
+
√
t

)
6 2K2δ

1/4,

where K2 > 0 does not depend on δ ∈ (0 , 1), even though it might depend on (c0 , C0 , α).
This implies (7.7). In order to complete the proof, it suffices to show that

ψ1(τ + s , x) = ψ2(τ + s , x) for all s > 0 and x ∈ T, almost surely on {τ <∞}.
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Equivalently, it remains to prove that

X(τ + t) = 0 for all t > 0, almost surely on {τ <∞}.

Define Y (t) := exp(−t)X(t) and apply Itô’s formula to (7.8) in order to see that Y is a
continuous, non-negative supermartingale. Since τ denotes the first time Y hits zero, it
follows from a classical exercise in elementary martingale theory that

Y (τ + t) = 0 for all t > 0, almost surely on {τ <∞}.

Because Y (s) = 0 iff X(s) = 0 for any and every s > 0, this has the desired effect.

(iv) Anchored monotone (AM) coupling. The AM coupling is a more attractive
variation of the PM coupling, where the qualifier “attractive” is used in the same vein as
it is used in particle systems.

Before we describe the AM coupling, let us mention the following “attractive” property
of the AM coupling.

Lemma 7.5. Choose and fix non-random numbers C0 > c0 > 0 and α, ε ∈ (0 , 1/2), and
consider ψ1,0, ψ2,0 ∈ Cα+(T) such that

max
i∈{1,2}

‖ψi,0‖Cα(T) 6 C0 and min
i∈{1,2}

inf
x∈T

ψi,0(x) > c0.

Let (ψ1 , ψ2) denote an AM coupling of two solutions to (1.1) with respective initial
profiles ψ1,0 and ψ2,0, and consider the stopping time, τ := {s > 0 : ψ1(s) = ψ2(s)},
where inf ∅ :=∞. Then, for the same numbers t1, δ1 ∈ (0 , 1) that arise in Lemma 7.2,

P {ψ1(τ + s) = ψ2(τ + s) for all s > 0 and τ 6 t1} > 1− 2ε,

provided that ‖ψ1,0 − ψ2,0‖L1(T) 6 δ1/2.

This is exactly the same assertion as the one in Lemma 7.2, except we no longer need
to assume that ψ1,0 6 ψ2,0. Next, we describe the AM coupling which accomplishes this
generalization. Lemma 7.5 will be an immediate consequence of that description.

Suppose ψ1,0, ψ2,0 ∈ C>0(T) are fixed non-random initial profiles. Let us introduce
three independent space-time white noises Ẇ, Ẇ1, and Ẇ2, and let ψ denote the solution
to the SPDE,

∂tψ = ∂2
xψ + V (ψ) + σ(ψ)Ẇ, subject to ψ(0) = ψ0 := ψ1,0 ∨ ψ2,0.

Then, we use Ẇ and Ẇi [i = 1, 2] to construct a PM coupling (ψ ,ψi), where the initial
distribution of ψi is ψi,0. We refer to this construction of (ψ1 , ψ2) as an AM coupling of
the solutions to (1.1) with respect initial data (ψ1,0 , ψ2,0), and to ψ as the anchor process
for ψ1 and ψ2. The following is a ready consequence of the proof of Proposition 4.13.

Lemma 7.6. Let (ψ1 , ψ2) denote an AM coupling of the solutions to the SPDE (1.1) with
respective initial profiles ψ1,0, ψ2,0 ∈ ∪α∈(0,1/2)C

α
>0(T), and let ψ denote the associated

process. Then, {(ψ(t) , ψ1(t) , ψ2(t))}t>0 is a Feller process with values in C(T ; R3).

In order to be guaranteed that we can perform this construction, we might of
course have to enlarge the underlying probability space; see Proposition 7.1. It follows
immediately from Proposition 7.1 that the marginal laws of ψi is the same as the law
of the solution to the SPDE (1.1) starting at ψi,0. So this produces a coupling indeed.
And Lemma 7.6 follows from the method of proof of Proposition 4.13. We skip the
details of the proof, and merely refer to the comments made about the proof of part 3 of
Proposition 7.1.

Now we prove Lemma 7.5.
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Proof of Lemma 7.5. This is basically the argument that appears at the very last portion
of the paper by Mueller (1993); see the paragraphs surrounding eq. (3.15) therein (ibid.).
We repeat the proof here for the convenience of the reader.

Proposition 7.1 insures that ψ > max{ψ1 , ψ2} a.s., and Lemma 7.2 ensures that the
coupling (ψ ,ψi) is successful for either choice of i ∈ {1 , 2}, with probability > 1 − ε,
by the same time t1 ∈ (0 , 1) as was given in Lemma 7.2, provided that the condition
‖ψ0 − ψi,0‖L1(T) 6 δ1 is met for either i ∈ {1 , 2}. Because ‖ψ1,0 − ψ2,0‖L1(T) 6 δ1/2, we
find that ‖ψ0 − ψi,0‖L1(T) 6 δ1 for both i = 1, 2, in fact. Thus, it follows that

P {the PM coupling of (ψ ,ψi) is successful by time t1} > 1− ε,

for both i = 1, 2. If the coupling of (ψ ,ψ1) is successful by time t1 and the coupling of
(ψ ,ψ2) is successful by time t1, then certainly the AM coupling of (ψ1 , ψ2) is successful
by time t1. Therefore,

P {the AM coupling of (ψ1 , ψ2) is not successful by time t1}

6
2∑
i=1

P {the PM coupling of (ψ ,ψi) is not successful by time t1} 6 2ε.

Thanks to the strong Markov property of (ψ ,ψ1 , ψ2) [Lemma 7.6] if the above couplings
are successful then the first time to succeed is a stopping time. This completes the
proof.

8 Uniqueness of a non-trivial invariant measure via coupling

The main result of this section is the following uniqueness result.

Theorem 8.1. If Lσ > 0 and λ is small enough to ensure that the conclusion of Proposi-
tion 4.16 is valid, then there is at most one invariant measure µ for (1.1) that satisfies
µ{0} = 0. That measure is µ+ of Proposition 4.16.

We shall combine coupling ideas from the previous section in order to prove Theo-
rem 8.1. As first step in that proof, we offer the following technical result, valid for any
coupling method, including those that are possibly not mentioned in this paper.

Lemma 8.2. Choose and fix two non-random functions ψ1,0, ψ2,0 ∈ C>0(T), and let
(ψ1 , ψ2) denote any coupling of two solutions to (1.1) with respective initial profiles
ψ1,0 and ψ2,0. Choose an arbtirary non-random number q > 0, and let T0 denote any
a.s.-finite stopping time with respect to the underlying noises of (ψ1 , ψ2). Then, there
exist non-random numbers C0 > c0 > 0 such that the stopping times

Tn := inf

{
s > Tn−1 + q : max

i∈{1,2}
‖ψi(s)‖Cα(T) 6 C0 and min

i∈{1,2}
inf
x∈T

ψi(s , x) > c0

}
are a.s. finite for every n ∈ N. The constants c0 and C0 do not depend on the particular
coupling method used.

Proof. Since ψ1 and ψ2 are continuous random fields [see Theorem 2.3], the random
mappings t 7→ mini∈{1,2} ψi(t , x) and t 7→ maxi∈{1,2} ‖ψi(t)‖Cα(T) define continuous and
adapted processes. This proves that every Tn is indeed a stopping time. We now prove
the more interesting statement that these Tn’s are a.s. finite for suitable non-random
choices of C0 � 1 and c0 � 1 that do not depend on the particular details of the coupling.

Recall that our proof of (4.12) hinged on proving that if ψ0 = 1 and ψ solves (1.1)
starting from ψ0 then

lim
c↓0

lim inf
T→∞

1

T

∫ T

0

1{c6infx∈T ψ(t,x)6‖ψ(t)‖Cα(T)61/c} dt = 1 a.s.
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See the paragraphs that follow Proposition 4.16, as well as (4.13). A brief inspection of
the random walk argument shows that the same fact holds for every ψ0 ∈ C>0(T) [not
just ψ0 ≡ 1].7 In particular, we can find non-random numbers 0 < ci < Ci such that

lim inf
T→∞

1

T

∫ T

0

1{ci6infx∈T ψi(t,x)6‖ψi(t)‖Cα(T)6Ci} dt >
3

4
a.s. for i ∈ {1 , 2}.

Clearly, (c1 , c2 , C1 , C2) depend only on the marginal laws of ψ1 and ψ2. Therefore,
(c1 , c2 , C1 , C2) does not depend on how ψ1 and ψ2 are coupled.

Define

Ei :=

{
t > 0 : ci 6 inf

x∈T
ψi(t, x) 6 ‖ψi(t)‖Cα(T) 6 Ci

}
,

and let mT denote the measure defined by

mT (F ) :=
1

T

∫ T

0

1F (t) dt for all T > 0 and Borel sets F ⊂ R+.

Since mT ([E1∩E2]c) 6 mT (Ec1) +mT (Ec2), it follows that lim infT→∞mT (E1∩E2) > 1/2 > 0

whence it follows that E1 ∩ E2 is unbounded with probability one. The a.s.-finiteness of
the Tn’s is now immediate.

We now use Lemma 8.2 as a “regeneration result,” in order to prove the main step in
the proof of Theorem 8.1. In anticipation of future potential applications, we record that
regeneration result as the following theorem.

Theorem 8.3. Choose and fix two non-random functions ψ1,0, ψ2,0 ∈ C>0(T) \ {0}. Then
there exists a successful coupling (ψ1 , ψ2) of solutions to (1.1) with respective initial
profiles (ψ1,0 , ψ2,0).

Proof. We first prove the theorem in the case that ψ1,0, ψ2,0 ∈ C>0(T), a condition which
we assume until further notice. Throughout, we choose and fix some α, ε ∈ (0 , 1/2); to
be concrete,

α = ε =
1

4
.

We build a hybrid coupling that makes appeals to natural coupling, independent
coupling, and AM coupling. Our coupling is performed inductively, and in stages.

Throughout, let us choose and fix the non-random numbers 0 < c0 < C0 – depending
on (ψ1,0 , ψ2,0) – whose existence (and properties) are guaranteed by Lemma 8.2. It
should be clear from Lemma 8.2 that the assertion of that lemma continues to remain
valid if instead of C0 we choose a larger number. Therefore, we increase C0 once and for
all, if need be, in order to ensure additionally that

C0 > 3c0. (8.2)

7Indeed, the fact that Proposition 4.6 holds equally well for non-constant initial data implies that the same
proof that follows Proposition 4.16 goes to show that, in the present setting,

lim
c↓0

lim sup
T→∞

1

T

∫ T

0
1{‖ψ(t)‖Cα(T)>1/c} dt = 0 a.s.

It therefore remains to prove that

lim
c↓0

lim sup
T→∞

1

T

∫ T

0
1{infx∈T ψ(t)<c} dt = 0 a.s. (8.1)

Let a := infx∈T ψ0(x). Since a > 0, we can appeal to Lemma 3.3 and compare ψ to the solution of (1.1) in
order to reduce the problem to proving the above in the case that ψ0 = a1. Now, a−1ψ solves (1.1) but with
Θ := (σ , F ) replaced by Θa := (a−1σ(a·) , a−1F (a·)), starting from 1. This proves (8.1) since Θa has the
same analytic properties that we required of Θ.
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We begin with the natural coupling of (ψ1 , ψ2) until stopping time,

T1 := inf

{
s > 0 : max

i∈{1,2}
‖ψi(s)‖Cα(T) 6 C0 and min

i∈{1,2}
inf
x∈T

ψi(s , x) > c0

}
.

Lemma 8.2 ensures that T1 <∞ a.s. This yields a coupling of the sort that we want, but
only until time T1.

To extend our coupling beyond time T1 we first apply Proposition 6.1 with A := C0

and A0 := 2c0 in order to obtain a non-random strictly positive number t0. Then, starting
from (ψ1(T1) , ψ2(T1)) we run an independent coupling for t0 units of time. By the strong
Markov property, this yields a coupling of the sort that we want until stopping time
T1 + t0.

In order to continue our construction beyond time T1 + t0, we first let t1 denote the
number that was defined in Lemma 7.2. Then, conditionally independently from the
construction so far, we run an AM coupling starting from (ψ1(T1 + t0) , ψ2(T1 + t0)) for t1
units of time. By the strong Markov property, this yields a coupling that we want until
stopping time T1 + t0 + t1. Thanks to Lemma 7.5 if the two processes have merged some
time in (T1 + t0 , T1 + t0 + t1), then from that time until time T1 + t0 + t1 they are equal.
In this case, we just continue running our AM coupling to see that we have a successful
coupling, as desired. If the two processes have not merged by time T1 + t0 + t1, then we
continue our AM coupling until time

T2 := inf

{
s > T1 + t0 + t1 : max

i∈{1,2}
‖ψi(s)‖Cα(T) 6 C0 and min

i∈{1,2}
inf
x∈T

ψi(s , x) > c0

}
.

Then, run an independent coupling for t0 units of time, and then an AM coupling for
another t1 units of time [all conditionally independently of the past in order to maintain
the strong Markov property]. This yields a coupling up to time T2 + t0 + t1. If the two
processes have merged some time between T2 + t0 and T2 + t0 + t1 then continue running
the final AM coupling ad infinitum. Lemma 7.5 ensures that this is the desired successful
coupling. Else, we continue inductively.

Choose and fix some n ∈ N, and let δ1 by the number given by Lemma 7.2. Thanks to
Lemma 7.2, we may (and will) assume without loss of generality that

δ1 < 1 ∧ c0
10
. (8.3)

By the strong Markov property, Proposition 6.1 ensures that, almost surely on the event
that the coupling is not successful by time Tn, the conditional probability of the event

En :=

{
‖ψ1(Tn + t0)− ψ2(Tn + t0)‖C(T) 6

δ1
2

}
∩

2⋂
i=1

{
‖ψi‖Cα/2(T) 6 C0 + 1

}
is at least [pC0,2c0(t0 , α , δ1)]2 > 0. In order for this assertion to be true, we need to know
additionally that [2c0 − δ1 , 2c0 + δ1] ⊂ [c0 , C0]; this is so because of (8.2) and (8.3).

We emphasize that δ1 is deterministic (as it did not depend on the initial condition in
Proposition 6.1) as well as independent of n. And Lemma 7.5 [with α replaced by α/2]
ensures that, a.s. on En the conditional probability that the coupling has succeeded by
time Tn + t0 + t1 given everything by time Tn + t0 is at least 3/4. Thus,

P (the coupling succeeds by time Tn + t0 + t1 | no success by time Tn)

>
3 [pC0,2c0(t0 , α , δ1)]

2

4
.
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Since the right-hand side does not depend on n, the tower property of conditional
probabilities yield the following for every n ∈ N:

P (the coupling does not succeed by time Tn + t0 + t1) 6

(
1− 3 [pC0,2c0(t0 , α , δ1)]

2

4

)n−1

.

Since Tn+1 − Tn > t0 + t1 a.s. for every n ∈ N, it follows that limn→∞ Tn = ∞ a.s.
Thus, we let n → ∞ to conclude the proof, from preceding display, in the case that
ψ1,0, ψ2,0 ∈ C>0(T).

In order to prove the general result, we first run our natural coupling for one unit
of time, starting from (ψ1,0 , ψ2,0). Theorem 2.3 assures us that with probability one,
ψi(1 , x) > 0 for every x ∈ T and i ∈ {1 , 2}. Condition on everything by time one, and run
our hybrid coupling from then on, conditionally independently of the first one time unit,
starting from (ψ1(1) , ψ2(1)). Apply the strong Markov property and the first portion of
the proof to finish.

We are in position to prove Theorem 8.1.

Proof of Theorem 8.1. Let φ ∈ C>0(T) \ {0} be non-random. Theorem 8.3 ensures that,
after we possibly enlarging the underlying probability space, we can construct a suc-
cessful coupling (ψ0 , ψ1) of solutions to (1.1) that start respectively from (φ ,1). In
particular,

lim
T→∞

sup
Γ⊂C(T)
Γ Borel

∣∣∣∣∣ 1

T

∫ T

0

1Γ(ψ0(t)) dt− 1

T

∫ T

0

1Γ(ψ1(t)) dt

∣∣∣∣∣ = 0 a.s.

Take expectations and appeal to the bounded convergence theorem in order to deduce
that

lim
T→∞

sup
Γ⊂C(T)
Γ Borel

∣∣∣∣∣E
(

1

T

∫ T

0

1Γ(ψ0(t)) dt

)
− E

(
1

T

∫ T

0

1Γ(ψ1(t)) dt

)∣∣∣∣∣ = 0.

Notice that the preceding is a statement about probability laws and does not depend
on the coupling construction that was devised in order to prove it. Therefore, it is
convenient to set F := 1Γ and revert to the notation of Markov process theory (see §4.3
and especially §4.4), and rewrite the above in terms of the Feller semigroup {Pt}t>0

associated to (1.1) as follows:

lim
T→∞

1

T

∫ T

0

(δφPt) dt = µ+ in total variation.

Let µ denote any probability measure on C>0(T) that satisfies µ{0} = 0 and is invariant
for (1.1). Proposition (4.16) ensures that there is at least one such measure µ+ and that,
in fact, µ+ concentrates on C>0(T). Because µ is invariant, Tonelli’s theorem ensures
that ∫

C(T)

(
1

T

∫ T

0

(δφPt)(Γ) dt

)
µ(dφ) =

1

T

∫ T

0

(∫
C(T)

(δφPt)(Γ)µ(dφ)

)
dt = µ(Γ),

for all T > 0 and Borel sets Γ ⊂ C(T). Therefore, the bounded convergence theorem
yields

lim
T→∞

1

T

∫ T

0

(δ1Pt) dt = µ in total variation.

Our proof of Proposition 4.16 consisted of proving that µ+ is a subsequential weak

limit of the probability measures {T−1
∫ T

0
(δ1Pt) dt}T>0. Therefore, the above shows that

µ = µ+, which completes the uniqueness of µ+.
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Let us conclude this section with an ergodic theorem for the solution to (1.1).

Corollary 8.4 (Ergodic theorem). Suppose Lσ > 0 and λ is small enough to ensure that
the conclusion of Proposition 4.16 is valid. Then, for every probability measure ν on
C>0(T) that satisfies ν{0} = 0,

lim
T→∞

1

T

∫ T

0

(νPt) dt = µ+ in total variation,

where µ+ is the invariant measure produced by Proposition 4.16.

Proof. The proof of Theorem 8.1 readily implies that for every φ ∈ C>0(T) \ {0},

1

T

∫ T

0

(δφPt) dt− 1

T

∫ T

0

(δ1Pt) dt→ 0 in total variation, as T →∞.

In particular, we use the above twice [once for φ1, and once for φ2, in place of φ] in order
to see that for every φ1 , φ2 ∈ C>0(T) \ {0},

1

T

∫ T

0

(δφ1
Pt) dt− 1

T

∫ T

0

(δφ2
Pt) dt→ 0 in total variation, as T →∞.

Integrate over all such φ1 [dν] and all such φ2 [dµ+] to deduce the corollary from the
bounded convergence theorem and the invariance of µ+.

9 Proofs of Theorem 2.4 and Remark 2.5

Parts 1(a) and 1(d) of Theorem 2.4 were proved respectively in Theorem 8.1 and
Corollary 8.4.

Part 1(b) of Theorem 2.4 is now easy to prove. Indeed, any probability measure
µ on C>0(T) is a linear combination of δ0 and some other probability measure µ1 on
C>0(T) \ {0}. Since δ0 is always invariant, it follows immediately that so is µ1. Part 1(a)
now shows that µ = µ+. This proves part 1(b) because the converse is obvious, as every
element of IM is manifestly invariant.

Thanks to part 1(d) of Theorem 2.4 – which we have already verified – and a standard
approximation theorem, ∫

F dµ+ 6 lim sup
T→∞

1

T

∫ T

0

F (ψ(t)) dt,

for every lower semicontinuous function F : C>0(T)→ R+. This is basically a restatement
of Fatou’s theorem of classical integration theory. Since F (ω) := ‖ω‖kCα(T) defines a
lower semicontinuous function on C(T), it follows that∫

‖ω‖kCα(T)µ+(dω) 6 sup
t>1

E
(
‖ψ(t)‖kCα(T)

)
. (9.1)

This and Proposition 4.6 yield 1(c) of Theorem 2.4; see (2.4).
Next we prove part 2 of Theorem 2.4 and conclude its proof. That is, we plan to show

that δ0 is the only invariant measure for (1.1) when λ is large.
Because V (w) 6 w for all w > 0, the comparison theorem for SPDEs [Lemma 3.3]

shows that ψ(t , x) 6 u(t , x) for all t > 0 and x ∈ T, where u solves the SPDE,

∂tu(t , x) = ∂2
xu(t , x) + u(t , x) + λσ(u(t , x))Ẇ (t , x) for (t , x) ∈ (0 ,∞)× T,

subject to u(0) = ψ0. Define v(t , x) := exp(−t)u(t , x), and observe that v is the solution
to the SPDE,

∂tv(t , x) = ∂2
xv(t , x) + λσ(t , v(t , x))Ẇ (t , x) for (t , x) ∈ (0 ,∞)× T,
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subject to v(0) = ψ0, where

σ(t , w) := e−tσ
(
etw
)

for all t > 0 and w ∈ R.

Evidently, σ(t) is Lipschitz continuous, uniformly for all t > 0. In fact,

sup
t>0
|σ(t , w)− σ(t , z)| 6 Lipσ|w − z| for all w, z ∈ R.

Therefore, the proof of Theorem 1.2 of Khoshnevisan et al. (2020) [with σ replaced
everywhere by σ(t)] works verbatim to imply the existence of a real number c > 0 –
independent of λ – such that

lim sup
t→∞

1

t
log ‖v(t)‖C(T) 6 −cλ2 a.s.

The above statements together show that, with probability one,

lim sup
t→∞

1

t
log sup

x∈T
ψ(t , x) 6 lim sup

t→∞

1

t
log sup

x∈T
u(t , x) = 1 + lim sup

t→∞

1

t
log sup

x∈T
v(t , x) 6 1− cλ2,

which is < 0 when λ is sufficiently large. Since ψ is positive, this proves that ψ(t)→ 0
as t → ∞ a.s. when 1 − cλ2 < 0, when convergence takes place in C(T). Therefore,
it remains to prove that δ0 is the only invariant measure for (1.1) when 1 − cλ2 < 0.
Thankfully, this is easy to do as all of the harder work is done by now. Indeed, suppose µ
is invariant for (1.1) and 1− cλ2 < 0 so that limt→∞ ψ(t) = 0 a.s.

Choose and fix ε ∈ (0 , 1), and consider the following relatively open subsets of C(T):

Sr :=
{
ω ∈ C+(T) : ‖ω‖C(T) > r

}
, LR :=

{
ω ∈ C+(T) : ‖ω‖C(T) < R

}
for all r,R > 0.

We may select R > 0 large enough to insure that µ(LcR) 6 ε. Next, we use the notation of
Markov process theory to write, for every r, t > 0,

µ(Sr) =

∫
Pψ0{ψ(t) ∈ Sr}µ(dψ0) 6 ε+

∫
LR

Pψ0{ψ(t) ∈ Sr}µ(dψ0).

Let φ be the solution to (1.1) starting from ψ(0) = R1, using the same noise that was
used for ψ. Lemma 3.3 implies that φ(t , x) > ψ(t , x) for all t > 0 and x ∈ T, Pψ0 -a.s.
for every ψ0 ∈ LR. In other words, continuing to write using Markov process theory
notation, we have

µ(Sr) 6 ε+ µ(LR)PR1{ψ(t) ∈ Sr} 6 ε+ PR1{ψ(t) ∈ Sr},

for all r, t > 0. Since R1 ∈ C>0(T), the portion of part 2 that we proved already tells
us that limt→∞ ψ(t) = 0, PR1-a.s. In particular, PR1{ψ(t) ∈ Sr} → 0 as t→∞. Because
µ(Sr) does not depend on (t , ε), it follows that µ(Sr) = 0 for every r > 0. This proves
that µ = δ0, and completes the proof of Theorem 2.4.

We conclude this section with a proof of Remark 2.5. Thanks to (9.1) and Proposi-
tion 4.6, ∫

‖ω‖kCα(T) µ+(dω) 6 Lk1

(√
kR(k) + [R(m0k)]m0

)k
,

for all k > 2, where R is the function defined in Lemma 4.3, L1 is described in Proposi-
tion 4.6, and m0 comes from hypothesis (F3) from the beginning portions of this paper.
Now we appeal to Example 4.7 to see that, in the context of Remark 2.5, there exists a
constant L > 0 such that∫

‖ω‖kCα(T) µ+(dω) 6 Lkk2(1+ν)k/ν , uniformly for all k > 2.

This and Stirling’s formula together imply Remark 2.5.
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10 On the support of µ+

For the remainder of the paper we assume that λ ∈ (0 , λ0), so that Theorem 2.4
ensures the existence of a non-trivial invariant measure µ+. We have seen already that
µ+ has finite moments on Cα(T). In this section we derive a few additional properties of
µ+.

Throughout this section, we write f . g for two nonnegative, real-valued functions f
and g when there exists a number c > 0 such that f(x) 6 cg(x) uniformly for all x in the
common domain of definition of f and g.

We have seen already that µ+ lives on the strictly positive functions in C(T). Our first
result is a quantitative bound that complements this fact.

Proposition 10.1. µ+{ω ∈ C>0(T) : infx∈T ω(x) 6 ε} . ε1/4 for all ε ∈ (0 , 1).

It is in fact possible to adapt the proof to see that for every θ ∈ (0 , 1) there exists λθ
such that if λ ∈ (0 , λθ), then

µ+

{
ω ∈ C>0(T) : inf

x∈T
ω(x) 6 ε

}
. εθ for all ε ∈ (0 , 1).

We skip the details and prove only Proposition 10.1.

Proof. We plan to prove that µ+(Γε) . ε1/4 uniformly for all ε ∈ (0 , 1), where

Γε :=

{
ω ∈ C>0(T) : inf

x∈T
ω(x) 6 ε

}
.

According to the random walk argument [see (5.15)], with probability one,

lim sup
T→∞

1

T

∫ T

0

1Γε(ψ(t)) dt .

√√√√lim sup
m→∞

1

m

m−1∑
j=0

1{Xj+16−| log2(8ε)|}.

Apply (5.16) to deduce the result.

From now on, we assume additionally that

F ′(x) = O(xm0−1) as x→∞. (10.1)

This condition implies (F3), and is only a little stronger than (F3) for many examples.
Recall that µ+(Cα(T)) = 1 for every α ∈ (0 , 1/2). The following shows that µ+ does not
charge the critical case.

Theorem 10.2. For µ+-almost all ω ∈ C(T),

lim sup
r↓0

1√
r log(1/r)

sup
|y|<r

sup
x∈T
|ω(x+ y)− ω(x)| = λ sup

x∈T
|σ(ω(x))|,

lim inf
r↓0

√
16 log(1/r)

π2r
inf
|y|<r

sup
x∈T
|ω(x+ y)− ω(x)| = λ sup

x∈T
|σ(ω(x))|.

(10.2)

In particular, µ+(C1/2(T)) = 0.

Before we prove Theorem 10.2 let us state a result about the fractal nature of the
functions in the support of µ+. Recall that the Hausdorff dimension of a Borel set G ⊂ T
is

dimH(G) = sup {s > 0 : Is(m) <∞ for some probability measure m on G} ,
where Is(m) denotes the s-dimensional “energy integral,”

Is(m) :=

∫∫
m(dx)m(dy)

|x− y|s
.

Then, we have the following property.
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Theorem 10.3. Choose and fix an arbitrary Borel set G ⊂ T. Then,

dim
H
ω(G) = 1 ∧ 2 dim

H
(G) for µ+-almost all ω ∈ C(T).

Theorems 10.2 and 10.3 suggest that the functions in the support of ω “look” like
Brownian paths. Of course, this cannot be interpretted too strongly as µ+ is singular
with respect to Wiener measure W on C(T); in fact, W(C>0(T)) = 0, yet µ+(C>0(T)) = 1

by Theorem 2.4.

We begin the proofs of Theorems 10.2 and 10.3. As a simple first step we offer the
following real-variable consequence of (10.1).

Lemma 10.4. There exists c > 0 such that

|V (x)− V (y)| 6 c(1 ∨ x ∨ y)m0−1|x− y| for all x, y > 0.

Proof. Without loss of generality, x > y > 0, in which case,

0 6 |V (x)− V (y)| 6 x− y +

∫ x

y

|F ′(w)|dw 6

[
1 + sup

w6x
|F ′(w)|

]
(x− y).

This yields the result.

From now on we consider (1.1) with initial value ψ(0) = 1. Also, let J denote the
solution to the following linearized version of (1.1) with λ = 1,

∂tJ = ∂2
xJ + Ẇ ,

subject to J (0) = 0. That is,

J (t , x) =

∫
(0,t)×T

pt−s(x , y)W (dsdy) (10.3)

We have the following second-order regularity result. Related results have been found
by Foondun et al (2015) and Hairer and Pardoux (2015).

Lemma 10.5. For every ε ∈ (0 , 3/4) and k > 2,

sup
t>2

E

 sup
x,z∈T
x 6=z

|ψ(t , x)− ψ(t , z)− λσ(ψ(t , z)){J (t , x)− J (t , z)}|k

|x− z|(
3
4−ε)k

 <∞.

Proof. Throughout, let us choose and fix t > 2 and k > 2. Thanks to (2.2),

ψ(t , x)− ψ(t , z)

=

∫
(0,t)×T

[pt−s(x , y)− pt−s(z , y)]V (ψ(s , y)) dsdy + λ {I(t , x)− I(t , z)} ,
(10.4)

almost surely for every x, z ∈ T. We estimate the two quantities on the right-hand side
of (10.4) separately and in order.

First of all, note that the Lk(Ω)-norm of the first term on the right-hand side of (10.4)
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can be written as∥∥∥∥∥
∫

(0,t)×T
[pt−s(x , y)− pt−s(z , y)]V (ψ(s , y)) dsdy

−
∫

(0,t)×T
[pt−s(x , y)− pt−s(z , y)]V (ψ(t , x)) dsdy

∥∥∥∥∥
k

6
∫

(0,t)×T
|pt−s(x , y)− pt−s(z , y)| ‖V (ψ(s , y))− V (ψ(t , x))‖k dsdy

.
∫

(0,t)×T
|pt−s(x , y)− pt−s(z , y)| ×

×
∥∥∥{ψ(s , y)− ψ(t , x)} (1 + |ψ(s , y)|+ |ψ(t , x)|)m0−1

∥∥∥
k

dsdy;

see Lemma 10.4 for the last line. We emphasize that the implied constant does not
depend on the choice of (t , x , z) ∈ [2 ,∞) × T2. In any case, it follows readily from
Lemma 4.5 and Proposition 4.8 that for any α ∈ (0 , 1/2) and β ∈ (0 , 1/4),∥∥∥∥∥

∫
(0,t)×T

[pt−s(x , y)− pt−s(z , y)]V (ψ(s , y)) dsdy

∥∥∥∥∥
k

.
∫

(0,t)×T
|pt−s(x , y)− pt−s(z , y)|

(
(t− s)β + |x− y|α

)
dsdy,

(10.5)

where once again the implied constant does not depend on the choice of (t , x , z) ∈
[2 ,∞)× T2. By (4.2),

|pt−s(x , y)− pt−s(z , y)|(t− s)β . (t− s)β
∞∑
k=1

e−π
2k2(t−s) (|x− z|k ∧ 1) ,

for similar constant dependencies as above. Therefore,∫
(0,t)×T

|pt−s(x , y)− pt−s(z , y)|(t− s)β dsdy .
∫ t

0

sβ ds

∞∑
k=1

(|x− z|k ∧ 1) e−π
2k2s,

valid uniformly for all (t , x , z) ∈ [2 ,∞) × T2. We split the above sum in two parts
according to whether or not k 6 1/|x− z|. First,∫ t

0

sβ ds
∑
k∈N:

k61/|x−z|

(|x− z|k ∧ 1) e−π
2k2s = |x− z|

∫ t

0

sβ ds

∞∑
k=1

e−π
2k2s

=
|x− z|
π2β+2

∞∑
k=1

k−2−2β

∫ π2k2t

0

rβe−r dr . |x− z|.

Next, we observe that∫ t

0

sβ ds
∑
k∈N:

k>1/|x−z|

(|x− z|k ∧ 1) e−π
2k2s

=

∫ t

0

sβ ds
∑
k∈N:

k>1/|x−z|

e−π
2k2s 6

∫ t

0

sβ ds

∫ ∞
1/|x−z|

dw e−π
2w2s

.
∫ t

0

sβ−1/2 exp

(
− π2s

|x− z|2

)
ds . |x− z|1+2β . |x− z|.
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Combine to deduce the uniform estimate

∫
(0,t)×T

|pt−s(x , y)− pt−s(z , y)|(t− s)β dsdy . |x− z|,

for all β ∈ (0, 1/4). Therefore, Lemma 4.1 and (10.5) together yield

∥∥∥∥∥
∫

(0,t)×T
[pt−s(x , y)− pt−s(z , y)]V (ψ(s , y)) dsdy

∥∥∥∥∥
k

. |x− z| log+(1/|x− z|), (10.6)

where the implied constant does not depend on the choice of (t , x , z) ∈ [2 ,∞)× T2.

We now define

A1 := (0, t− |x− z|)× T,

A2 := (t− |x− z|, t)× [z − 2|x− z|γ , z + 2|x− z|γ ]
c
,

A3 := (t− |x− z|, t)× [z − 2|x− z|γ , z + 2|x− z|γ ] ,

where γ ∈ (0 , 1/2) is a fixed constant. Here, we assume that |x − z| is small enough
so that (z − 2|x − z|γ , z + 2|x − z|γ) ⊂ (−1 , 1). If |x − z| is not small – i.e., if |x − z| > c

for some constant c > 0 – then we may use Lemma 4.5 (more precisely, the proof of of
Lemma 4.5) to prove the lemma. Since we assume t > 2, we have 0 < t − |x − z| < t.
Therefore, we may define

I(t , x)− I(t , z)− σ(ψ(t , z)){J (t , x)− J (t , z)} :=

5∑
i=1

Qi,

where

Q1 :=

∫
A1

[pt−s(x , y)− pt−s(z , y)]σ(ψ(s , y))W (dsdy)

Q2 :=

∫
A2

[pt−s(x , y)− pt−s(z , y)]σ(ψ(s , y))W (dsdy)

Q3 :=

∫
A3

[pt−s(x , y)− pt−s(z , y)] [σ(ψ(s , y))− σ(ψ(t− |x− z| , z)] W (dsdy)

Q4 := [σ(ψ(t− |x− z| , z)− σ(ψ(t , z))]

∫
A3

[pt−s(x , y)− pt−s(z , y)] W (dsdy)

Q5 := σ(ψ(t , z))

∫
A1∪A2

[pt−s(x , y)− pt−s(z , y)] W (dsdy).

We repeatedly use |σ(a)| 6 Lipσ|a| and the boundedness of the moments of ψ. First
consider Q1. We can appeal to the Burkholder-Davis-Gundy inequality (see the proof of
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Theorem 2.3) and (4.3) to see that

‖Q1‖2k .
∫ t−|x−z|

0

ds

∫
T

dy [pt−s(x , y)− pt−s(z , y)]
2

∝
∞∑
n=1

[1− cos(πn|x− z|)]
∫ t

|x−z|
e−2π2n2s ds

.
∞∑
n=1

(
|x− z|2n2 ∧ 1

)(e−2π2n2|x−z|

n2

)

=

∞∑
n=1

(
|x− z|2 ∧ 1

n2

)
e−2π2n2|x−z|

= |x− z|2
∑

n61/|x−z|

e−2π2n2|x−z| +
∑

n>1/|x−z|

n−2e−2π2n2|x−z|

. |x− z|3/2,

uniformly for all t > 2.
Next, consider Q2. A similar appeal to the BDG inequality yields

‖Q2‖2k .
∫ t

t−|x−z|
ds

∫
[z−2|x−z|γ ,z+2|x−z|γ ]c

dy [pt−s(x , y)− pt−s(z , y)]
2

.
∫ |x−z|

0

ds

∫
[z−2|x−z|γ ,z+2|x−z|γ ]c

dy
(
[ps(x , y)]2 + [ps(z , y)]2

)
.
∫ |x−z|

0

ds

∫
[z−2|x−z|γ ,z+2|x−z|γ ]c

dy×

×
(

1

4πs
exp

{
− (y − z)2

2s

}
+

1

4πs
exp

{
− (y − x)2

2s

})
,

where the last inequality comes from the simple fact that

pt(x , y) .
1√
t

exp

{
− (y − z)2

4t

}
,

for all x, y ∈ T and for all t 6 1. Since min{|y − z|, |y − x|} > |x − z| when y ∈
[z − 2|x− z|γ , z + 2|x− z|γ ]

c, it follows that

‖Q2‖2k .
∫ |x−z|

0

ds s−1/2

∫
|y−z|>|x−z|

dy

(
1√
s

exp

{
− (y − z)2

2s

})
. |x− z|1/2 exp

(
−|x− z|2γ−1

)
. |x− z|1+γ ,

uniformly for all t > 2. We used the facts that γ < 1/2 and |x − z| � 1 in order to
guarantee the last inequality above.

Now we consider Q3. Apply the BDG inequality once more to see that

‖Q3‖2k

:=

∫ t

t−|x−z|
ds

∫
|y−z|6|x−z|γ

dy [pt−s(x , y)− pt−s(z , y)]
2 ‖σ(ψ(s , y))− σ(ψ(t− |x− z| , z)‖2k

.
∫ t

t−|x−z|
ds

∫
|y−z|6|x−z|γ

dy [pt−s(x , y)− pt−s(z , y)]
2
{

(s− t+ |x− z|)1/2 + |y − z|
}
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.
{
|x− z|1/2 + |x− z|γ

}∫ |x−z|
0

ds

∫
T

dy [ps(x , y)− ps(z , y)]
2

.
{
|x− z|1/2 + |x− z|γ

}{ ∞∑
n=1

(
1− e−2π2n2|x−z|

n2

)
[1− cos(π|x− z|n)]

}
(see (4.3))

.
{
|x− z|1/2 + |x− z|γ

}{ ∞∑
n=1

(
1− e−2π2n2|x−z|

n2

)[
1 ∧ (|x− z|n)2

]}
. |x− z|3/2 + |x− z|1+γ ,

uniformly for all t > 2.
Next, we consider Q4. Hölder’s inequality, the BDG inequality, and the fact that σ is

Lipchitz together imply that

‖Q4‖2k . ‖ψ(t− |x− z| , z)− ψ(t , z)‖22k
∫ t

t−|x−z|
ds

∫
|y−z|6|x−z|γ

dy [pt−s(x , y)− pt−s(z , y)]
2
.

We now apply Proposition 4.8 and use a similar calculation as for Q3 to get that

‖Q4‖2k . |x− z|3/2,

uniformly for all t > 2.
Lastly, we consider Q5. Since the moments of ψ(t , x) are uniformly bounded, we may

use the fact that |σ(a)| 6 |a| and follow the calculations for Q1 and Q2 to see that

‖Q5‖2k . |x− z|3/2 + |x− z|1+γ ,

uniformly for all t > 2. Combine the preceding estimates to find that for every γ ∈ (0 , 1/2)

‖I(t , x)− I(t , z)− σ(ψ(t , z)){J (t , x)− J (t , z)}‖k . |x− z|(1+γ)/2,

uniformly for all t > 2. This, (10.6), and (10.4) together imply that for every γ ∈ (0 , 1/2)

‖ψ(t , x)− ψ(t , z)− λσ(ψ(t , z)){J (t , x)− J (t , z)}‖k . |x− z|(1+γ)/2,

uniformly for all t > 2. The remainder of the result follows from the above and a standard
chaining argument that uses Lemma 4.5 and Proposition 4.8; we skip the details as they
are routine.

Proof of Theorem 10.2. We plan to prove only (10.2). The first assertion of (10.2) imme-
diately also implies that µ+(C1/2(T)) = 0.

Recall (10.3). We study the Gaussian process J by studying its incremental variance
using (4.3) as follows: For all t > 0 and x, z ∈ T,

E
(
|J (t , x)− J (t , z)|2

)
=

∫ t

0

ds

∫
T

dy [ps(x , y)− ps(z , y)]
2

= 2

∫ t

0

ds

∞∑
n=1

e−2π2n2s [1− cos(π|x− z|n)]

=
1

π2

∞∑
n=1

(
1− e−2π2n2t

n2

)
[1− cos(π|x− z|n)]

(10.7)

Let Ŵ denote an independent space-time Brownian sheet and define a new, independent,
Gaussian process K as follows:

K(x) :=

∫
(0,∞)×T

[pt+s(x , y)− pt+s(0 , y)] Ŵ (dsdy).
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The above is well defined, as

E
(
|K(x)|2

)
=

∫ ∞
t

ds

∫
T

dy [ps(x , y)− ps(z , y)]
2

6 2

∫ ∞
t

ds

∞∑
n=1

e−2π2n2s =
1

π2

∞∑
n=1

e−2π2n2t

n2
;

see (4.3). Moreover, we apply (4.3) yet again to see that

E
(
|K(x)−K(z)|2

)
=

∫ ∞
t

ds

∫
T

dy [ps(x , y)− ps(z , y)]
2

= 2

∫ ∞
t

ds

∞∑
n=1

e−2π2n2s [1− cos(π|x− z|n)]

=
1

π2

∞∑
n=1

(
e−2π2n2t

n2

)
[1− cos(π|x− z|n)] .

(10.8)

Now, define

β(x) :=
√

2 [J (t , x)− J (t , 0) +K(x)−K(0)] +
x√
2

for all x ∈ T. (10.9)

Then, (10.7) and (10.8) together yield

E
(
|β(x)− β(z)|2

)
= |x− z| for all x, z ∈ T.

Since β(0) = 0, it follows that β is a two-sided Brownian motion indexed by T ' [−1 , 1].
Also, we apply (4.1) yet another time to find that

Cov (K(x) ,K(z)) =

∫ ∞
t

ds

∫
T

dy [ps(x , y)− ps(0 , y)] [ps(z , y)− ps(0 , y)]

=
1

4π2

∞∑
n=1

(
1− e−iπxn

n

)(
1− eiπzn

n

)
e−2π2n2t,

for every x, z ∈ T. Since t > 16π2 > 0, the preceding is a C∞ function of x and z.
Therefore, a standard fact about Gaussian random fields implies that K is a.s. C∞. In
light of (10.9), we have proved the following version of an observation of Walsh (1986,
Exercise 3.10, page 326):

J (t , x)− J (t , 0) =
β(x)√

2
+ a C∞Gaussian process.

Because β has the following “modulus of non-differentiability” (see Csörgő and Révész,
1981, Theorem 1.6.1),

lim inf
r↓0

√
8 log(1/r)

π2r
inf
|y|<r

sup
x∈T
|β(x+ y)− β(x)| = 1 a.s.,

it follows from (10.9) that a.s.,

lim inf
r↓0

√
16 log(1/r)

π2r
inf
|y|<r

sup
x∈T
|J (t , x+ y)− J (t , x)| = 1.

Therefore, we can deduce from Lemma 10.5 that

lim inf
r↓0

√
16 log(1/r)

π2r
inf
|y|<r

sup
x∈T
|ψ(t , x+ y)− ψ(t , x)| = λ sup

x∈T
|σ(ψ(t , x))|.
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In other words, if t > 2, then

P{ψ(t) ∈ Λ} = 1, where

Λ :=

{
ω ∈ C(T) : lim inf

r↓0

√
log(1/r)

r
inf
|y|<r

sup
x∈T
|ω(x+ y)− ω(x)| = πλ

4
sup
x∈T
|σ(ω(x))|

}
.

According to the ergodic theorem [1(d) of Theorem 2.4],

µ+(Λ) = lim
T→∞

1

T

∫ T

0

P{ψ(t) ∈ Λ} dt = 1.

This proves the second assertion of (10.2). The first assertion is proved using the same
kind of arguments, except we appeal to the following

lim sup
r↓0

1√
2r log(1/r)

sup
|y|<r

sup
x∈T
|β(x+ y)− β(x)| = 1 a.s.,

which is the celebrated modulus of continuity of Brownian motion; see Lévy (1938).

Proof of Theorem 10.3. If ω ∈ Cα(T) for some α ∈ (0 , 1], then a standard covering
argument shows that

dim
H
ω(G) 6 1 ∧ α−1 dim

H
(G); (10.10)

see for example McKean (1955). Since µ+(Cα(T)) = 1 for all α ∈ (0 , 1/2) [1(c) of
Theorem 2.4], it follows that (10.10) holds for µ+-almost all ω ∈ C(T). Let α ↑ 1/2 to
deduce from (10.10) that

dim
H
ω(G) 6 1 ∧ 2 dim

H
(G) for µ+-almost all ω ∈ C(T). (10.11)

Next we derive a matching lower bound.
Choose and fix an arbitrary non-random number s ∈ (0 , 1 ∧ 2 dim

H
(G)). Frostman’s

theorem ensures that there exists a probability measure m on G such that

Is/2(m) <∞. (10.12)

See, for example, Theorem 2 of Kahane (1985, page 133). Choose and fix not only the s,
but also the probability measure m.

Choose and fix an arbitrary non-random number

t > 2. (10.13)

According to Lemma 10.5,

X := sup
x,z∈T
x 6=z

|ψ(t , x)− ψ(t , z)− λσ(ψ(t , z)){J (t , x)− J (t , x)}|
|x− z|3/5

∈
⋂
k>2

Lk(Ω).

Let
Y := λ inf

x∈T
σ(ψ(t , x)).

It is immediately clear from (2.4) that Y > Lσ infx∈T ψ(t , x) > 0 a.s. Thus, we can write

|ψ(t , x)− ψ(t , z)| >
[
Y |J (t , x)− J (t , z)| −X|x− z|3/5

]
+

> Y

[
|J (t , x)− J (t , z)| −

(
X

Y

)
|x− z|3/5

]
+

,
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where J was defined in (10.3).
Define mψ to be the push forward of m by ψ(t). More precisely,∫

g dmψ :=

∫
g(ψ(t , x))m(dx) for all g ∈ C>0(R).

Clearly mψ is a random probability measure on the random set

ψ(t , G) := {ψ(t , x) : x ∈ G}.

Now,

Is(mψ) =

∫∫
m(dx)m(dz)

|ψ(t , x)− ψ(t , z)|s
6 Y −sĨs(m ;X/Y ),

where

Ĩs(mψ ;N) :=

∫∫
m(dx)m(dz)[

|J (t , x)− J (t , z)| −N |x− z|3/5
]s
+

for all N > 0.

The first portion of the proof is concerned with proving that

Ĩs(mψ ;N) <∞ almost surely for every N > 0. (10.14)

In this way we will see that Ĩs(mψ ;X/Y ) < ∞ almost surely on {X 6 NY }, and in
particular,

P
{
Ĩs(mψ ;X/Y ) <∞

}
> lim
N→∞

P{X 6 NY } = 1.

With this aim in mind, we first recall the incremental variance of K from (10.8): For all
x, z ∈ T,

E
(
|K(x)−K(z)|2

)
=

1

π2

∞∑
n=1

(
e−2π2n2t

n2

)
[1− cos(π|x− z|n)]

6 |x− z|2
∞∑
n=1

e−2π2n2t 6 |x− z|2
∫ ∞

0

e−2π2w2t dw

=
|x− z|2

2
√

2πt
.

Since t > 2 [see (10.13)], the above quantity is 6 1
4 |x− z|

2, and hence

E
(
|J (t , x)− J (t , z)|2

)
=

E
(
|β(x)− β(z)|2

)
2

+
(x− z)2

4
− E

(
|K(x)−K(z)|2

)
>
|x− z|

2
.

(10.15)

Thus, we find that

sup
N>0

E
[
Ĩs(mψ ;N)

]
6

Γ
(

1−s
2

)
2s/2
√
π

∫∫
mψ(dx)mψ(dz)

[Var (J (t , x)− J (t , z))]
s/2

[see Lemma A.1]

6
Γ
(

1−s
2

)
√
π

Is/2(mψ) [by (10.15)].

Therefore, the above and (10.12) together imply (10.14). In turn, this and Frostman’s
theorem together imply that, dim

H
ψ(t , G) > s a.s. This is valid for every s ∈ (0 , 1 ∧

2 dim
H

(G)). Therefore, we let s converge upward to 1 ∧ 2 dim
H

(G) in order to deduce the
following: For every t > 2, dim

H
ψ(t , G) > 1 ∧ 2 dim

H
(G) a.s. In other words, if we define

Θ := {ω ∈ C(T) : dim
H
ω(G) > 1 ∧ 2 dim

H
(G)} ,
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then P{ψ(t) ∈ Θ} = 1 for all t > 2, whence

lim
T→∞

1

T

∫ T

0

P{ψ(t) ∈ Θ} dt = 1.

Apply part 1(d) of Theorem 2.4 to see that µ+(Θ) = 1. This and (10.11) together imply
the theorem.

A Appendix: Some technical results

A.1 A Gaussian integral

Lemma A.1. Let X have a non-degenerate centered normal distribution. Then,

sup
a>0

E

[
1

(|X| − a)
s
+

]
=

Γ((1− s)/2)

[2Var(X)]s/2
√
π

for all s ∈ (0 , 1).

Proof. Let v2 := Var(X). Clearly,

E

[
1

(|X| − a)
s
+

]
=

1

v
√
π/2

∫ ∞
a

e−x
2/(2v2)

(x− a)s
dx =

1

v
√
π/2

∫ ∞
0

e−(x+a)2/(2v2)

xs
dx

6
1

v
√
π/2

∫ ∞
0

e−x
2/(2v2)

xs
dx,

with identity in place of “6” when a = 0. Now compute.

A.2 An elementary coupling

Let us document the following very well known elementary fact about couplings of
random variables.

Lemma A.2. Let X be a random variable such that G(x) := P{X 6 x} > H(x) for all
x ∈ R, where H : R → [0 , 1] is a cumulative distribution function on R. Then, one can
construct a random variable Y whose cumulative distribution function is H, and satisfies
P{X 6 Y } = 1.

We include a proof for the sake of completeness, also as it is so short.

Proof. Let H−1 denote the right-continuous inverse of H and recall that the distribution
function of Y := H−1(G(X)) is H. The lemma follows from the facts that G > H and
H−1 is monotone.

A.3 A random walk inequality

We mention the following simple inequality about the expected number of large
negative excursions of a simple random walk on Z with positive upward drift.

Lemma A.3. Let {Zn}∞n=1 be i.i.d. with p := P{Z1 = 1} > 1/2 and q := P{Z1 = −1} =

1− p. Then,

E

[ ∞∑
n=1

1{Z1+···+Zn6−k}

]
6

√
4pq

1−
√

4pq

(
q

p

)k/2
for all k ∈ R+.

One usually verifies results of this type by appealing to excursion theory. We include
a simpler proof instead.
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Proof. We use Markov’s [Chernoff’s] inequality to see that for all n ∈ N, θ > 0, and
k ∈ R+,

P{Z1 + · · ·+ Zn 6 −k} = P
{

e−θ(Z1+···+Zn) > eθk
}
6 e−θk

[
pe−θ + qeθ

]n
.

Therefore, we set θ := 1
2 log(p/q) to minimize the quantity in square brackets and see

that

P{Z1 + · · ·+ Zn 6 −k} 6
(
q

p

)k/2
[4pq]

n/2 for all n ∈ N and k ∈ R+.

Because 4pq < 1, we may sum over n ∈ N to deduce the announced result.

A.4 On a class of stochastic differential inequalities

The primary purpose of this portion of the appendix is to prove a bound on the hitting
probability of a small number by a certain non-negative Itô process.

Proposition A.4. Suppose X = {Xt}t>0 is a non-negative, continuous L2(P)-martingale
that starts from X0 = a2 for a non-random number a > 0, and solves the stochastic
differential inequality,

dXt 6 Xt dt+ dMt for all t > 0,

where {Mt}t>0 is a mean-zero, continuous L2(P)-martingale. More precisely dXt =

Ct dt+ dMt where Ct 6 Xt and {Ct}t>0 is a.s. of bounded variation. Then,

P

{
inf

s∈(0,t)
Xs > ε2 ,

∫ t

0

e−s
d〈X〉s
Xs

> b2
}

6

√
2

π

∫
|x|<2(a−εe−t/2)/b

e−x
2/2 dx,

uniformly for all b, t > 0 and ε ∈ (0 , aet/2).

The proof of Proposition A.4 hinges on a simple small-ball estimate for continuous
L2(P)-martingales, which we include next.

Lemma A.5. Let {Ms}s>0 be a mean-zero, continuous L2(P)-martingale. Then,

P

{
inf

0<s<t
Ms > −ε , 〈M〉t > A

}
6

√
2

π

∫
|x|<ε/

√
A

e−x
2/2 dx for all ε,A, t > 0, (A.1)

The right-hand side of (A.1) can be expressed more compactly in terms of erf(ε
√

2/A),
but we prefer the above “probabilistic” description.

Proof. By the Dubins, Dambis-Schwarz Brownian representation of continuous martin-
gales (see Revuz and Yor, 1999, Theorem 1.6) there exists a linear Brownian motion
{B(s)}s>0 such that B(0) = 0 and Ms = B(〈M〉s) for all s > 0. Therefore,

P

{
inf

0<s<t
Ms > −ε , 〈M〉t > A

}
= P

{
inf

0<s<〈M〉t
B(s) > −ε , 〈M〉t > A

}
6 P

{
inf

0<s<A
B(s) > −ε

}
,

which yields the result, thanks to Brownian scaling and the reflection principle.

Proof of Proposition A.4. Apply Itô’s formula to see that Yt := X
1/2
t solves Y0 = a subject

to

dYt 6
1

2
Yt dt+ dNt, (A.2)
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where {Nt}t>0 is a mean-zero continuous L2(P)-martingale with quadratic variation,

〈N〉t =
1

4

∫ t

0

d〈X〉s
Xs

We remove the drift in (A.2) in a standard way by setting Zt := e−t/2Yt for all t > 0.
Then, Z0 = a and Z satisfies the stochastic differential inequality, dZt = e−t/2 dYt −
1
2e−t/2Yt dt 6 e−t/2 dNt. In other words,

Zt 6 a+

∫ t

0

e−s/2 dNs := a+Mt for all t > 0,

where {Mt}t>0 is a mean-zero continuous L2(P) martingale whose quadratic variation
is given by

d〈M〉t = e−t d〈N〉t =
e−t

4

d〈X〉t
Xt

.

Since{
inf

s∈(0,t)
Xs > ε2 ,

∫ t

0

e−s
d〈X〉s
Xs

> b2
}
⊂
{

inf
s∈(0,t)

Ms > εe−t/2 − a , 〈M〉t >
b2

4

}
,

Proposition A.4 follows from the above and Lemma A.5.

A.5 On martingale measures

Consider a continuous-in-time L2(P)-martingale measure M := {Mt(A)}t>0,A∈B(T), in
the sense of Walsh (1986), where B(T) denotes the collection of Borel subsets of T. The
following is a ready consequence of Itô calculus.

Lemma A.6. If 〈M(A) ,M(B)〉t = t|A ∩ B| for all t > 0 and A,B ∈ B(T), then we can
realize M as

Mt(A) =

∫
(0,t)×A

w(dsdy) for all t > 0 and A ∈ B(T),

where ẇ = {ẇ(t , x)}t>0,x∈T is a space-time white noise.

Proof. We prove that M := {Mt(A)}t>0,A∈B(T) is a Gaussian process; the remainder of
the lemma follows from this and a simple covariance computation which we skip.

If A1 and A2 are two Borel subsets of T such that the Haar measures of A1 and A2 are
1 and A1 ∩A2 has zero Haar measure, then 〈M(Ai) ,M(Aj)〉t = δi,jt for all t > 0. Thus,
Lévy’s characterization theorem (see Revuz and Yor, 1999, Theorem 3.6) asserts that
{Mt(A1),Mt(A2)} is a 2-dimensional Brownian motion, whence M is a Gaussian process
by induction.This completes the proof.

Lemma A.6 immediately implies the following result, which will play a key role in our
coupling construction in Section 7.

Corollary A.7. Let V̇1 and V̇2 denote two independent space-time white noises, and
suppose {φ1(t , x)}t>0,x∈T and {φ2(t , x)}t>0,x∈T are continuous predictable random fields,
in the filtration defined by V̇1 and V̇2, that takes values in [0 , 1] and satisfy

φ2
1(t , x) + φ2

2(t , x) = 1 for all t > 0 and x ∈ T a.s.

Define Ṁ(t , x) = φ1(t , x)V̇1(t , x) + φ2(t , x)V̇2(t , x); more formally,

Mt(A) :=

∫
(0,t)×A

φ1(s , y)V1(dsdy) +

∫
(0,t)×A

φ2(s , y)V2(dsdy),
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for t > 0 and A ∈ B(T). Then, Ṁ is space-time white noise; more formally, there exists
a space-time white noise ẇ such that Mt(A) =

∫
(0,t)×A w(dsdy) a.s. for every t > 0 and

A ∈ B(T).

Proof. Since φ1 and φ2 are bounded, the stochastic integrals are Walsh integrals that
define a martingale measure. It remains to verify that 〈M(A) ,M(B)〉t = t|A ∩B| for all
t > 0 and A,B ∈ B(T); see Lemma A.6. But this mutual variation formula is an immediate
consequence of the construction of Walsh integrals.

B Appendix: Sketch of proof of Lemma 5.2

There have been many results similar to Lemma 5.2, as we mention below. We will
give an outline of the argument.

By (5.6) and the definition of σn in (5.7), we have that

|σn(t , x)| 6 4LipσLτn(vn).

Consulting definition (5.8), we see that Itr
n (t , x) is a white noise integral of λpt−s(x −

y)σn(s , y) against a time-shifted space-time white noise.
Now Lemma (5.2) would follow from Dalang et al. (2009, Theorem 4.2, page 126),

except in that reference pt(x , y) is replaced by the heat kernel on R, not T. However,
we can easily modify the proof in Dalang et al. (2009) to cover our case. Using the
expansion (2.3), we find that Lemma 4.3 on page 126 of Dalang et al. (2009) still holds,
except that |x− y| is replaced by the distance from x to y on T. The rest of the argument
goes through as before, giving us Lemma 5.2.
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Csörgő, M. and Révész, P. (1981). Strong Approximations in Probability and Statistics. Academic
Press, Inc., New York-London, 1981. MR0666546

Da Prato, G. and Zabczyk, J. (1996). Ergodicity for infinite-dimensional systems, volume 229 of
London Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge.
MR1417491

Da Prato, G. and Zabczyk, J. (2014). Stochastic equations in infinite dimensions, volume 152 of
Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge,
second edition. MR3236753

Dalang, R. C. (1999). Extending the martingale measure stochastic integral with applications to
spatially homogeneous s.p.d.e.’s. Electron. J. Probab. 4(6):29 pp. MR1684157

EJP 28 (2023), paper 101.
Page 65/66

https://www.imstat.org/ejp

https://mathscinet.ams.org/mathscinet-getitem?mr=1643116
https://mathscinet.ams.org/mathscinet-getitem?mr=0400380
https://mathscinet.ams.org/mathscinet-getitem?mr=1085341
https://mathscinet.ams.org/mathscinet-getitem?mr=1961346
https://mathscinet.ams.org/mathscinet-getitem?mr=2198698
https://mathscinet.ams.org/mathscinet-getitem?mr=3005720
https://mathscinet.ams.org/mathscinet-getitem?mr=0666546
https://mathscinet.ams.org/mathscinet-getitem?mr=1417491
https://mathscinet.ams.org/mathscinet-getitem?mr=3236753
https://mathscinet.ams.org/mathscinet-getitem?mr=1684157
https://doi.org/10.1214/23-EJP983
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Stochastic reaction-diffusion equations

Dalang, R., Khoshnevisan, D., Mueller, C., Nualart, D., and Xiao, Y. (2009). A Minicourse on Stochas-
tic Partial Differential Equations, volume 1962 of Lecture Notes in Mathematics. Springer-Verlag,
Berlin. Held at the University of Utah, Salt Lake City, UT, May 8–19, 2006, Edited by Khosh-
nevisan and Firas Rassoul-Agha. MR1500166

Feller, W. (1971). An Introduction to Probability and Its Applications, Vol. II. (2nd ed.) John Wiley
& Sons, Inc. New York, NY. MR0270403

Foondun, M., Khoshnevisan, D., and Mahboubi, P. (2015) Analysis of the gradient of the solution
to a stochastic heat equation via fractional Brownian motion. Stoch. Partial Differ. Equ. Anal.
Comput., 3(2):133–158. MR3350450

Hairer, M. and Pardoux, È (2015). A Wong-Zakai theorem for stochastic PDEs. J. Math. Soc. Japan,
67(4):1551–1604. MR3417505

Hunt, G. A. (1957). Markoff processes and potentials. I, II. Illinois J. Math., 1:44–93, 316–369.
MR0091349

Kahane, Jean-Pierre (1985). Some Random Series of Functions. Second edition. Cambridge
University Press, Cambridge, 1985. MR0833073

Karatzas, I. and Shreve, S. E. (1991). Brownian motion and stochastic calculus. Second edition.
Springer-Verlag, New York. MR1121940

Khoshnevisan, D., Kim, K., Mueller, C., and Shiu, S.-Y. (2020). Dissipation in Parabolic SPDEs. J.
Stat. Phys., 179(2):502–534. MR4091567

Lévy, P. (1937). Théorie de l’Addition des Variables Alèatoires. Gauthier-Villars, Paris.

McKean, Henry P., Jr. (1955). Hausdorff-Besicovitch dimension of Brownian motion paths. Duke
Math. J. 22:229–234. MR0069425

Mueller, C. (1991). On the support of solutions to the heat equation with noise. Stochastics
Stochastics Rep., 37(4):225–245. MR1149348

Mueller, C. (1993). Coupling and invariant measures for the heat equation with noise. Ann. Probab.,
21(4):2189–2199. MR1245306

Mueller, C. and Nualart, D. (2008). Regularity of the density for the stochastic heat equation.
Electron. J. Probab., 13:no. 74, 2248–2258. MR2469610

Nualart, D. and Pardoux, E. (1994). Markov field properties of solutions of white noise driven
quasi-linear parabolic PDEs. Stochastics Stochastics Rep., 48(1-2):17–44. MR1786190

Revuz, D. and Yor, M. (1999). Continuous Martingales and Brownian Motion. (3rd ed.) Springer-
Verlag Berlin. MR1725357

Shiga, T. (1994). Two contrasting properties of solutions for one-dimensional stochastic partial
differential equations. Canad. J. Math., 46(2):415–437. MR1271224

Walsh, J. B. (1986). An Introduction to Stochastic Partial Differential Equations. In: École d’été de
Probabilités de Saint-Flour, XIV—1984, volume 1180 of Lecture Notes in Math., pages 265–439.
Springer, Berlin. MR0876085

Zimmerman, M. G., Toral, R., Prio, O., and San Miguel, M. (2000). Stochastic spatiotemporal
intermittency and noise-induced transition to an absoring phase. Phys. Rev. Lett., 85(17):3612–
2615.

EJP 28 (2023), paper 101.
Page 66/66

https://www.imstat.org/ejp

https://mathscinet.ams.org/mathscinet-getitem?mr=1500166
https://mathscinet.ams.org/mathscinet-getitem?mr=0270403
https://mathscinet.ams.org/mathscinet-getitem?mr=3350450
https://mathscinet.ams.org/mathscinet-getitem?mr=3417505
https://mathscinet.ams.org/mathscinet-getitem?mr=0091349
https://mathscinet.ams.org/mathscinet-getitem?mr=0833073
https://mathscinet.ams.org/mathscinet-getitem?mr=1121940
https://mathscinet.ams.org/mathscinet-getitem?mr=4091567
https://mathscinet.ams.org/mathscinet-getitem?mr=0069425
https://mathscinet.ams.org/mathscinet-getitem?mr=1149348
https://mathscinet.ams.org/mathscinet-getitem?mr=1245306
https://mathscinet.ams.org/mathscinet-getitem?mr=2469610
https://mathscinet.ams.org/mathscinet-getitem?mr=1786190
https://mathscinet.ams.org/mathscinet-getitem?mr=1725357
https://mathscinet.ams.org/mathscinet-getitem?mr=1271224
https://mathscinet.ams.org/mathscinet-getitem?mr=0876085
https://doi.org/10.1214/23-EJP983
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

	Introduction
	The main results
	Hypotheses on the diffusion coefficient
	Hypotheses on the potential
	Hypothesis on the initial profile
	The main results

	Proof of Theorem 2.3
	Existence of invariant measures
	Tightness
	Temporal continuity
	The Feller property
	The Krylov-Bogoliubov argument

	A random walk argument
	An associated chain
	A reduction
	Proof of Proposition 4.16

	A support theorem
	Natural, independent, and AM/PM couplings
	Uniqueness of a non-trivial invariant measure via coupling
	Proofs of Theorem 2.4 and Remark 2.5
	On the support of +
	Appendix: Some technical results
	A Gaussian integral
	An elementary coupling
	A random walk inequality
	On a class of stochastic differential inequalities
	On martingale measures

	Appendix: Sketch of proof of Lemma 5.2

