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Abstract

The convergence of the kinetic langevin simulated annealing is proven under mild
assumptions on the potential U for slow logarithmic cooling schedules, which widely
extends the scope of the previous results of [14]. Moreover, non-convergence for
fast logarithmic and non-logarithmic cooling schedules is established. The results
are based on an adaptation to non-elliptic non-reversible kinetic settings of a lo-
calization/local convergence strategy developed by Fournier and Tardif in [6] in the
overdamped elliptic case, and on precise quantitative high order Sobolev hypocoercive
estimates.
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1 Introduction and main results

Given a potential U : Rd 7→ R, the goal of a simulated annealing procedure is to
minimize U by designing a stochastic process (Xt)t>0 whose law at time t is close to
the probability density proportional to e−βtU(x)dx, where β : R+ 7→ R+ is called the
cooling schedule. As β goes to infinity, this probability law concentrates around the
global minimizers of U .

The most classical case is based on the overdamped Langevin process:

dXt = −βt∇U(Xt)dt+
√

2dBt ,

where (Bt)t>0 is a standard Brownian motion on Rd. For a fixed β, the density e−βU(x)dx
is a stationary measure for this process. The idea is thus that, if β increases sufficiently
slowly, the law of Xt gets and remains close to its instantaneous equilibrium. As a
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Convergence of the kinetic annealing for general potentials

consequence, the convergence of the simulated annealing algorithm, in the sense of
convergence in probability of U(Xt) toward minU as t→ +∞, is related to the longtime
convergence to equilibrium of the process at a fixed but high β. On the contrary, when β
goes to infinity too fast, the algorithm is expected to fail with positive probability, i.e. the
law of Xt is not expected to be close to e−βtU and U(Xt) to converge to minU .

Proof of the convergence of the overdamped Langevin simulated annealing for slow
logarithmic cooling schedule (with the optimal condition involving the critical height
of the potential, see below) and of the non-convergence for fast logarithmic cooling
schedule was first established by Holley, Kusuoaka and Strook [9, 8], using Sobolev
inequalities, for a potential U on a compact manifold. The case of Rn has been studied by
Chiang, Hwang and Sheu [4], Royer [15] and Miclo [11], under restrictive conditions on
the behavior at infinity of U , in particular |∇U | → +∞ at infinity. These conditions are
related to the functional inequalities used in these works, in particular spectral gap and
Nelson hypercontractivity inequalities. The question of reducing these assumptions in
order to consider slowly-growing potentials has been addressed by Zitt in [19], essentially
by replacing spectral gap inequalities by weaker functional inequalities. The results of
Zitt apply for instance if, outside some ball, U(x) = |x|α with α ∈ (0, 1).

More recently, Fournier and Tardif in [6] and with one of the author in [5] have
been interested in somehow minimal conditions on the growth of U at infinity. In [5],
they established that, for coercive potentials in the sense that x · ∇U(x) > 0 for |x|
large enough, there is a phase transition for Uα(x) = α ln(1 + ln(1 + |x|2)) at some
value α∗ of α (depending on the cooling schedule β and the dimension), i.e. there is
convergence if α > α∗ and non-convergence if α < α∗, which is related to the transient
properties of Bessel processes. More generally, convergence of the annealing algorithm
is also proven in [5] under conditions that allow arbitrarily slow growth. In [6], the
convergence of the simulated annealing is established as soon as lim|x|→∞ U(x) =∞ and∫
Rd
e−α0U(x)dx <∞ for some α0 > 0. Although it doesn’t cover all the cases of [5] (notice

indeed that the condition is not met for Uα for any α > 0), this is a very simple and mild
condition. One of the main differences of [6, 5] with respect to previous works is that
the question of the recurrence of the process is treated separately from the question of
convergence in probability to the minimum of U . Indeed, once recurrence is proven, it
is essentially sufficient to use the known results of convergence in the compact case to
conclude. Notice that, unfortunately, this localization argument does not provide a rate
of convergence as did previous works. Note as well that the idea that the behavior of
U at infinity is not so important already appears in [4, 15] (see in particular [4, Lemma
6.4]) where it is proven that it is sufficient (under the conditions enforced in these works)
to prove the result in the case where U(x) = |x|4 for |x| large enough.

On the other hand, the second author studied in [14] the simulated annealing based
on the kinetic Langevin process:{

dXt = Ytdt

dYt = −∇U(Xt)dt− βtYtdt+
√

2dBt .

For a constant β, the invariant measure is proportional to e−βH with the Hamiltonian
H(x, y) = U(x) + |y|2/2. The use of this process, which is non-reversible and has a
ballistic rather than diffusive behavior, is motivated by its better convergence properties
with respect to the overdamped process (although, as discussed in [14], in the regime
β → +∞, it doesn’t reduce the critical height of the energy landscape). Convergence
of the kinetic simulated annealing in established in [14] for slow logarithmic cooling
schedules similar to the overdamped case, under restrictive conditions on U , namely
U is essentially quadratic at infinity, and the Hessian of U is bounded. The proof is
similar to the overdamped Langevin case except that establishing quantitative longtime
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Convergence of the kinetic annealing for general potentials

convergence estimates (at a fixed β) for the process toward its equilibrium rely on
so-called hypocoercive methods, as introduced by Villani in [17]. The arguments of [14]
have been adapted to Generalized Langevin processes in [3].

The present work is concerned with the kinetic Langevin simulated annealing. Our
contributions with respect to [14] are the following. First, following the method of [6],
the conditions on U are considerably weakened. Notice that, in the kinetic case, it
means we can consider potentials that grow slower than those considered in [14], but
also potentials that grow much faster (arbitrarily fast in fact), while the results of [14]
require U(x)/(|x|2 + 1) and ∇2U to be bounded. Second, we prove the failure of the
algorithm with fast cooling schedule, which was yet to be established in an hypocoercive
case. Indeed, the failure of the overdamped Langevin simulated annealing is proven in
[8] thanks to hypercontractivity results that are not available for the kinetic process, and
the hypocoercive convergence results used in [14] to prove convergence are too weak to
conclude about the failure of the algorithm in the fast cooling case (see the discussion at
the beginning of Section 2.4). By proving the non-convergence of the algorithm under
the same condition as in the overdamped case, we make rigorous the heuristic discussion
in [14] according to which the kinetic process does not change the optimal condition
on the cooling schedule. Third, as noted in [3], a technical truncation argument in [14],
required for the rigorous computation of the modified entropy dissipation, is incorrect,
and we have solved this issue (see Section 4 and more precisely Remark 4.1).

More precisely, we study the Markov process (Zt)t>0 = (Xt, Yt)t>0 on R2d that solvesdXt = Ytdt

dYt = −∇U(Xt)dt− γtYtdt+

√
2γtβ

−1
t dBt ,

(1.1)

where γ : R+ → R+ is a friction parameter. We retrieve the settings of [14] with γt = βt.
We remark that the extension to Generalized Langevin processes as in [3] would not
raise any particular difficulty, but we don’t consider it for the sake of clarity. We will
work under the following set of assumptions:

Assumption 1.1. • U : Rd 7→R is a C∞ potential such that minU=0, lim|x|→∞ U(x)=

∞, and there exists α0 > 0 such that:∫
Rd
e−α0U(x)dx <∞.

• The cooling schedule β : R+ → R+ is given by

βt =
ln(ecβ0 + t)

c
, (1.2)

for some parameters c > 0 and β0 > 0.

• The friction γ : R+ → R+ is a C1 function and there exists κ > 0 such that for all
t > 0, γt > κ and γ′t 6

1
κ(1+t) . In particular there exists L such that γt 6 Lβt.

• The critical height c∗ of U is finite, where c∗ = supx1,x2
c(x1, x2) and

c(x1, x2) = inf

{
max
06t61

U(ξ(t))− U(x1)− U(x2)

}
where the infimum runs over

{
ξ ∈ C

(
[0, 1] ,Rd

)
, ξ(0) = x1, ξ(1) = x2

}
.

The condition minU = 0 is imposed for simplicity, it can always be enforced by
changing U to U − minU . The specific form of β is also made for simplicity, since
it is known that, in order to study the convergence in probability for large time for
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simulated annealing algorithm, only logarithmic schedules are relevant. In particular,
notice that, under Assumption 1.1, the time-shifted process (Zt0+t)t>0 for any t0 > 0

satisfies Assumption 1.1 with the same U, c, κ, L and with β0 replaced by βt0 .
The critical height c∗ represents the largest energy barrier the process has to cross

in order to go from any local minimum to any global one. In the classical overdamped
case, disregarding the question of the behavior of U at infinity, it is well known that, at
least in the case where the global minimizer of U is unique, the algorithm converges
if c > c∗ (slow cooling) and has a positive probability to fail (i.e. to never visit a global
minimum) if c < c∗ (fast cooling). We retrieve this dichotomy in the kinetic case.

In the slow cooling case, we extend the results of [14]:

Theorem 1.2. Under Assumption 1.1, assume furthermore that c > c∗. Then any solution
(Zt)t>0 of (1.1) satisfies

∀ δ > 0, P(H(Zt) > δ)→ 0.

Since H(x, v) = U(x) + |v|2/2, this implies the convergence in probability of Xt to the
set of global minimizers of U .

On the other hand, if c < c∗, then the process might remain stuck in a region that
contains no global minimum of U . In fact, a slightly stronger condition is required.
Indeed, it is possible that c∗ > 0 with all minima of U being global, in which case H(Zt)

may go to zero with fast cooling schedule, while the law of Zt is not close to its local
equilibrium. To be more precise, we need some additional definitions. For x, y ∈ Rd, let

c̃(x, y) = inf

{
max
06t61

U(ξ(t))− U(x)

}
(1.3)

where the infimum runs over
{
ξ ∈ C

(
[0, 1] ,Rd

)
, ξ(0) = x, ξ(1) = y

}
. We define the depth

of x ∈ Rd by
D(x) = inf

{
c̃(x, y), y ∈ Rd, U(y) < U(x)

}
, (1.4)

with inf ∅ = ∞. It is clear that D(x) = 0 if x is not a local minimum of U . For x ∈ Rd
with D(x) > 0 and a ∈ (0,D(x)), we define the cup of bottom x and height a (this is the
vocabulary of [7]) as

C(x, a) = {y ∈ Rd, c̃(x, y) < a}. (1.5)

We want to discard pathological cases where there are two non-global local minima
x1, x2 with U(x1) = U(x2), D(x1) = D(x2) > c and c(x1, x2) = c, see Figure 1 (these cases
do not prevent the result to hold, but the proof doesn’t work directly, see Remark 1.6
below. Notice that the problem is not that there are two local minima with the same
energy level and depth, which is a pretty common situation as soon as there are some
symmetries in the system; the problem is that the elevation c(x1, x2) between them is
exactly the parameter c chosen by the user in the cooling schedule which, now, is a very
unlikely situation). Hence, we work under the following condition.

Assumption 1.3. Assumption 1.1 holds and there exist x̃ ∈ Rd with D(x̃) > c and
a ∈ (c,D(x̃)) such that for all y ∈ C(x̃, a), c̃(y, x̃) < c.

Theorem 1.4. Under Assumption 1.3, for all initial condition such that P(X0 ∈ C(x̃, c)) >

0 and all δ > 0, the solution of (1.1) is such that

P (Xt ∈ C(x̃, c+ δ) ∀t > 0) > 0.

If U has a finite number of minima and a unique global minimum, it is easily seen
that there exists a non-global minimum x such that D(x) = c∗. More generally, since
for all a < D(x) the minimum value of U over the cup C(x̃, a) is U(x̃), if there exists a
non-global minimum x of U with depth D(x) > c, the previous results implies that, with
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Figure 1: Case with two local non-global minima x and y at the same energy level. If
c < b, then Assumption 1.3 holds by chosing either x̃ = x or x̃ = y and any a ∈ (c, b). If
c ∈ (b,D(x)), again Assumption 1.3 holds with x̃ ∈ {x, y} and any a ∈ (b,D(x)). However,
if c = b, Assumption 1.3 does not hold with x̃ ∈ {x, y}.

positive probability, inft>0 U(Xt) > U(x̃) > minU . Moreover, even if the probability to
start in C(x̃, c) is initially zero, due to the controllability of the process, it is positive for
all positive times (see e.g. [14, proposition 5]). As a conclusion, we immediately get the
following:

Corollary 1.5. Under Assumption 1.3, for all initial condition and all t0 > 0,

P (U(Xt) > U(x̃) ∀t > t0) > 0.

Notice that, in practice, one can keep track of Xs(t) where

s(t) = inf{w ∈ [0, t], U(Xw) = min
w′∈[0,t]

U(Xw′)},

so that Xs(t) may converge to a minimizer of U even if Xt does not. However, our results
show that this doesn’t solve the issue of non-convergence for fast cooling schedules.

Remark 1.6. In Figure 1, in the case c = b (so that Assumption 1.3 do not hold) we
cannot deduce from our results that the process stays stuck with positive probability
in the cusp C(x, b) because, for any δ > 0, C(x, b+ δ) contains y (contrary to C(x, b)). In
fact it is clear that the process can stay stuck with positive probability in C(x, b+ δ) for
any δ > 0 (so that the conclusion of Corollary 1.5 also holds), but we cannot deduce it
from our proof which requires that the critical depth within the cusp (i.e. for a suitable
modification of the potential which only consider the local situation of this cusp, see
Section 2.4 and Figure 2) is strictly smaller than c (in order to apply a variation of
Theorem 1.2), while it is exactly b = c in this example. We refer to [12] where a fine
analysis is conducted on a related question on finite graphs.

Finally we address the case of faster than logarithmic cooling schedules. For sim-
plicity we restrict this study to the case of a constant friction parameter γ (although
as discussed at the end of the proof it can be extended to the non-constant case with
suitable conditions on γ depending on β). In the following we do not assume that t 7→ βt
is increasing, and possibly βt = +∞ for some t.

Theorem 1.7. Assume that γt = γ is constant, that t ∈ R+ 7→ βt ∈ (0,+∞] is piecewise
continuous with ln(t) = o(βt) as t → +∞, that U ∈ C∞(Rd) and that x∗ ∈ Rd is a non-
degenerate local minimum of U , i.e. ∇U(x∗) = 0 and ∇2U(x∗) > 0. Then there exist
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C, r > 0 such that, denoting

εt = C

(
e−rt + sup

s>t/2
ln(s)β−1s

)
,

the following holds. For all δ > 0 and all initial condition z0 = (x0, y0) ∈ R2d with
|x0 − x∗| 6 δ/2, the solution Z = (X,Y ) of (1.1) is such that

Pz0 (|Xt − x∗| 6 min(δ,
√
εt) ∀t > 0) > 0 .

The rest of the paper is dedicated to the proofs of Theorems 1.2, 1.4 and 1.7. It is
organised as follows. The main step of the proofs in the logarithmic case are exposed
in Section 2, while technical intermediary results are postponed to Sections 3, 4 and 5.
More precisely, Section 3.1 is dedicated to the proof of a uniform in time energy bound,
which is the main ingredient in the proof that the process goes back infinitely many times
to a compact set. A result of small-time conditional regularization is proven in Section 3.2,
which is used to replace deterministic initial conditions by smooth distributions (with
some quantitative bounds). Section 4 presents hypocoercivity estimates similar to those
of [14], which are used to prove the convergence of the algorithm in the slow cooling
case. In the fast logarithmic cooling case, similar estimates have to be established in
higher order Sobolev norms, which is the topic of Section 5. Section 6 is dedicated to
the faster than logarithmic case, with the proof of Theorem 1.7.

2 Main steps of the proofs

The sketch of the proofs is the following.
The first point is to get uniform in time moment estimates. This would classically be

done using Lyapunov arguments, but this would typically require some assumption on
∇U , which we want to avoid. We adapt an argument from [6]. From these estimates, we
get that lim inft→+∞H(Zt) is almost surely finite, i.e. there exists a (random) compact
set {H 6 A} which will be visited infinitely often by the process.

The second step is to prove that, for any A > 0, there exists A′ > A such that,
provided the process is in {H 6 A} at some time t0, there is a probability at least, say,
1/4, that the process remains in {H 6 A′} for all times t > t0. This is reminiscent of
the study in [8] of fast cooling schedules, where it is proven that there is a positive
probability that, starting in a potential well of depth larger than c, the process never
climbs high enough to exit the well (as in Theorem 1.4). We will follow a similar proof,
except that we have to check the dependency of the estimates with respect to t0 or,
equivalently by taking t0 = 0, to β0. That way, we will conclude that, each time the
process goes below A, it has a probability 1/4 to never go above A′ again so that, if it
goes below A infinitely often, eventually it will stay below A′.

Combining the two previous steps, we get that the process is almost surely bounded.
It is thus sufficient to prove the convergence of the process when the position space is a
compact torus, which is then similar to [14], but without the issue of the behavior of U
at infinity.

The strategy for the non-convergence in the fast cooling case is similar to [8], the
technical difficulties coming from the degeneracy of the process. Indeed the estimates
used in [14] in the kinetic case to prove convergence are too weak to get that the process
has a positive probability to stay forever below some energy level. On the other hand
the estimates of [8] are based on hypercontractivity of elliptic diffusions on compact
manifold. We are not aware of similar results for hypoelliptic diffusions, and thus we
overcome this difficulty by working with higher Sobolev norms.
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The faster than logarithmic case is similar and somehow simpler: in that case the
process has a positive probability to converge to (x∗, 0), it is thus sufficient to linearize
∇U at this point and to study the corresponding Gaussian process.

2.1 Return to a compact set

Diffusions defined by (1.1) are time-inhomogeneous Markov processes with generator:

Lt = y · ∇x − (γty +∇xU) · ∇y + γtβ
−1
t ∆y. (2.1)

First, let us check that the process is well-defined.

Proposition 2.1. Under Assumption 1.1, let z0 ∈ R2d. There exists a unique process
Z = (X,Y ) that solves (1.1) with Z0 = z0. It is non-explosive (i.e. defined for all t > 0)
and, for all t > 0, E(H(Zt)) 6 H(z0) + dLt.

Proof. Since the coefficients of the diffusion (1.1) are all smooth, there is existence and
uniqueness until a time ξ of explosion. For all x, y ∈ Rd and t > 0,

LtH(x, y) = γtβ
−1
t d− γt|y|2 6 Ld.

Considering for N ∈ N the stopping time τN = inf {t > 0;H(Zt) > N}, we get

E(H(ZτN∧t)) 6 H(z0) + dLt

which implies

P(τN < t) = P(H(ZτN∧t) > N) 6
H(z0) + Ldt

N
−→
N→∞

0 ,

hence ξ < +∞ almost surely, which concludes.

The first main point is to to strengthen the energy bound of Proposition 2.1 to a
uniform in time estimate. For f a probability law or density on R2d, we write Ef and Pf
expectations and probabilities with respect to the process Z solving (1.1) with initial
condition Z0 distributed according to f . If f = δz for some z ∈ R2d, we write Ez and Pz
instead.

Lemma 2.2. Under Assumption 1.1, there exists b > α0 that depends only on U such
that the following holds. Provided β0 > b then, for any C∞ probability density f0 with
compact support,

sup
t>0

Ef0 (H(Zt)) 6
κβ0(f0) + ln(Zα0

)

β0 − α0
,

where

κβ0(f0) =

∫
R2d

f0 ln
(
1 + f0e

β0H
)
, Zα0

=

∫
R2d

e−α0H .

The proof is postponed to Section 3.1. The next result enables the use of Lemma 2.2
when the initial condition is not smooth.

Lemma 2.3. Under Assumption 1.1 with c > c∗, fix A > 1 and ε > 0. Then there exist
t∗, bA, C

1
A, C > 0 that do not depend on β0 such that, for all β0 > bA and z0 ∈ R2d with

H(z0) 6 A, the following holds. Writing B =
{

supt6t∗ H(Zt) 6 A+ 1
}

,

Pz0(B) > 1− ε.

Moreover, the law at time t∗ of the process (1.1) with initial condition Z0 = z0 conditioned
on the event B has a density f ct∗ that satisfies

f ct∗ 6 CeC
1
Aβ01{H6A+1}.
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This is proven in Section 3.2. The two previous lemmas yield the following.

Proposition 2.4. Under Assumption 1.1, lim inft→∞H(Zt) <∞ almost surely.

Proof. For t large enough, βt > b where b > α0 is the constant from Lemma 2.2. Notice
that, for t0 > 0, (Zt0+t)t>0 solves (1.1) except that β0 is replaced by βt0 and γ is also
time-shifted. Hence, by the Markov property, without loss of generality, we can assume
that β0 > b. Moreover, by conditioning with respect to the initial condition, it is sufficient
to consider the case of a deterministic initial condition z0 ∈ R2d.

Fix ε > 0 and A = H(z0). From Lemma 2.3, there exist t∗, C ′ > 0 such that Pz0(B) >
1− ε where B =

{
supt6t∗ H(Zt) 6 A+ 1

}
, and such that the law of the process at time

t∗ and conditioned on B has a density f̃t∗ 6 C ′1{H6A+1}. Let C > 0 and f0 be a C∞
probability density on R2d with compact support such that Cf0 > C ′1{H6A+1}. Then,
denoting by (Ft)t>0 the filtration associated with (Zt)t>0, by the strong Markov property
and Lemma 2.2, for all t > 0,

Ez0(H(Zt∗+t)|B) = Ez0(E(H(Zt∗+t)|Ft∗)|B) 6 CEf0(H(Zt)) 6 C
κβ0(f0) + ln(Zα0)

β0 − α0
.

As a consequence, by Fatou’s Lemma,

Ez0

(
lim inf
t→∞

H(Zt)|B
)
6 sup

t>0
Ez0(H(Zt)|B) <∞.

Finally

Pz0

(
lim inf
t→∞

H(Zt) =∞
)
6 Pz0(Bc) + Pz0

(
lim inf
t→∞

H(Zt) =∞|B
)
6 ε ,

which concludes since ε is arbitrary.

2.2 Position in a compact set

As in [6], with Proposition 2.4 at hand, we can now focus on the behavior of the
process when the position is in a compact set, ignoring the behavior of U at infin-
ity. To this end, we fix some parameter K > 0, let LK > 0 be such that {U 6 K} ⊂
[−(LK − 1), (LK − 1)]

d and consider the torus MK = (R/2LKZ)d (i.e. we consider
periodic boundary conditions, which will be technically simpler than e.g. reflecting
boundary conditions). We now define a process (XK

t , Y
K
t ) on MK ×Rd and a potential

UK : MK 7→ R to replace the initial one.
More precisely, write θK : Rd 7→MK the canonical projection and M̃K = ]−LK , LK ]

d,
so that MK = θK(M̃K). For a non-negative function V : Rd → R, we define the critical
height c∗(V ) with the same definition as c∗ except that U is replaced by V .

Let ŨK ∈ C∞(Rd) be equal to U on some open set OK containing {U 6 K}, non-
negative, 2LK -periodic, and such that c∗K = c∗(ŨK) 6 c∗. Such a function exists from
[6, Notation 9]. We write UK the corresponding function on MK , given by UK(θK(x)) =

ŨK(x), and HK(x, y) = UK(x) + |y|2/2.
Finally, given the same Brownian motion as in (1.1), we consider ZK = (XK , Y K) the

process on MK ×Rd that solvesdXK
t = Y Kt dt

dY Kt = −∇xUK(Xt)dt− γtY Kt dt+

√
2γtβ

−1
t dBt ,

(2.2)

with (XK
0 , Y

K
0 ) = (θK(X0), Y0). Write τK = inf {t > 0, Xt /∈ OK}. Then, by design,

(UK(XK
t ), Y Kt )t6τK = (U(Xt), Yt)t6τK . (2.3)
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For β > 0, write µKβ the probability measure on MK ×Rd with density proportional to

e−βHK .

Lemma 2.5. Fix δ, α > 0. There exists C > 0 such that for all β > 0,

µKβ (HK > δ) 6 Ce−β(δ−α).

Proof. For completeness, we recall the short proof of [14, section 3.1]. First,∫
MK×Rd

e−βHK(z)dz >
∫
{HK6α}

e−βHK(z)dz > e−βα/C,

for some constant C > 0 because
{
HK 6 α

}
is compact. Likewise,

{
δ 6 HK 6 δ + |y|

}
is compact and∫

{HK>δ}
e−βHK(z)dz 6

∫
{δ6HK6δ+|y|}

e−βHK(z)dz +

∫
{HK>δ+|y|}

e−βHK(z)dz

6 e−βδ
(
C + C

∫
Rd
e−|y|dy

)
for some C > 0. The ratio of those two inequalities concludes the proof.

The goal of this section is to prove a similar result but with the law of ZKt instead of
µKβ , with an explicit dependency of the constants in term of β0.

Denote by fKt the law of ZKt . Since ∇UK and its derivatives are all bounded, if f0 is
smooth, so is fKt is for all t > 0 (see Section 4 for details). Consider the relative density
hKt = fKt /µ

K
t . We start with a uniform in time quantitative bound of the norm of hKt in

L2
(
µKt
)
, for nice initial conditions.

Proposition 2.6. Under Assumption 1.1 with c > c∗, let K > 1. There exists bK > 0,
which depends on U and K, such that, if β0 > bK and f0 ∈ C∞(MK ×Rd) with compact
support, then for all t > 0,∫

MK×Rd

(
hKt
)2

dµKt

6 1 +

∫
MK×Rd

(∣∣(∇x +∇y)hK0
∣∣2 + 4

√
γ−10 β0(‖∇2

xU
K‖∞ + 1 + γ0)2

(
hK0
)2)

dµK0 .

The proof of this proposition is postponed to Section 4.

Lemma 2.7. Under Assumption 1.1 with c > c∗, fix A > 1, ε = 1/4 and consider
B, C1

A, bA, t
∗ as in Lemma 2.3. Set DA = 2C1

A +A+ 4 + 4c and KA = DA + 1. There exist
CA > 0 and b′A > bA that do not depend on β0 such that, for all β0 > b′A and z0 ∈ R2d with

H(z0) 6 A, we have that, Pz0 -a.s., supt∈[0,t∗]HKA

(
ZKAt

)
1B < DA, and for all t > 0

Pz0

(
HKA

(
ZKAt+t∗

)
> DA

∣∣∣B) 6
CA

(ecβ0 + t)2
.

Proof. The first point is clear since, by definition of B, sup[0,t∗]HKA(ZKAt )1B < A+ 1 6
DA.

In the rest of the proof we denote by C different constants.
Let us introduce a function which will serve as a new initial condition. Let vd and wd

be respectively the volumes of {H 6 A+ 1} and {H 6 A+ 2} in MK ×Rd, and f0 ∈ C∞
be such that (2vd)

−11{H6A+1} 6 f0 6 2(wd)
−11{H6A+2}. Notice that f0 does not depend
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on β0, and that ∇f0 is bounded since f0 is smooth on a compact set. As in the proof of
Lemma 2.4, from Lemma 2.3 and the strong Markov property,

Pz0

(
HKA

(
ZKAt+t∗

)
> DA

∣∣∣ B) 6 2vdCe
C1
Aβ0Pf0

(
HKA

(
ZKA,βt∗t

)
> DA

)
,

where ZKA,βt∗ is a process similar to ZKA except that β0 has been replaced by βt∗ and
(γt)t>0 by (γt+t∗)t>0. Denote by h∗t the relative density of the law of ZKA,βt∗t with respect
to µKAβt+t∗ . By the Cauchy-Schwartz inequality,

Pf0

(
HKA

(
ZKA,βt∗t

)
> DA

)
=

∫
{HKA>DA}

h∗tdµ
KA
βt+t∗

6

√∫
Rd×Rd

(h∗t )
2dµKAβt+t∗

√
µKAβt+t∗ (HKA > DA). (2.4)

For the second term, applying Lemma 2.5 with α = 1,

µKAβt+t∗ (HKA > DA) 6 Ce−βt+t∗ (DA−1) .

For the first term, Proposition 2.6 applies if β0 > bKA , which yields∫
MK×Rd

(h∗t )
2 dµKAβt+t∗

6 1 +

∫
MK×Rd

(
|(∇x +∇y)h∗0|

2
+ 4

√
γ−1t∗ βt∗(‖∇2

xU
K‖∞ + 1 + γt∗)

2 (h∗0)
2

)
dµKAβt∗

6 Cβ
5
2
t∗

∫
{HKA6A+2}

1

µ
β
KA
t∗

(z)
dz

for some C > 0 that does not depend on β0, where we used Assumption 1.1 and a uniform
bound on f0 and ∇f0. For any β > 1, using that e−βU

KA (x) 6 1,∫
MKA

e−βU
KA (x)dx 6 (2LKA)d and

∫
MKA

×Rd
e−βHKA (z)dz 6 (2

√
2πLKA)d.

Hence, ∫
MKA

×Rd
(h∗t )

2 dµKAβt+t∗ 6 Cβ
5
2
t∗

∫
{HKA6A+2}

eβt∗HKA (z)dz 6 Ceβt∗ (A+3)

Everything put together gives, if β0 > max(1, bKA , bA), using the monotonicity of t 7→ βt,
we conclude with

P
(
HKA

(
ZKAt+t∗

)
> DA

∣∣∣ B) 6 Ce−
1
2βt∗+t(DA−1−2C

1
A−A−3) 6 Ce−2cβt =

C

(ecβ0 + t)2
.

In fact, a similar proof already yields the convergence of the kinetic annealing on the
compact torus:

Proposition 2.8. Under Assumption 1.1 with c > c∗, for all K > 1 and δ > 0,

P(HK(ZKt ) > δ) −→
t→+∞

0.

Proof. As in the proof of Proposition 2.4, by the Markov property, without loss of
generality we assume that β0 > bK and that the initial condition is a Dirac mass at
some z0 ∈ MK × Rd. Fix ε > 0, let A = H(z0) and, from Lemma 2.3 (applied to the
process ZK rather than Z, the proof is the same) let t0, C > 0 be such that the event
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B = {∀t ∈ [0, t0], H(ZK) 6 A + 1} has a probability larger than 1 − ε and the law of
ZKt0 conditioned on B has a density f̃Kt0 6 C ′1{HK6A+1}. Let C > 0 and f0 be a smooth
probability density on MK × Rd with compact support such that C ′1{HK6A+1} 6 Cf0.
We then have:

P
(
HK(ZKt+t0) > δ

∣∣ B) = E
(
P
(
HK(ZKt+t0) > δ

∣∣ Ft0) ∣∣ B) 6 CPf0

(
HK(Z̃t) > δ

)
,

where Z̃ is a process similar to ZKA except that β0 has been replaced by βt0 and γ has
been time-shifted. Denoting by f̃t the law of Z̃t (with initial condition f0), Proposition 2.6
means that t 7→ ‖f̃t/µKβt+t0‖L2(µKβt+t0

) is bounded. As in the previous proof, applying the

Cauchy-Schwarz inequality and Lemma 2.5 with α = δ/2 then yields:

P2
f0

(
HK(Z̃t) > δ

)
6 CµKβt+t0 (HK > δ) 6 Ce−

βtδ
2 → 0 .

As a consequence,

lim sup
t→∞

P(HK(ZKt ) > δ) 6 P (Bc) + lim sup
t→∞

P
(
HK(ZKt ) > δ

∣∣ B) 6 ε ,

which concludes since ε is arbitrary.

2.3 Localization and convergence

Building upon the results of the previous section, we can now prove the following.

Proposition 2.9. Under Assumption 1.1 with c > c∗, fix some A > 1. There exist bA > 1,
KA > A which depends on A, U , c, and κ but not β0 such that, for all β0 > bA and all
initial condition z0 ∈ {H 6 A},

Pz0

(
sup
t>0

H (Zt) 6 KA

)
>

1

4
.

Proof. It is enough to show the same result for the process ZKA since, from (2.3),{
sup
t>0

H(Zt) 6 KA

}
=

{
sup
t>0

H(Zt) 6 KA, (U
K(XKA

t ), Y KAt )t6τKA = (U(Xt), Yt)t6τKA , τKA =∞
}

=

{
sup
t>0

HKA(ZKAt ) 6 KA, (U
K(XKA

t ), Y KAt )t6τKA = (U(Xt), Yt)t6τKA , τKA =∞
}

=

{
sup
t>0

HKA(ZKAt ) 6 KA

}
.

We use the definitions and notations of Lemma 2.7. Let ΨA ∈ C∞(R+, [0, 1]) equal to 0

outside of [DA,KA] and such that ΨA

(
DA+KA

2

)
= 1, and let ΦA = ΨA ◦HKA . Then, there

exists C > 0, independent of β, such that, for all t > 0, |LtΦA| 6 C(1 + γt)1{HKA>DA}.

Recall the definition B =
{

supt6t∗ H(Zt) 6 A+ 1
}

. From Ito’s formula,

ΦA

(
ZKAt+t∗

)
1B = (Mt +Rt)1B
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where Mt is a local martingale and Rt =
∫ t
t∗
LsΦA(ZKAs )ds. We then get that for β0 > b′A,

E

(
sup
t>0
|Rt|1B

)
6 C

∫ ∞
0

(1 + γs)E

(
1{

HKA
(
Z
KA
s+t∗

)
>DA

} ∣∣∣∣ B)ds

6 C

∫ ∞
0

(1 + Lβs)P
(
H
(
ZKAs+t∗

)
> DA

∣∣∣ B)ds

6 C

∫ ∞
0

1 + L ln(ecβ0 + t)

c(ecβ0 + t)2
ds.

We take β0 large enough to get that, by Markov’s inequality, P(E|B) > 3/4, where
E =

{
supt>0 |Rt| 6 1/10

}
. Now,

E ∩ B ∩
{

sup
t>0

HKA(ZKAt ) > KA

}
⊂ E ∩ B ∩

{
sup
t>0

Mt >
9

10

}
,

so that

P

(
sup
t>0

HKA

(
ZKAt

)
> KA

∣∣∣∣ B) 6 P (Ec | B) + P

(
E ,Mt up-crosses

[
1

10
,

9

10

] ∣∣∣∣ B) .

Consider the stopping time

σ = inf

{
t > 0,Mt /∈

[
− 1

10
,

11

10

]}
.

Then Mt∧σ is a bounded local martingale, hence a martingale. Moreover, since ΦA takes
values in [0, 1], Mt = Mt∧σ for all t > 0 on E ∩ B. By Doob’s up-crossing inequality, for
any T > 0, the probability that Mt up-crosses [1/10, 9/10] before time T is bounded by
E(MT∧σ − 1

10 )/(8/10) 6 1
4 . As a consequence,

P

(
E ,Mt up-crosses

[
1

10
,

9

10

] ∣∣∣∣ B) 6
1

4
.

As a conclusion,

P

(
sup
t>0

HKA

(
ZKAt

)
> KA

)
6 P (Bc) + P(Ec|B) + P

(
E ,Mt up-crosses

[
1

10
,

9

10

] ∣∣∣∣ B) 6
3

4
.

As announced, combining this result with Proposition 2.4 yields the following.

Proposition 2.10. Under Assumption 1.1 with c > c∗, almost surely, supt>0H(Zt) <

+∞.

Proof. For A > 0, let

ΩA =
{

lim inf
t→∞

H(Zt) < A
}
.

It is sufficient to show that, for all A > 0, (Zt)t>0 is bounded on ΩA since, from Proposi-
tion 2.4, P (∪A>0ΩA) = 1. Hence, we fix A > 0.

Let bA,KA be as in Proposition 2.9 and S0 = tA where tA satisfies βtA > bA. By induc-
tion, for k ∈ N, define Tk = inf {t > Sk;H(Zt) 6 A} and Sk+1 = inf {t > Tk;H(Zt) > KA}.
From Proposition 2.9 and the Markov property,

P(Sk+1 <∞|Sk <∞) = P(Sk+1 <∞, Tk <∞|Sk <∞)

= E(1Tk<∞P(Sk+1 <∞|FTk)|Sk <∞) 6
3

4
,

where we used that βTk > βtA > bA for all k ∈ N. This implies that a.s. there exists J ∈ N
such that SJ =∞. On ΩA, TJ is finite and supt>TJ H(Zt) 6 KA, which concludes.
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We can now finally prove Theorem 1.2.

Proof of Theorem 1.2. Let ε > 0 and, thanks to Proposition 2.10, let K > 1 be such that
P
(
supt>0H(Zt) > K

)
6 ε. Using Proposition 2.8, for t > 0,

P(H(Zt) > δ) 6 ε+ P

(
sup
t>0

H(Zt) 6 K;H(Zt) > δ

)
= ε+ P

(
sup
t>0

HK

(
ZKt
)
6 K;HK

(
ZKt
)
> δ

)
6 ε+ P

(
HK

(
ZKt
)
> δ
)
−→
t→+∞

ε.

As a consequence, lim supt→∞P (H (Zt) > δ) 6 ε for all ε > 0, which concludes.

2.4 Full process on a compact space

One of the main point of the proof of Theorem 1.4 is essentially to get something of
the form

∀δ > 0, Pz0

(
sup
t>0

H(Zt) < c+ δ

)
> 0

for suitable initial conditions z0. First, let us highlight some of the difficulties in order to
motivate the rest of this section. Refining the proof of Proposition 2.9, we would obtain
a similar result but with c replaced by 4c. The factor 4 is due to two things. First, in
Lemma 2.7, we prove a bound of order 1/t2 while the proof of Proposition 2.9 in fact
only requires an integrable bound, i.e. 1/t1+δ for any δ > 0 is enough. The second
factor 2 is lost when the Cauchy-Schwartz inequality is used in (2.4). To solve this, the
Cauchy-Schwartz inequality has to be replaced by the Hölder inequality, which means
the L2 estimate of Proposition 2.6 is not sufficient and we need Lp estimates for all p > 2,
or even better, L∞ estimates (besides, in [14], the convergence is stated in relative
entropy, which is weaker than Lp for any p > 1, which is why we said in the introduction
that these results were not sufficient to conclude in the fast cooling case). In fact in
the elliptic case the proof of [8] relies on L∞ bounds. In order to get such bounds in an
hypocoercive case, we will work with Hk-Sobolev norms for k > 1, as in the work [18] of
Zhang, and then use Sobolev embeddings. This should be done with a correct control
of the dependency in time of the constants, and to do so it is convenient to work with a
process (both position and velocity) in a compact manifold. This is done by replacing
the Hamiltonian H(x, y) = U(x) + |y|2/2 by HK(x, y) = UK(x) +W (y) where W is some
periodic potential with W (y) = |y|2/2 below some threshold. This raises an issue in the
dissipation of the hypocoercive modified entropy. Indeed, in the modified H1-norm of
Villani (and similarly in the modified Hk-norm of Zhang), the key point is that the missing
coercivity in x is recovered through a term

∇xh · [∇y, y∇x]h = |∇xh|2

where [A,B] = AB −BA stands for the commutator of A and B. When H is replaced by
HK , this term becomes

∇xh · [∇y,∇W (y)∇x]h = ∇xh · ∇2W∇xh

which is negative at maxima of W . For this reason, and since anyway we are not really
interested in the process above some energy threshold, we will add some Brownian noise
in the position variable where W (y) 6= |y|2/2.
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Figure 2: Construction of UK from U , with x̃ chosen so that c∗(U) = D(x̃).

As a conclusion, for these reasons, in this section, we consider a process ZK =

(XK , Y K) on a periodic torus M2
K solution of

dXK
t = ∇W (Y Kt )dt− σ(Yt)∇UK(XK

t )dt+

√
2σ(Y Kt )β−1t dB̃t

dY Kt = −∇UK(XK
t )dt− γt∇W (Y Kt )dt+

√
2γtβ

−1
t dBt

(2.5)

where B is as in (1.1), B̃ is another independent d-dimensional Brownian motion, and
σ,W and UK are 2LK -periodic non-negative functions on Rd (with MK = (R/2LKZ)d).
The term σ∇UK has been added so that, for fixed γ, β, this new process admits the
explicit stationary measure

µKβ ∝ e−βHK(x,y)dxdy

that satisfies a Poincaré inequality (see Section 5). Here and in all this section, when
there is no ambiguity we identify 2LK -periodic functions on Rd and functions on MK .
Let us now give the precise definition of LK , σ,W and UK .

In all this section we consider fixed U ∈ C∞(Rd), β, γ, x̃ ∈ Rd and a > 0 satisfying
Assumption 1.3. Setting K = a+ 1, similarly to Section 2.2 we fix some LK >

√
2K + 2

large enough so that C(x̃, a) ⊂ [−LK + 1, LK − 1]d. We consider a non-negative UK ∈
C∞(MK) with c∗(UK) < c and such that, seen as a periodic function on Rd, UK(x) =

U(x) − U(x̃) for all x ∈ C(x̃, a). Such a function exists: indeed, since c̃ is continuous,
C(x̃, a) is a compact set, and then, under Assumption 1.3, sup{c̃(y, x̃), y ∈ C(x̃, a)} < c.
We can thus choose δ ∈ (0, a− c) small enough so that sup{c̃(y, x̃):y ∈ C(x̃, a)}+ 2δ < c

and, using that the boundary of C(x̃, a) is in {U = U(x̃) + a}, we let UK be any C∞
potential on [−LK , LK ]d with UK(x) = U(x)− U(x̃) on C(x̃, a), UK(x) ∈ [a− δ, a+ δ] for
x ∈ [−LK , LK ]d \ C(x̃, a) with UK(x) = a for all x ∈ [−LK , LK ]d \ [−LK + 1/2, LK + 1/2]

so that we can extend it to a 2LK -periodic C∞ potential on Rd. The fact that c∗(UK) < c

is straightforward since a path from any y ∈ [−LK , LK ]d to x̃ can be obtained by a
straight line from y to some y∗ ∈ C(x̃, a) with c̃(y, y∗) 6 2δ and then a path to x̃, where
Assumption 1.3 is used. See Figure 2 for an illustration of the construction of UK .

Concerning the new potential W for the velocity, first, write n =
√

2K + 1 and
m =

√
2K + 2. Then, fix some 2LK -periodic W1 ∈ C∞(R,R) such that for all s ∈

[−m,m], W1(s) = s2/2, W1 is symmetric on [−LK , LK ], and increasing on [0, LK ]. For
y ∈ [−LK , LK ]

d, we set W (y) =
∑d
i=1W1(yi).

Similarly, fix some 2LK -periodic non-negative σ0 ∈ C∞(Rd,R+) with σ0(y) = 0 for
y ∈ [−n, n]d, σ0(y) = σ0

∗ for y ∈ [−LK , LK ]d \ [−m,m]d for some constant σ0
∗ > 0, and
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|∇σ0|2 6 Cσ0 for some C > 0. Set σ = rσ0 where r > 0 is chosen small enough that
‖∇σ‖∞‖∇UK‖∞ 6 1

2 and |∇σ|2 6 σ.
The useful properties of W and σ can be summarized as follows:

Lemma 2.11. • Seeing W as a periodic function from Rd to R, there exists m ∈
(
√

2K,LK) such that W (y) = |y|2/2 for all y ∈ [−m,m]
d.

• On MK , W has a unique local minimum, which is global.
• There exist n ∈ (

√
2K,m) and σ∗ > 0 such that, seeing σ as a periodic function

from Rd to R+, σ(y) = σ∗ for all y ∈ [−LK , LK ]
d \ [−m,m]

d and σ(y) = 0 for all
y ∈ [−n, n]

d.
• σ satisfies ‖∇σ‖∞‖∇UK‖∞ 6 1/2 and |∇σ(y)|2 6 σ(y) for all y ∈MK .

We write HK(x, y) = UK(x) +W (y),

M =
{
y ∈MK ;∇2W (y) = Id

}
and notice that, by construction, for y ∈ MK \M, σ(y) = σ∗. Moreover, if |y|2/2 6 K

then W (y) = |y|2/2 and σ(y) = 0.
By construction of UK ,W and σ, if we consider Z and ZK the solutions respectively

of (1.1) and (2.5) with the same initial condition in C(x̃, c) and the same Brownian motion
B, then H(Zt) = HK(ZKt ) for all t 6 τ := inf{s > 0, H(Zs) > a}. In particular, for δ > 0

small enough so that c+ δ < inf{UK(x), x ∈ [−LK , LK ]d \ C(x̃, a)},

{HK(ZKt ) < c+ δ ∀t > 0} ⊂ {Xt ∈ C(x̃, c+ δ) ∀t > 0} , (2.6)

which means we are lead to prove that the left hand side has a positive probability.
Denote by fKt the law of the solution of (2.5), write µKβ = ZKβ

−1
e−βHK(z)dz where ZKβ

makes µKβ a probability measure, and let hKt = fKt /µ
K
βt

. Similarly to Section 2.3, the key
point is the following estimate, proven in Section 5.

Proposition 2.12. Let fK0 ∈ C∞(MK ×MK). Under Assumption 1.3, t 7→ ‖hKt ‖∞ is
bounded.

Lemma 2.13. Under Assumption 1.3, for all probability density fK0 ∈ C∞(MK ×MK)

and δ > 0, there exists C > 0 such that for all t > 0,

PfK0

(
HK

(
ZKt
)
> c+ δ

)
6

C

(1 + t)1+
δ
2c

.

Proof. Applying Proposition 2.12, for t > 0

P
(
HK

(
ZKt
)
> c+ δ

)
=

∫
{HK>c+δ}

hKt dµKβt

6 sup
s>0
‖hKs ‖∞µKβt (HK > c+ δ) 6

C

(1 + t)(1+
δ
2c )

for some C > 0, where we used Lemma 2.5 with α = δ/2.

Lemma 2.14. Under Assumption 1.3, for all probability density fK0 ∈ C∞(MK ×MK)

and δ > 0, there exists tb > 1 such that

PfK0

(
sup
t>tb

HK(ZKt ) < c+ δ

)
> 0.

Proof. It is enough to show the result for δ satisfying c + δ < a. Let B the event
{H(Ztb) < c}. Let ψK : R 7→ [0, 1] be a C∞c function equal to zero outside of

[
c+ δ

2 , c+δ+1
]

such that ψK < 1 on
[
c+ δ

2 , c+ δ
[

and ψK(c+ δ) = 1 and write ΨK = ψK ◦HK . We have:{
sup
t>tb

H
(
ZKt
)
< c+ δ

}
=

{
sup
t>tb

ΨK

(
ZKt
)
< 1

}
.
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There exists some constant C > 0 such that |LΨK | 6 C(1 +βt)1{HK>c+ δ
2}, and from Ito’s

formula we can write:
Φ
(
ZKt+tb

)
1B = (Mt +Rt)1B

where Rt =
∫ t
tb
LΨK

(
ZKs
)

ds, and if tb > t0:

E

(
sup
t>tb
|Rt|1B

)
6 C

∫ ∞
tb

(1 + βs)E
(
1HK(ZKt )>c+ δ

2

∣∣∣ B)ds

6 C

∫ ∞
tb

(1 + βs)P

(
HK(ZKs ) > c+

δ

2
|B
)

ds

6 C

∫ ∞
tb

1 + ln(1 + t)

(1 + t)1+
δ
8c

ds

where the constant C depends only on UK and its derivative, but not on tb. Since
(1 + ln(1 + t))/(1 + t)1+

δ
8c is integrable, we can take tb great enough so that the event

E =
{

supt>tb |Rt| 6
1
10

}
has probability at least 3

4 . On E ∩ B, Mt takes value in
[
− 1

10 ,
11
10

]
because 0 6 ψA 6 1. Using Doob’s up-crossing inequality as in the proof of Lemma 2.9,
we get that the probability of ΨK going to 1 knowing B is less then 1

2 . We conclude by:

P

(
sup
t>0

HKA(ZKAt ) < c+ δ

)
> P(B) × P

(
sup
t>0

HKA(ZKAt ) < c+ δ

∣∣∣∣ B) > 0.

2.5 Non-convergence with fast cooling schedules

We are now ready to prove Theorem 1.4. In this section, Assumption 1.3 is enforced
and we use the definitions and notations of Section 2.4.

We start with a result on the position of the process for small times, as well as a
Doeblin-like condition, which will be proven in Section 3.2:

Lemma 2.15. For all t, δ > 0, write:

Bt = {Xs ∈ C(x̃, c+ δ) ∀s ∈ [0, t]} .

Then, for all z0 = (x0, y0) with x0 ∈ C(x̃, c), Pz0 (Bt) > 0, and more precisely for all
compact set K included in the interior of C(x̃, c+ δ)×Rd, there exists ε > 0 such that

Pz0 (Bt, Zt ∈ ·) > ε` (· ∩ K) ,

where ` stands for the Lebesgue measure.

Proof of Theorem 1.4. By conditioning on the initial condition, it is sufficient to prove
the result with a fixed initial condition z0 = (x0, y0) with x0 ∈ C(x̃, c). Moreover it is
sufficient to prove the result for δ > 0 small enough. We consider a fixed δ > 0 such
that c + δ < inf{UK(x), x ∈ [−LK , LK ]d \ C(x̃, a)} 6 a, which means (2.6) holds and
{UK 6 c+ δ} = C(x̃, c+ δ) (seeing {UK 6 c+ δ} as a subset of [−LK , LK ]d).

Let fK0 ∈ C∞(MK ×MK) a probability density and tb > 0 as in Lemma 2.14 applied
with δ/2 instead of δ such that:

PfK0

(
sup
t>tb

HK(ZKt ) 6 c+ δ/2

)
> 0.

In other words, denoting by f̃ the law at time tb of the process solution to equation (2.5)
with initial condition fK0 and conditioned to {HK(Ztb) 6 c + δ/2}, and (ZK,tb)t>0 the
solution to equation (2.5) with initial condition f̃ at time tb,

Pf̃

(
sup
t>0

HK(ZK,tbt ) 6 c+ δ/2

)
> 0.
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Let Btb be as in Lemma 2.15. From Lemma 2.15 and the fact f̃ has a bounded density on
its support {HK 6 c+ δ/2} (which we see as a subset of [−LK , LK ]2d), there exists ε > 0

such that
Pz0 (Btb , Ztb ∈ ·) > εf̃ .

Finally, thanks to (2.6), we conclude that

Pz0 (Xt ∈ C(x̃, c+ δ) ∀t > 0) > Pz0 (Btb , Xt ∈ C(x̃, c+ δ) ∀t > tb)

> εPf̃

(
sup
t>0

H(ZK,tbt ) < c+ δ

)
> 0.

3 Auxiliary results

3.1 Uniform energy bounds

This section is dedicated to the proof of Lemma 2.2. First, we consider a family of
approximation functions ηm ∈ C∞c for m > 1 in order to justify some PDE computations
below. Let

Φ(s) =

{
e

1
s2−1 /

∫
e

1
u2−1 du for s ∈ (−1, 1)

0 for s ∈ R \ (−1, 1)

and, for m > 1, Φm(s) = Φ(s/m)/m, νm = 1(−∞,m2]∗Φm where ∗ denotes the convolution,
and finally, for z ∈ R2d,

ηm (z) = νm (ln (H(z) + 1)) .

Proposition 3.1. Assume U → +∞ at infinity and ∇U is bounded.

• For all m > 1, ηm ∈ C∞(Rd), has a compact support, and satisfies 0 6 ηm 6 1.

• For all z ∈ R2d, ηm(z)→ 1 as m→∞.

• There exists C > 0 such that Ltηm 6 Cβt/m and |∇ηm| 6 Cβt/m for all m > 1.

Proof. This is [3, Lemma 4].

Proof of Lemma 2.2. We first show the result when ∇U and its derivative are bounded,
the general case being then obtained by approximating U .

Hence, suppose for now that ∇U and its derivative are bounded. In this case, it can
be shown that the law of the process at time t admits a bounded density ft such that
(t, z) 7→ ft(z) ∈ C∞

(
R+ ×R2d

)
, see the proof of Lemma 4.5. Define gt(z) = ft(z)e

βtH(z)

and u(t) = E (H(Zt)). Since f and U are smooth, so is g. Consider

N(t) =

∫
R2d

gt(z) ln (1 + gt(z)) e
−βtH(z)dz .

From the inequality ln(1 + x) 6 ln(x) + 1/x for all x > 0,

N(t) 6
∫
R2d

ft(z) ln(ft(z))dxdy + βtE(H(Zt)) +

∫
R2d

e−βtH(z)dz.

Since ft is bounded on [0, T ] × R2d, and is in L1(dz) for all t > 0, t 7→
∫
R2d ft ln(ft) is

locally bounded and so is N(t). In order to differentiate N , we introduce for m > 1 the
approximation

Nm(t) =

∫
R2d

ηm(z)gt(z) ln (1 + gt(z)) e
−βtH(z)dz.

Integrating by parts, we see that the dual of the generator Lt in L2(e−βtH) is

L∗t = −y · ∇x + (−γty +∇xU) · ∇y + γtβ
−1
t ∆y (3.1)
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Since ft solves ∂tft = L∗t
(
fte

βtH
)
e−βtH , gt solves ∂tgt = β′tHgt + L∗t gt. Using that ηm is

compactly supported for all m > 1, we can differentiate

N ′m(t) =

∫
R2d

ηm

(
− β′tHgt ln(1 + gt)e

−βtH + ∂tgt ln(1 + gt)e
−βtH +

gt
1 + gt

∂tgte
−βtH

)
=

∫
R2d

ηmL
∗
t gt

(
ln(1 + gt) +

gt
1 + gt

)
e−βtH +

∫
R2d

ηm
g2t

1 + gt
β′tHe

−βtH .

Now, using that gt > 0,∫
R2d

ηm
g2t

1 + gt
β′tHe

−βtH 6 β′t

∫
R2d

ftH = β′tu(t).

Consider the carré du champ operator Γt associated to L∗t given by

Γt(g1, g2) :=
1

2
(L∗t (g1g2)− g2L∗t (g1)− g1L∗t (g2)) = γtβ

−1
t ∇yg1 · ∇yg2 (3.2)

for smooth g1, g2, and Γt(g) := Γt(g, g). Using that e−βtH is invariant for L∗t so that∫
L∗t ge

−βtH = 0 for all smooth g and the diffusion property

L∗t (φ(g)) = φ′(g)L∗t (g) + φ′′(g)Γt(g)

for any smooth φ, we get∫
R2d

ηmL
∗
t gt

(
ln(1 + gt) +

gt
1 + gt

)
e−βtH

=

∫
R2d

ηmL
∗
t gt

(
ln(1 + gt) +

gt
1 + gt

)
e−βtH −

∫
R2d

L∗t (ηmgt ln(1 + gt))e
−βtH

= −
∫
Rd×Rd

ηmΓt(gt)

(
1

1 + gt
+

1

(1 + gt)2

)
e−βtH −

∫
R2d

L∗t (ηm)gt ln(1 + gt)e
−βtH

− 2

∫
R2d

Γt(ηm, gt ln(1 + gt))e
−βtH .

The first term is negative (since ηmΓt(gt) > 0) and the others are bounded as follows:

−
∫
Rd×Rd

L∗t (ηm)gt ln(1 + gt)e
−βtH − 2

∫
Rd×Rd

Γ(ηm, gt ln(1 + gt))e
−βtH

=

∫
Rd×Rd

ηmL
∗
t (gt ln(1 + gt))e

−βtH

=

∫
Rd×Rd

Lt(ηm)gt ln(1 + gt)e
−βtHdxdy

6
Cβt
m

N(t)

thanks to Proposition 3.1. We conclude that for all m > 1, 0 6 s 6 t:

Nm(t)−Nm(s) 6
∫ t

s

β′ru(r) +
Cβr
m

N(r)dr.

By the monotone convergence theorem, Nm(t)→ N(t) as m→∞, hence:

N(t)−N(s) 6
∫ t

s

β′ru(r)dr.
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On the other hand, from the variational formula for the entropy:∫
R2d

ft ln ft = max

{∫
R2d

ft ln g; g : R2d 7→ R+,

∫
R2d

g = 1

}
,

we get with g0 = e−α0H/Zα0
, where Zα0

=
∫
e−α0H ,

N(t) > βtu(t) +

∫
R2d

ft ln ft > βtu(t) +

∫
R2d

ft ln g0 = (βt − α0)u(t)− ln(Zα0
).

As a consequence, writing φ(t) = N(t) + ln(Zα0
) for t > 0,

φ(t) 6 φ(0) +

∫ t

0

β′s
βs − α0

φ(s)ds.

Then Gronwall’s lemma gives φ(t) 6 φ(0) βt−α0

β0−α0
and using again that u(t) 6 φ(t)/(βt −α0)

concludes the proof in the case where ∇U and all its derivatives are bounded.
Let us now consider the general case, without any assumption on ∇U . For n large

enough, we fix some Un ∈ C∞(Rd) equal to U on B(0, n), to |x| outside of B(0, n + 1)

and such that for all x ∈ Rd, Un(x) > min(U(x), |x|) − 1. Let (Znt )t>0 = (Xn
t , Y

n
t )t>0

be the diffusion defined by Equation (1.1) where U is replaced by Un and starting
from the same initial distribution f0. By design, Zt and Znt are equal up to the time
τn = inf {t > 0; |Xt| > n}. As Z does not explode in finite time, limn τn = ∞ and, for all
t > 0, limnHn(Znt ) = H(Zt) almost surely, where Hn(x, y) = Un(x) + |y|2/2. By Fatou’s
lemma, for all t > 0,

E(H(Zt)) = E
(

lim inf
n→∞

Hn(Znt )
)

6 lim inf
n→∞

E(Hn(Znt )) 6 lim inf
n→∞

κβ0,n(f0) + ln(Znα0
)

β0 − α0

where κβ0,n(f0) is define as κβ0,n(f0) but with U replaced by Un. Now, since f0 is
compactly supported, κβ0,n(f0) is independent of n for n large enough. Finally, using that
e−β0Un(x) 6 eα0(e−α0U(x) + e−α0|x|), we can apply the Dominated Convergence Theorem
to get that Znα0

→ Zα0
as n→∞, which concludes.

3.2 Small time regularisation

Proof of Lemma 2.3. It is enough to show the first point for ∇U bounded. Indeed, for
all Ũ equal to U on {U 6 A+ 1}, and (Z̃)t>0 the corresponding process, we have the
equality {

sup
t6t∗

H(Zt) 6 A+ 1

}
=

{
sup
t6t∗

H̃(Z̃t) 6 A+ 1

}
.

We only need a bound on supt6t∗ |Yt − y0| because:

sup
t6t∗
|U(Xt)− U(x0)| 6 ‖∇U‖∞t∗ sup

t6t∗
|Yt|.

From

Yt = e−
∫ t
0
γsds

(
y0 +

∫ t

0

∇U(Xs)e
∫ s
0
γududs+

∫ t

0

√
2γsβ

−1
s e

∫ s
0
γududBs

)
,

we get
sup
s6t
|Ys| 6 |y0|+ ‖∇U‖∞t+ sup

s6t
|Ws| ,

where Wt = e−
∫ t
0
γsds

∫ t
0

√
2γsβ

−1
s e

∫ s
0
γududBs. Since (Wt)06t61 is a L2-martingale, Doob’s

inequality implies

E

(
sup

06s6t
|Ws|2

)
6 4E(W 2

t ) = 4e−2
∫ t
0
γsds

∫ t

0

2γsβ
−1
s e2

∫ s
0
γududs 6 8Lt.
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Now we can take t∗1 such that t∗1‖∇U‖∞ + supt6t∗1 Wt 6 1
8
√
A

with probability larger than
1− ε. Thus, with probability at least 1− ε, we have:

sup
t6t∗1

|Yt|2 6 |y0|2 +
1

4
+

1

32A
.

Since A > 1, this is less than |y0|2 + 1
2 and we write t∗2 = t∗1 ∧ (2‖∇U‖∞

√
1 + |y0|2)−1.

For the second point, fix some t∗ 6 t∗2 and let, for t 6 t∗, (X̄t, Ȳt) be the solution of
the system 

dX̄t = Ȳtdt

dȲt =

√
2γtβ

−1
t dBt

(X0, Y0) = (x0, y0),

let

Nt = −
∫ t

0

√
βs√
2γs

(
∇U(X̄s) + γsȲs

)
dBs

and Q = eNt∗−
1
2 〈N〉t∗P. Ito’s formula gives for t 6 t∗:

βt
2γt

Ȳt · (∇U(X̄t) +
γt
2
Ȳt)−

β0
2γ0

y0 · (∇U(x0) +
γ0
2
y0)

= −Nt+
∫ t

0

(
βs
2γs

∆U(X̄s)|Ȳs|2 +
β′s
2γs

Ȳs · (∇U(X̄s) +
γs
2
Ȳs)−

βsγ
′
s

2γ2s
Ȳs · ∇U(X̄s)+

βs
4

)
ds.

(3.3)

Using β′ 6 c and βt 6 β0 + t∗

c , we then get 1BNt 6 C(β0 + 1) where C is independent
from β0 and γ and depends only on sup{U6A+1} |∇U |, sup{U6A+1} |∆U |, κ and c.

Girsanov’s theorem yields that, under the change of probability P→ Q, (X̄t, Ȳt)t6t∗

is a solution to the original Equation (1.1) and, for all φ > 0, t 6 t∗,

E(φ(Xt, Yt)1B) = E(eNt∗−
1
2 〈N〉t∗φ(X̄t, Ȳt)1B) 6 CeC

1
A(β0+1)E(φ(X̄t, Ȳt)1B) .

It only remains to show that (X̄t, Ȳt) has a density bounded by some eCβ0 . As a Gaussian
process, the density of (X̄t, Ȳt) is bounded by (2π)−d/2/det(Qd) where Qd is the covari-
ance matrix of the process at time t∗. By independence, det(Qd) = (det(Q1))

d, and a
straightforward computation yields

det(Q1) = 8

∫ t∗

0

γsβ
−1
s ds

∫ t∗

0

(t∗ − s)
∫ s

0

γuβ
−1
u duds− 4

(∫ t∗

0

∫ s

0

γuβ
−1
u duds

)2

.

Now, let $,λ > 1 be such that $λ2 < 4/3 and take t∗ small enough (depending only on c
and κ) so that uniformly in β0 > 1

β0 6 βt∗ 6 $β0 and λ−1γ0 6 γt∗ 6 λγ0.

This choice ensures

det(Q1) > κβ−10 t∗4
(

4

3$λ
− λ2

)
and thus the result.

Proof of Lemma 2.15. The first part follows from the controlability of the process, see
[14, proposition 5]. The second part follows from the fact the distribution of the process
killed when it leaves C(x̃, c+ δ} ×Rd solves a parabolic hypoelliptic Dirichhet problem,
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hence has a continuous positive density. In fact, in the time-homogeneous case, this
is exactly [10, Theorem 2.20]. In our time-inhomogeneous case, we can proceed as
follows. First, for some A′ > max(|y0|, A) large enough, consider D the interior of
C(x̃, c+ δ} × [−A′, A′] and τ = inf{s > 0, Zt /∈ D}. Then, for all t > 0,

Pz0 (Bt, Zt ∈ ·) > Pz0 (τ > t, Zt ∈ ·) := pDt (z0, ·) .

It is well-known that pDt solves a parabolic equation with generator Lt on D. Since Lt
is hypoelliptic, pDt (z0, ·) has a continuous density. Finally, the coefficients of Lt being
smooth and bounded on D, pDt (z0, ·) being not identically zero and the process being
controllable, we can use the strong maximum principle of [16, Theorem 6.1] to deduce
that pDt (z0, ·) cannot take the value 0 in D. As a continuous positive function, pDt (z0, ·)
is thus lower bounded by a positive constant over any compact subset of D, which
concludes.

4 L2-hypocoercivity

In this section we use the definitions and notations of Section 2.2
The hypocoercivity issue arises in the proof of Proposition 2.6 when computing the

evolution of the L2-norm of hKt . In the standard elliptic case, as in [8], one would simply
differentiate this quantity and concludes with a Poincaré inequality of the form:∫ (

h−
∫
hdµ

)2

dµ 6 C

∫
Γ(h)dµ

where Γ is the carré du champ associated to the process. However, in the kinetic case,
as we saw in (3.2), Γt(f) = γtβ

−1
t |∇yf |2, which means such an inequality cannot hold

since, for non-constant functions of x, the left hand side is positive while the right hand
side vanishes. For this reason, we work with a modified norm as in [17].

More precisely, at a formal level, the proof of Proposition 2.6 is the following: writing

φt(h) = |(∇x +∇y)h|2 + σth
2 with σt = 1

2 + 2
√
γ−1t βt(1 + ‖∇UK‖∞ + γt)

2, we introduce

Ñ(t) =

∫
MK×Rd

φt
(
hKt − 1

)
dµKβt , Ĩ(t) =

∫
MK×Rd

∣∣∇hKt ∣∣2 dµKβt .

Differentiating Ñ , one can (formally) check that

Ñ ′(t) 6 −1

2
Ĩ(t) + Cβ′t(1 + βt)Ñ(t)

for some constant C > 0, the definition of Ñ being motivated by the −Ĩ term in this
inequality. Using a Poincaré inequality for µKβt (with the full gradient rather than Γt) with

a constant λ(βt) that scales as 1/tc
∗/c � β′tβt, we get that Ñ ′(t) 6 0 for t large enough

(or equivalently for all t > 0 if β0 is large enough), hence Ñ is bounded. We conclude the
proof of Proposition 2.6 by bounding

‖ht‖L2(µβt )
6 1 + ‖ht − 1‖L2(µβt )

6 1 + 2Ñ(t) .

In the remainder of this section, this formal proof is made rigorous and we give the
details of the computations.

Remark 4.1. The proof of [14] is based on a similar argument but, as mentioned in the
introduction, and as noticed by the authors of [3], it contains an error. The problem
occurs when it comes to justify rigorously the derivation of Ñ . In [14], a compactly-
supported truncation function is added within the integral. This leads to additionnal
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terms in ∂tÑ . One of these terms is said to be non-positive in [14, Lemma 16], which is
false (there is a sign error). In [3], the authors add a small elliptic term to the dynamics,
use elliptic regularity results to justify the computation and then let the small ellipticity
parameter vanish afterwards. In this section, we make a correct version of the argument
of [14], combining some bounds on the density of the process (Lemma 4.5 below) and
some moment estimates (Lemma 4.4 below). Also, notice that, by comparison with
[14, 3], we have already reduced the problem to a compact state space for the position
x, the non-compact part of the dynamics only concerns the velocity.

First, we need a few preliminary lemmas. We start by stating the following Poincaré
inequality (with the full gradient):

Proposition 4.2. For UK ∈ C∞(MK ,R) there exists λ : R+ → R+ such that for all
f ∈ C∞(MK ×Rd) with compact support:

λ(β)

∫
MK×Rd

(
f −

∫
MK×Rd

fdµKβ

)2

dµKβ 6
∫
MK×Rd

|∇f |2dµKβ ,

and moreover

lim
β→∞

1

β
ln(λ(β)) = −c∗(UK)

where c∗(UK) is defined as c∗ with U replaced by UK .

Proof. The fact that the Gibbs probability measure Z̃e−βUK satisfies a Poincaré inequality
with a constant λ(β) satisfying

lim
β→∞

1

β
ln(λ(β)) = −c∗(UK)

corresponds to [8, Theorem 1.14]. The Gaussian measure N (0, βI) also satisfies a
Poincaré inequality with constant β, and we conclude with the tensorization property of
the Poincaré inequality, see [2, Proposition 4.3.1].

For µ a probability measure, H1(µ) denotes the usual Sobolev space of functions in
L2(µ) with derivative in L2(µ).

Proposition 4.3. There exists C > 0 such that for all β > 1 and g ∈ H1
(
µKβ

)
,∫

y2g(x, y)2µKβ (dxdy) 6 C

(∫
g(x, y)2µKβ (dxdy) +

∫
|∇yg(x, y)|2µKβ (dxdy)

)
.

Proof. This is a particular case of [17, Lemma A.18]. We give a short proof for com-
pleteness. Notice that ye−β|y|

2/2 = −β−1∇e−β|y|2/2. Hence an integration by parts and
Young’s inequality yield, for any x,∫

Rd
y2g2(x, y)e−β|y|

2/2dy

= −β−1
∫
Rd
g2(x, y)y · ∇e−β|y|

2/2dy

= β−1
∫
Rd
∇ · (g2(x, y)y)e−β|y|

2/2dy

= dβ−1
∫
Rd
g2(x, y)e−β|y|

2/2dy + β−1
∫
Rd

2g∇g(x, y) · ye−β|y|
2/2dy

6 dβ−1
∫
Rd
g2(x, y)e−β|y|

2/2dy + β−2
∫
Rd

2|∇g(x, y)|2e−β|y|
2/2dy

+
1

2

∫
Rd
y2g2(x, y)e−β|y|

2/2dy,
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and thus∫
Rd
y2g2(x, y)e−β|y|

2/2dy 6 2dβ−1
∫
Rd
g2(x, y)e−β|y|

2/2dy+4β−2
∫
Rd
|∇g(x, y)|2e−β|y|

2/2dy.

Conclusion follows by integrating with respect to x.

The next two lemmas will be used in forthcoming computations to justify that some
quantities are finite and therefore allowing to interchange differentiation and integration.

Lemma 4.4. Fix some K > 0 and any c > 0. Then for all α > 0 and initial condition
fK0 ∈ C∞ with compact support, there exists bα,K such that if β0 > bα,K , then

t 7→ EfK0

(
e(βt−α)HK(ZKt )

)
is finite and locally bounded.

Proof. Write τN = inf
{
t > 0, HK(ZKt ) > N

}
and φt(x, y) = e(βt−α)HK(x,y). For β0 > α,

we compute for t ∈ [0, T ]:

∂tφt + Ltφt

=

(
β′tHK + (βt − α)y.∇UK − γt (βt − α) y.∇yHK

+ β−1t γt

(
(βt − α) ∆yHK + (βt − α)

2 |∇yHK |2
))

φt

6

(
β′t

(
‖UK‖∞ +

y2

2

)
+ (βt − α)3‖∇UK‖∞ +

y2

βt − α
− γt (βt − α) y2

+ β−1t γt

(
d (βt − α) + (βt − α)

2
y2
))

φt

6

(
β′0‖UK‖∞ + (βT − α)3‖∇UK‖∞ + Ld (βT − α) +

(
β′t
2

+
1

βt − α
− γtα (βt−α)

βt

)
y2
)
φt.

We can choose β0 great enough so that β′t
2 + 1

βt−α −
γtα(βt−α)

βt
6 0 for all t > 0. We then

classically get for t ∈ [0, T ]:

E
(
φt∧τN

(
ZKt∧τN

))
6 eCT tE (φ0 (X0, Y0))

where CT = β′0‖UK‖∞+(βT −α)3‖∇UK‖∞+Ld(βT −α). The fact that fK0 has a compact
support and Fatou’s lemma then yield the result.

Lemma 4.5. Fix K, c > 0. Then there exists bK such that if β0 > bK , the law fKt of the
process defined by the Equation (2.2), with an initial condition fK0 ∈ C∞ with compact
support, is smooth, bounded along with its derivative, and satisfies:

∃α > 0,∀t > 0,∃Ct such that fKt + |∇fKt | 6 Cte
−α|y2|

and t 7→ Ct is locally bounded.

Proof. First, by Ito’s formula, fKt (x, y) is a weak measure solution of the forward equation

∂tf
K
t = −y · ∇xfKt +∇UK(x) · ∇yfKt + γt∇v ·

(
vfKt

)
+ γtβ

−1
t ∆vf

K
t

= L̃tf
K
t + dγtf

K
t ,

(4.1)

where L̃t is the generator of the process (X̃, Ỹ ) solving

dX̃t = −Ỹtdt , dỸt = ∇UK(X̃t)dt+ γtỸtdt+

√
2γtβ

−1
t dBt .
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Using again Ito’s formula, we get that the function given by

(x, y, t) 7→ ed
∫ t
0
γsdsEx,y

(
fK0

(
X̃t, Ỹt

))
,

also solves equation (4.1). Uniqueness of the weak solution of (4.1) is ensured by [21,
Theorem 9.8.7], hence

fKt (x, y) = ed
∫ t
0
γsdsEx,y

(
fK0

(
X̃t, Ỹt

))
,

from which we immediately get that fKt is bounded uniformly over [0, T ] for all T > 0.
Thanks to [22, Theorem 1], fKt is smooth for all t > 0. We can always differentiate (4.1)
in a weak sense (i.e. once integrated with respect to a smooth compactly supported
function of time and space and formally integrating by parts), from which we get that
∇fKt is a weak solution of

∂t∇fKt = L̃t∇fKt + Jt∇fKt ,

where L̃t acts component-wise on ∇fKt and

Jt(x, y) =

(
dγtId ∇2UK(x)

−Id 2dγtId

)
,

which is bounded uniformly over [0, T ] for all T > 0. For a fixed T > 0, considering
(Wt)t>0 the matrix-valued process solution of dWt = WtJT−t(X̃t, Ỹt) with W0 = Id and
using again the uniqueness of the weak solution of the PDE, we get the Feynman-Kac
representation

∇fKt (x, y) = Ex,y

(
Wt∇fK0 (X̃t, Ỹt)

)
,

which can be obtained by Itô’s formula for the process (X̃t, Ỹt,Wt)t>0 applied to the test
function h(x, y, w, t) = w∇fKt (x, y). Hence, ∇fKt is uniformly bounded over [0, T ], and
the same argument applies to all derivatives of fKt .

Now, let us prove the Gaussian bound of the statement, starting with fKt . For z ∈ R2d,

let ε(z) = min(1,
fKt (z)

2‖∇fKt ‖∞
). If z′ ∈ B(z, ε(z)), fKt (z′) > fKt (z) − ‖∇fKt ‖∞ε(z) > fKt (z)

2 .

Then for any z = (x1, y1) ∈ R2d:

E(eHK(ZKt )/2) =

∫
Rd×Rd

eHK(x,y)/2fKt (x, y)dxdy

>
∫
B(z,ε(z))

eHK(x,y)/2fKt (x, y)dxdy

> e−
‖U‖∞

2 e
|y1|

2−1
4

fKt (z)

2
ω2dε(z)

d

where ω2d is the volume of the unit-sphere in dimension 2d. Then there are two possibili-
ties. If fKt (x, y) > 2‖∇fKt ‖∞, then

fKt (x, y) 6

(
2e

1
4 e
‖U‖∞

2
E(eHK(ZKt )/2)

ω2d

)
e−

y2

4 .

Otherwise, fKt (x, y) 6 2‖∇fKt ‖∞ and

fKt (x, y) 6 2‖∇fKt ‖
d
d+1
∞

(
e

1
4 e
‖U‖∞

2
E(eHK(ZKt )/2)

ω2d

) 1
d+1

e−
y2

4(d+1) .

In any case, using the fact that t 7→ E
(
eHK(ZKt )/2

)
is locally bounded for β0 great enough,

we have the result for fKt with α = 1
4(d+1) . Recall the definition of the approximation
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functions ηm from Proposition 3.1. We use them here with U replaced by UK (or
equivalently with H replaced by HK), but it doesn’t change any of their properties since
now x is in a compact set. We now turn to ∇fKt by using the approximation functions ηm
from Section 3.1 and integrating by parts:∫

Rd×Rd
ηme

HK
4

∣∣∇fKt ∣∣2 dz = −
∫
Rd×Rd

∇
(
ηme

HK
4 ∇fKt

)
fKt dz

= −
∫
Rd×Rd

(
∇yηm · ∇fKt e

HK
4 +

ηm
2
e
HK
4 ∇HK · ∇fKt + ηme

HK
4 ∆fKt

)
fKt dz

6 C

∫
Rd×Rd

e
HK
2 fKt dz = CE

(
eHK(ZKt )/2

)
for some constant C > 0 independent from m, where we used uniform bounds on the
two first derivatives of fKt . We can then conclude in the same way as for fKt .

Setting φβ,γ(h) = |(∇x+∇y)h|2 +σ(β, γ)h2 with σ(β, γ) = 1
2 +2

√
γ−1β(1+‖∇UK‖∞+

γ)2, we consider the modified H1-norm (and its truncated version for m > 1):

N(t, β, γ) =

∫
MK×Rd

φβ,γ

(
fKt
µKβ

)
dµKβ

Nm(t, β, γ) =

∫
MK×Rd

ηmφβ,γ

(
fKt
µKβ

)
dµKβ

as well as

I(t, β) =

∫
MK×Rd

∣∣∣∣∣∇fKtµKβ
∣∣∣∣∣
2

dµKβ

Im(t, β) =

∫
MK×Rd

ηm

∣∣∣∣∣∇fKtµKβ
∣∣∣∣∣
2

dµKβ

To study those functionals along the dynamic, write H̃m(t) = Hm(t, βt, γt), H̃(t) =

H(t, βt, γt), Ĩm(t) = Im(t, βt) and Ĩ(t) = I(t, βt).
The main technical tool that we will need in order to study the evolution of those

functionals will be, given φ : C∞ 7→ C∞, quantities of the form:

Γφ,L(h) = L (φ(h))−Dh (φ) (h)L(h), (4.2)

where Dh(φ) is the pointwide differential of φ, see [13]. The reason is that for regular
enough h, by writing LKβ,γ the generator (2.1) on MK with fixed β and γ, we have

∂t

∫
MK×Rd

φ
(
etL

K
β,γh

)
dµKβ = −

∫
MK×Rd

Γφ,LKβ,γ

(
etL

K
β,γh

)
dµKβ .

This kind of quantities has been studied in [13], where the author showed among other
things:

Lemma 4.6. Let φ(h) = |(∇x +∇y)h|2 + σh2 where σ = 1
2 +

√
γβ−1(1 + ‖∇U‖∞ + γ)2.

Then, for all β > 0, γ > 0, h ∈ C∞:

Γφ,LK,∗β,γ
(h) >

1

2
|∇h|2 + Γ((∇x +∇y)h),

where Γ((∇x +∇y)h) =
∑d
i=0 Γ((∂xi + ∂yi)h) =

∑d
i=0 γtβ

−1
t |∇y(∂xi + ∂yi)h|2.
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Proof. This is [13, Example 3]. Let us simply recall the key idea (to alleviate notations
we omit the generator in the subscript of Γ). First, Γ is linear in φ, hence for φ as defined
above:

Γφ = σΓ + Γ|(∇x+∇y)·|2 ,

where Γ is the classical “carré du champs” Γ(h) = γtβ
−1
t |∇yh|2. We then have the

following equality:

Γ|(∇x+∇y)·|2(h) = Γ((∇x +∇y)h) + (∇x +∇y)h · [L,∇x +∇y]h,

where the brackets denotes the commutators of two operators. An elementary computa-
tion concludes.

Proof of Proposition 2.6. First, β0 must be great enough so that we can apply all previous
lemmas of Section 4. Let’s first justify why Ñm, Ñ , Ĩm and Ĩ are finite. They are all finite
at time 0 because f0 has compact support. For m ∈ N, Ñm and Ĩm are finite for all times
as integrals of continuous functions with compact support.

Write ∇∗t = −∇+βt∇HK the dual of the gradient operator ∇ in L2
(
µKβt

)
. Integrating

by parts,

Ĩm =

∫
MK×Rd

ηm

∣∣∣∣∣∇ fKtµKβt
∣∣∣∣∣
2

dµKβt

=

∫
MK×Rd

∇∗t

(
∇ηm∇

fKt
µKβt

)
fKt dz

6
∫
MK×Rd

Cte
(βt−α)HK(z)fKt (z)dz = CtE

(
e(βt−α)HK(ZKt )

)
for some α > 0 and Ct > 0 locally bounded and independent from m, using Lemma 4.5
and that the derivatives of fKt are bounded. Lemma 4.4 and the monotonous convergence
of Ĩm towards Ĩ then implies that Ĩ is locally bounded. We conclude that Ñ is also locally
bounded thanks to the Poincaré inequality of Proposition 4.2. As in (3.1), we have that
the dual in L2(µKβ ) of the generator Lt is

L∗t = −y · ∇x + (−γty +∇xUK) · ∇y + γtβ
−1
t ∆y

and that fKt solves ∂tfKt = L∗t (f
K
t e

βtHK )e−βtHK . With the regularity result from Lemma
4.5, and the compactly supported approximation functions ηm, one can differentiate Nm
and Im to get for all m:

(∂tNm)(t, βt, γt) =

∫
MK×Rd

ηmDhφβt,γt
(
hKt
) ∂tfKt
µKβt

dµKβt

=

∫
MK×Rd

ηmDhφβt,γt
(
hKt
)
L∗t
(
hKt
)

dµKβt−
∫
MK×Rd

L∗t
(
ηmφβt,γt

(
hKt
))

dµKβt

= −
∫
MK×Rd

ηmΓφβt,γt
(
hKt
)

dµKβt −
∫
MK×Rd

L∗t (ηm)φβt,γt
(
hKt
)

dµKβt

− 2

∫
MK×Rd

Γt
(
ηm, φβt,γt

(
hKt
))

dµKβt .

EJP 27 (2022), paper 159.
Page 26/37

https://www.imstat.org/ejp

https://doi.org/10.1214/22-EJP891
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Convergence of the kinetic annealing for general potentials

From Lemma 4.6, we get Γφβ,γ (h) > 1
2 |∇h|

2 + Γt((∇x +∇y)h), and since∫
MK×Rd

Γt
(
ηm, φβt,γt

(
hKt
))

dµKβt

= −1

2

∫
MK×Rd

(
ηmL

∗
tφβt,γt

(
hKt
)

+ L∗t ηmφβt,γt
(
hKt
))

dµKβt

= −1

2

∫
MK×Rd

(Lt + L∗t ) (ηm)φβt,γt
(
hKt
)

dµKβt

and Ltηm 6 Cβt
m , we get:

(∂tNm)(t, βt, γt) 6 −
1

2

∫
MK×Rd

ηm
∣∣∇hKt ∣∣2 dµKβt −

∫
MK×Rd

Γt
(
(∇x +∇y)hKt

)
dµKβt

+

∫
MK×Rd

Lt(ηm)φβt,γt
(
hKt
)

dµKβt

6 −1

2

∫
MK×Rd

ηm
∣∣∇hKt ∣∣2 dµKβt −

∫
MK×Rd

Γt
(
(∇x +∇y)hKt

)
dµKβt

+
Cβt
m

∫
MK×Rd

φβt,γt
(
hKt
)

dµKβt .

Now we look at the derivative in β, knowing that ∂βZ 6 0 by writting:

Nm(t, β, γ) =

∫
MK×Rd

ηm
∣∣∣∣∣(∇x +∇x) ln

(
fKt
µKβ

)∣∣∣∣∣
2
fKt
µKβ

+ ηmσ(β, γ)
fKt
µKβ

dfKt .

This gives

(∂βNm)(t, βt, γt)

6 ∂βσ(βt, γt)

∫
MK×Rd

ηm
(
hKt
)2

dµKβt + σ(βt)

∫
MK×Rd

ηm(UK(x) +
y2

2
)
(
hKt
)2

dµKβt

+

∫
MK×Rd

ηm(UK(x) +
y2

2
)
∣∣(∇x +∇y)hKt

∣∣2 dµKβt

+

∫
MK×Rd

2ηm(∇x +∇y) ln
(
hKt
)
· (∇x +∇y)∂β(− ln(µKβt))h

K
t dfKt .

We now have to treat all those terms. We will use that Nm 6 N . First, since UK is
bounded,

∂βσ(βt, γt)

∫
MK×Rd

ηm
(
hKt
)2

dµKβt + σ(βt)

∫
MK×Rd

ηmU
K(x)

(
hKt
)2

dµKβt 6 C(1 + β2
t )Ñ

for some C > 0 (in the rest of the proof we denote by C several constants which do not
depend on t nor m). From Proposition 4.3, applied with g = hKt , we get:

σ(βt, γt)

∫
MK×Rd

ηm
y2

2

(
hKt
)2

dµKβt 6 C(1 + β2
t )Ñ .

Again, because UK is bounded:∫
MK×Rd

U(x)
∣∣(∇x +∇y)hKt

∣∣2 dµKβ 6 CÑ.
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Using again Proposition 4.3 we get:∫
MK×Rd

ηm
y2

2

∣∣(∇x +∇y)hKt
∣∣2 dµKβt 6 C

(
Ñ +

√
γ−1t βt

∫
MK×Rd

Γt
(
(∇x +∇y)hKt

)
dµKβt

)
.

Finally, using that a.b 6 a2

2 + b2

2 and −∂β ln(µKβ ) = UK(x) + y2

2 +
∂βZβ
Zβ

, we get:∫
MK×Rd

ηm(∇x +∇y) ln

(
fKt
µKβ

)
· (∇x +∇y)∂β(− ln(µKβt))

fKt
µKβt

dfKt

6 C

∫
MK×Rd

ηm
∣∣(∇x +∇y)hKt

∣∣2( fKt
µKβt

)2

dµKβt

+ C

∫
MK×Rd

ηm|(∇x +∇y)(U(x) +
y2

2
)|2
(
hKt
)2

dµKβt

6 C

(
Nm + ‖∇U‖2∞

∫
ηm
(
hKt
)2

dµKβt +

∫
y2
(
hKt
)2

dµKβt

)
and we conclude as the second term. Finally, since γ only appears in the definition of σ,
we have:

(∂γNm)(t, βt, γt) = ∂γσ

∫
MK×Rd

ηm
(
hKt
)2

dµKβt 6 CγtÑ

From the previous computation, and from the fact that γ′t 6 Lβ′t, we get:

Ñ ′m(t) = (∂tNm)(t, βt, γt) + β′t(∂βNm)(t, βt, γt) + γ′t(∂γNm)(t, βt, γt)

6 −1

2
Ĩm(t)−

∫
MK×Rd

ηmΓt
(
AhKt

)
dµKβt

+ Cβ′tβt

∫
MK×Rd

Γt
(
AhKt

)
dµKβt +

Cβt
m

Ñt + Cβ′t(1 + β2
t )Ñt.

By integration, we get for all 0 6 s 6 t:

Ñm(t)− Ñm(s) 6
∫ t

s

(
− 1

2
Ĩm(u) +

Cβu
m

Ñu + Cβ′u(1 + β2
u)Ñu

−
∫
MK×Rd

ηmΓt
(
AhKt

)
dµKβu + Cβ′uβu

∫
MK×Rd

Γt
(
AhKt

)
dµKβu

)
du.

We consider β0 great enough so that 1− Cβ′tβt > 0 for all t. Using monotonous conver-
gence, the fact that Ĩ > Ĩm, and Fatou’s lemma we get:

Ñ(t)− Ñ(s) 6
∫ t

s

(
−1

2
Ĩ(u) + Cβ′u(1 + β2

u)Ñu

)
du.

Now, from the Poincaré inequality of Proposition 4.2 and the definition of σ,

λ̃(β)Ñ(t) 6 Ĩ(t)

for some λ̃ satisfying 1
β ln(λ̃)→ −c∗, so that we can find a λ0 such that

λ̃(βt) > λ0e
−βt (c+c∗)

2 =
λ0

(ecβ0 + t)1−α
,

where α = (c− c∗)/(2c). Taking β0 large enough so that Cβ′t(1 +β2
t ) 6 λ0/4(ecβ0 + t)−1+α,

we have finally obtained that, if β0 > b̃K for some b̃K , then for all 0 6 s 6 t

Ñ(t)− Ñ(s) 6
∫ t

s

(
− λ0

4(ecβ0 + u)1−α
Ñ(u)

)
du

and this concludes (as explained at the beginning of this section).
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5 Hk-hypocoercivity

In all this section, whose goal is to prove Proposition 2.12, we use the definitions and
notations of Section 2.4. In particular, fKt stands for the law of the process defined by
Equation (2.5), µKβ = e−βHK(z)dz/ZKβ where ZKβ makes µKβ a probability density on MK ,

and hKt = fKt /µ
K
βt

. According to [20], fKt is a smooth function and solves

∂tf
K
t = LK,∗t

(
fKt
µKβt

)
µKβt ,

but here the dual in L2(µβt) of the generator of the process is

LK,∗t = −β−1t σ(y)∇∗x∇x − γtβ−1t ∇∗y∇y + β−1t
(
∇∗x∇y −∇∗y∇x

)
,

where the dual are taken in L2(µKβ ):

∇∗x = −∇x ·+β∇UK ·
∇∗y = −∇y ·+β∇W · .

Indeed, the additional diffusive part in x has been designed to be reversible. In order
to prove Proposition 2.12, we introduce for m ∈ N the classical Hm-Sobolev norms on
(M2

K , µ
K
β ) given by

‖h‖Hm(µKβ ) =
∑

α∈N2d,|α|6m

∫
M2
K

|∂αh|2dµKβ .

The general strategy is similar to the L2 case of Section 4, namely we will prove that
‖hKt − 1‖Hm goes to zero for all m, and conclude by a Sobolev embedding for m large
enough. The constant in the Sobolev embedding depends on the time t which should be
compensated by the fact ‖hKt − 1‖Hm goes to zero fast enough. As in L2 case, we need
to introduce some modified Sobolev norm to deal with the lack of dissipativity in the x
variable in some part of the space. Following [18], for m ∈ N, we consider a modified
Hm-Sobolev norm of the form

Nm(t, β) =∫
MK×MK

(
fKt
µKβ
− 1

)2

+

m∑
k=1

 k∑
i=0

ωi,k(β)

∣∣∣∣∣∇ix∇k−iy

fKt
µKβ

∣∣∣∣∣
2

+ ωk(β)∇k−1x ∇y
fKt
µKβ
· ∇mx

fKt
µKβ

dµKβ

(5.1)

for some weights ω to be fixed later on. Recall the definition

M =
{
y ∈MK ;∇2W (y) = Id

}
.

If y ∈M, then we obtain ∇x in the derivative of∫
MK×MK

∇k−1x ∇y
fKt
µKβ
· ∇mx

fKt
µKβ

dµKβ

using the commutator [∇y,∇W · ∇x], and for y /∈M, it comes from the σ(y)∇∗x∇x part
of LK,∗t . Here we used the notations

|∇ix∇k−iy h|2 =
∑

|α1|=i;|α2|=k−i

|∂α1
x ∂α2

y h|2

∇k−1x ∇yh · ∇mx h =
∑

|α|=k−1

d∑
j=1

∂αx ∂yjh∂
α
x ∂xjh.

EJP 27 (2022), paper 159.
Page 29/37

https://www.imstat.org/ejp

https://doi.org/10.1214/22-EJP891
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Convergence of the kinetic annealing for general potentials

We also define Ñm(t) = Nm(t, βt). Since the process is now in a compact set, we do not
need the approximation functions ηm, and the subscript here indicates the order of the
Sobolev norm in contrast to the previous section. Besides, in Section 4, we had to keep
track of the dependency of the constant in β0, as some uniformity in time was necessary
in Proposition 2.9 for the renewal argument of the proof of Proposition 2.10. This is no
longer the case here.

In order to study the evolution of Nm, we need first to have some commutation results
and control over the derivative of the L2-norm of ∇m1

x ∇m2
y h as in Lemma 4.6. Here,

∇m1
x ∇m2

y h denotes the vector of all derivative of h of order m1 on x and m2 on y:

∇m1
x ∇m2

y h =
{
∂α1
x ∂α2

y h
∣∣ |α1| = m1, |α2| = m2

}
The method used here is adapted from [18] to take into account the time-inhomogeneity
and the new dynamic. Recall the notation (4.2) for generalized Γ operators.

Lemma 5.1. Let m1,m2 ∈ N, then there exists some constant θ > 0 such that for all
h ∈ C∞

(
M2
K

)
:

Γt,|∇m1
x ∇

m2
y ·|2(h) > β−1t

(
γt|∇m1

x ∇m2+1
y h|2 + σ|∇m1+1

x ∇m2
y h|2

)
− θ(1 + γt)

m1+1,m2+1∑
k=1,l=1

k+l6m1+m2

|∇kx∇lyh|2 − θ1m2>1

m2∑
l=1

|∇lσ|2|∇m1+2
x ∇m2−l

y h|2.

Proof. As in [14, Lemma 10], we have for smooth h:

Γt,|∇m1
x ∇

m2
y ·|2(h) = Γt(∇m1

x ∇m2
y h) +∇m1

x ∇m2
y h ·

[
LK,∗t ,∇m1

x ∇m2
y

]
h.

Then first:
Γt(∇m1

x ∇m2
y h) = β−1t

(
γt|∇m1

x ∇m2+1
y h|2 + σ|∇m1+1

x ∇m2
y h|2

)
.

Then, we can write LK,∗t = v · ∇+ β−1t σ∆x + β−1t γt∆y with the drift

v(x, y) =

(
−∇W (y)− σ(y)∇UK(x)

∇UK(x)− γt∇W (y)

)
.

First, [
β−1t γt∆y,∇m1

x ∇m2
y

]
= 0.

Then, using Cauchy-Schwarz inequality,

∇m1
x ∇m2

y h·
[
β−1t σ∆x,∇m1

x ∇m2
y

]
h = ∇m1

x ∇m2
y h · β−1t

m2∑
l=1

(
m2

l

)
∇lyσ · ∇m2−l

y ∇m1
x ∆xh

> −β−1t

(
|∇m1

x ∇m2
y h|2 + θ

m2∑
l=1

|∇lσ|2|∇m1+2
x ∇m2−l

y h|2
)
.

Notice that if m2 = 0, then ∇mx h ·
[
β−1t σ∆x,∇mx

]
h = 0. The next term is:

[(
−∇W − σ∇UK

)
∇x,∇m1

x ∇m2
y

]
h =

m2∑
l=1

(
m2

l

)
∇l+1
y W∇m1+1

x ∇m2−l
y h

+
∑
k6m1
l6m2

(k,l)6=(0,0)

(
m1

k

)(
m2

l

)
∇lyσ∇k+1

x U∇m1−k+1
x ∇m2−l

y h
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and [(
−γt∇W +∇UK

)
∇y,∇m1

x ∇m2
y

]
h = γt

m2∑
l=1

(
m2

l

)
∇l+1
y W∇m1

x ∇m2−l+1
y h

−
m1∑
k=1

(
m1

k

)
∇k+1
x UK∇m1−k

x ∇m2+1
y h.

Putting those last two lines together and using Cauchy-Schwarz we get:

∇m1
x ∇m2

y h.
[
v · ∇,∇m1

x ∇m2
y

]
h

> −θ(1 + γt)

m2∑
l=1

|∇m1+1
x ∇m2−l

y h|2 +
∑

16k6m1
16l6m2

|∇m1−k+1
x ∇m2−l

y h|2

+

m2∑
l=1

|∇m1
x ∇m2−l+1

y h|2 +

m1∑
k=1

|∇m1−k
x ∇m2+1

y h|2
)
.

This concludes the proof.

Lemma 5.2. For all m ∈ N there exists some constant θ > 0 such that for all smooth h,

denoting Pm(t, β) =
∫
MK×MK

∇m−1x ∇y f
K
t

µKβ
· ∇mx

fKt
µKβ

dµKβ :

(∂tP
m)(t, βt) 6

∫
MK×MK

−
(

1

2
1M − θ1Mc

)
|∇mx hKt |2

+ θ(1 + γt)

(
m−2∑
k=1

|∇kxhKt |2 + (|∇σ|2 + σ)|∇m+1
x hKt |2 +

m−1∑
k=1

|∇kx∇yhKt |2
)

dµKβt .

Proof. The derivative of Pm is given by:

(∂tP
m)(t, βt) =

∫
MK×MK

(
∇m−1x ∇yLK,∗t hKt · ∇mx hKt +∇m−1x ∇yhKt · ∇mx L

K,∗
t hKt

)
dµKβt .

We then have to study the two terms in the integral separately at first, by using commu-
tators. For any smooth h:

∇m−1x ∇yLK,∗t h · ∇mx h = ∇m−1x

[
∇y, LK,∗t

]
h · ∇mx h

+

m−1∑
k=1

∇k−1x

[
∇x, LK,∗t

]
∇m−kx ∇yh · ∇mx h+ LK,∗t ∇m−1x ∇yh · ∇mx h

= ∇m−1x

(
−∇W∇x −∇σ∇UK .∇x − γt∇W∇y + βt∇σ∆x

)
h · ∇mx h

+

m−1∑
k=1

∇k−1x

(
∇2UK∇y − σ∇2UK∇x

)
∇m−kx ∇yh · ∇mx h+ LK,∗t ∇m−1x ∇yh · ∇mx h

6 −
(

1

2
1M − θ1Mc

)
|∇mx h|2 + θ

m−1∑
k=1

|∇kxh|2 + θ(1 + γt)

m−1∑
k=1

|∇kx∇yh|2

+ θ|∇σ|2|∇m+1
x h|2 + LK,∗t ∇m−1x ∇yh · ∇mx h

where we used that |∇σ∇UK | 6 1
2 . Similarly, we have:

∇m−1x ∇yh · ∇mx L
K,∗
t h 6 θ

m−1∑
k=1

|∇kx∇yh|2 + θ

m−1∑
k=1

|∇kxh|2 +∇m−1x ∇yh · LK,∗t ∇mx h.
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We conclude with the fact that:∫
MK×MK

L∗t∇m−1x ∇yhKt · ∇mx hKt +∇m−1x ∇yhKt · L∗t∇mx hKt dµKβt

=

∫
MK×MK

Γt(∇m−1x ∇yhKt ,∇mx hKt )dµKβt

6
∫
MK×Mk

θ(1+γt)
(
|∇mx ∇yhKt |2 + |∇m−1x ∇xhKt |2 + |∇mx ∇y|2

)
+β−1t σ|∇k+1

x h|2dµKβt .

In order to state the main lemma, we introduce the following set:

P =
{
g : R+ 7→ R+ smooth, ∃a,C > 0 s.t. β−a/C 6 g(β), |g′(β)| 6 Cβa

}
,

where P stands for polynomial. The main step in order to prove an analogous to
Proposition 2.6 in higher Sobolev norms is then the following dissipation result.

Lemma 5.3. For all m > 1, there exist qm, rm, (ωi,m)i6m and ωm some functions of β, all
in P, such that if fK0 ∈ C∞(MK ×MK) then, for all t > 0,

‖hKt − 1‖Hm(µKβt)
6 qm(βt)Ñm(t)

and:

(∂tNm)(t, βt)

6 −rm(βt)

∫
MK×MK

σ|∇m+1
x hKt |2 +

m∑
i=0

|∇ix∇m+1−i
y hKt |2 +

∑
16i+j6m

|∇ix∇jyhKt |2
dµKβt .

(5.2)

Proof. The proof is by induction. In fact we start at m = 0, setting simply

N0(t, β) =

∫
MK×MK

(
fKt
µKβ
− 1

)2

dµKβ .

Hence,

(∂tN0)(t, βt) = −
∫
MK×MK

Γt

(
fKt
µKβt

)
dµKβt

= −
∫
MK×MK

β−1t
(
γt|∇yhKt |2 + σ|∇xhKt |2

)
dµKβt

which is the result for m = 0 and r0(βt) = β−1t min(1, κ). One could also have initialized
the induction for m = 1 as in Proposition 2.6. Now, let’s fix m ∈ N and suppose we have
the result for m− 1:

(∂tNm−1)(t, βt) 6

− rm−1(βt)

∫
MK×MK

σ|∇mx hKt |2 +

m−1∑
i=0

|∇ix∇m−iy hKt |2 +
∑

i+j6m−1

|∇ix∇jyhKt |2
dµKβt .

We set

Nm = Nm−1 +

∫
MK×MK

 m∑
i=0

ωi,m(β)

∣∣∣∣∣∇ix∇k−iy

fKt
µKβ

∣∣∣∣∣
2

+ ωm(β)∇m−1x ∇y
fKt
µKβ
· ∇mx

fKt
µKβ

dµKβ
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with weights to be determined later on, so that

(∂tNm)(t, βt)

= (∂tNm−1)(t, βt)−
∫
MK×MK

m∑
i=0

ωi,m(β)Γ|∇ix∇
k−i
y ·|2(hKt )dµKβt + ωm(β)(∂tP

m)(t, βt).

In this equality, using the two previous lemmas, the terms of order m+ 1 are bounded
by:∫

MK×MK

(
ωm−1,m|∇σ|2 + ωm(σ + |∇σ|2)

)
|∇m+1

x hKt |2

− β−1t
m∑
i=0

ωi,m(βt)
(
γt|∇ix∇m+1−i

y hKt |2 + σ|∇i+1
x ∇m−iy hKt |2

)
dµKβt

In order to get (5.2), we would like this to be less than

−rm(βt)

∫
MK×MK

(
σ|∇m+1

x hKt |2 +

m∑
i=0

|∇ix∇m+1−i
y hKt |2

)
dµKβt .

Using that |∇σ|2 6 σ, this is indeed the case if we impose the conditions ωm,m(β) >
4βωm(β) + βωm1,m and ωi,m(β) > rmβmax(κ−1, 12 ). Next, the terms of order at most
m− 1 are bounded by:∫

MK×MK

θ(1 + γt) max
06i6m

ωi,m
∑

i+j6m−1

|∇ix∇jyhKt |2 − rm−1
∑

i+j6m−1

|∇ix∇jyhKt |2dµKβt

which means, similarly, in order to get (5.2), we want to impose the conditions
max06i6m ωi,mθ(1 + γt) 6 1

2rm−1 and rm−1 > 2rm. Finally, the terms of order exactly m
are bounded by

−
∫
MK×MK

(
rm−1

m−1∑
i=1

|∇ix∇m−iy hKt |2 +

(
rm−1σ + ωm

1

2
1M − ωmθ1Mc

)
|∇mx hKt |2

−max
i
ωi,mθ(1 + γt)

m∑
i=0

|∇ix∇m−iy hKt |2
)

dµKβt

which leads to the conditions: rm 6 1
2ωm, ωmθ 6 1

2rm−1σ∗ and 1
2rm−1σ∗ > rm.

Now, fix the ωi,m to be equal to rm−1

4θ(1+Lβ) except ωm,m equal to rm−1

2θ(1+Lβ) , then ωm =

min(σ∗rm−1

2θ ,
ωm,m
4β , ωm,m), and finally set rm = min( rm−1

2 , rm−1σ∗
2 , ωm2 , β−1 min(κ, 2)ωi,m).

These choices ensures that all the conditions in the computations above are met, which
means that (5.2) holds. Moreover, all these functions are in P, which concludes.

Similarly to Proposition 4.2 but now in the fully (position and velocity) compact case,
we have the following Poincaré inequality:

Proposition 5.4. If UK : MK 7→ R is a C∞ function, W is as constructed in Section 2.4,
and µKβ is the probability measure on MK ×MK proportional to e−βHK , then there exists
λ : R+ 7→ R+ such that for all f ∈ C∞(MK ×MK):

λ(β)

∫
MK×MK

(
f −

∫
MK×MK

fdµKβ

)2

dµβ 6
∫
MK×MK

|∇f |2dµKβ

and

lim
β→∞

1

β
ln(λ(β)) = −c∗(UK)

where c∗(UK) is defined as c∗ with U replaced by UK .
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Proof. Using that c∗(HK) = c∗(UK) since W has only one minimum, this is [8, Theorem
1.14].

We are now ready to prove Proposition 2.12.

Proof of Proposition 2.12. Let m = d+ 1. We first show that there exist some constants
C1, C2 > 0 such that Ñm(t) 6 C1e

−C2t
α

for all t >0, where α = c−c∗
2c . Indeed, we have:

Ñ ′m(t) = ∂tNm(t, βt) + β′t∂βNm(t, βt).

From Lemma 5.3 and Proposition 5.4,

∂tNm 6 − λ̃(βt)rm
2

Nm.

where λ̃ satisfies limβ→∞
1
β ln(λ̃(β)) = −c∗(UK) and rm > β−a/C for some a > 0. Hence,

we have some constant C > 0 such that λ(βt)rm/2 > Ce−
c+c∗

2 βt = C(ecβ0 + t)−1+α. On
the other hand, from the conditions on the ω’s and since ∂βeβHK 6 ‖HK‖∞eβH , there
exist some a,C ′ > 0 such that ∂βNm 6 C ′βatNm yielding β′t∂βNm 6 C ′(1 + t)−1+

α
2 Nm for

some other constant C ′ > 0, and thus:

Ñ ′m 6

(
− C

(1 + t)1−α
+

C ′

(1 + t)1−
α
2

)
Ñm,

yielding our first claim.
From the Sobolev embedding, there exists C > 0 such that for any smooth h on

MK ×MK , we have ‖h‖L∞ 6 C‖h‖
Hm

(
µKβ0

). Then we have:

‖h‖L∞ 6 1 + ‖h − 1‖L∞ 6 1 + C‖h − 1‖
Hm

(
µKβ0

) 6 1 + Ceβt‖H‖∞‖h − 1‖Hm(µKβt)
.

Applying this with h = hKt and using that ‖hKt −1‖Hm(µKβt
) 6 Cβat Ñm(t) for some a,C > 0,

we get constants C, b > 0 such that:

‖hKt ‖L∞ 6 1 + C(1 + t)be−C2t
α

,

yielding the result.

6 Faster than logarithmic schedules

Proof of Theorem 1.7. Some parts of the proof follow the proof of Theorem 1.4, to which
we refer for details, focusing on the new arguments in the present settings.

Up to a translation we assume without loss of generality that x∗ = 0.
As in the proof of Theorem 1.4, it is in fact sufficient to prove that for all δ > 0

Pf0 (|Zt| 6 min(δ,
√
εt) ∀t > t0) > 0

for a given fixed initial condition f0 and for t0 large enough and then use a controlability
argument based on Lemma 2.15 and the Markov property to get the claimed result.
Besides, it is sufficient to prove this result for δ small enough and, since the times in
[0, t0] are treated with the controlability argument, focusing on the times larger than t0,
we are interested in an event under which the process stays in a small ball around 0, and
we can thus modify U oustside such a ball without modifying the result.

The Jacobian matrix of the drift b(z) = (y,−∇U(x)− γy) of the process at z = (x, y) is

J(z) =

(
0 I

−∇2U(x) −γI

)
.
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Since ∇2U(0) is positive semi-definite, a simple calculation shows that the eigenvalues
of J(0) all have a negative real part, and thus there exist a positive definite symmetric
matrix M of size 2d and r > 0 such that

u ·MJ(0)u 6 −2ru ·Mu

for all u ∈ R2d, see e.g. [1, Lemma 4.3]. Write ‖u‖M =
√
u ·Mu and let δ > 0 be

sufficiently small so that
u ·MJ(z)u 6 −r‖u‖2M (6.1)

for all u ∈ R2d and all z ∈ R2d with ‖z‖M 6 δ. As discussed above, up to a modification
of U outside the ball B(0, δ), without loss of generality we can modify the potential U
outside this ball and assume that in fact (6.1) holds for all z ∈ R2d. Similarly we assume
that ∇3U is bounded.

Using that b(0) = 0, we get that for all z ∈ R2d

z ·Mb(z) = z ·M (b(z)− b(0)) =

∫ 1

0

z ·MJ(pz)zdp 6 −r‖z‖2M . (6.2)

Let Z and Z̃ be two solutions of (1.1) with the same initial condition and driven by
the same Brownian motion, but with two different potentials, Z being associated to U
and Z̃ to Ũ(z) = z · ∇2U(0)z/2. In particular, Z̃ is a Gaussian process. Then

d‖Zt − Z̃t‖2M 6 −2r‖Zt − Z̃t‖2Mdt+ 2‖Zt − Z̃t‖M |M1/2||∇U(Z̃t)−∇2U(0)Z̃t|dt

6 −r‖Zt − Z̃t‖2Mdt+
1

4r
‖∇3U‖2∞|M ||Z̃t|4dt .

Let (αt)t>0 be a positive non-increasing function, vanishing at infinity, to be chosen later
on. Then the event G = {|Z̃t| 6 αt ∀t > 0} implies that for all t > 0

|Zt| 6 |Z̃t|+ |M−1/2|‖Zt − Z̃t‖M 6 αt + C

(∫ t

0

α2
se
r(s−t)ds

)1/2

:= α̃t

with C2 = |M ||M−1|‖∇3U‖∞/(2
√
r). Notice that α̃t vanishes at infinity, more precisely

α̃t 6 αt + C(α3t/4/
√
r + α0

√
te−rt/8). As a consequence, it only remains to prove that G

has a positive probability for some suitable function t 7→ αt. Again, following the proof of
Theorem 1.4, we see that it is sufficient to prove that t 7→ P(|Z̃t| > αt) is integrable for a
given fixed initial condition. Since Z̃ is a Gaussian process, we simply have to control its
second moment. We chose an initial condition such that E(Z̃0) = 0, so that E(Z̃t) = 0 for
all t > 0.

Remark that the drift of Z̃t also satisfies (6.2), since its Jacobian matrix at any z ∈ R2d

is equal to J(0). Thus we get, for all t > 0,

∂tE
(
‖Z̃t‖2M

)
6 −rE

(
‖Z̃t‖2M

)
+
d|M |
βt

,

so that, writing C ′ = |M ||M−1|(E|Z̃0|2 + d),

E
(
|Z̃t|2

)
6 |M−1|E

(
‖Z̃t‖2M

)
6 C ′

(
e−rt +

∫ t

0

er(s−t)

βs
ds

)
:= C ′κt ,

Using that the law of Z̃t is Gaussian with zero mean, we get that there exist K,h > 0

such that for all t > 0

P(|Z̃t| > αt) 6 K exp

(
−hα

2
t

κt

)
.
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This is integrable in time if we chose α2
t = sups>t 2 ln(s)κs/h (which is non-increasing).

Since ln(t) = o(βt) and κt 6 sups>2t/3 1/(rβs) + e−rt/3(1 + t supu>0 1/βu), we get that
κt = o(1/ ln(t)), in other words αt → 0. We conclude by using the previous bounds on α̃t
and κt and the fact that

sup
s>3t/4

ln(s) sup
u>2s/3

β−1u 6 sup
s>t/2

ln(s)β−1s

to get the quantitative convergence speed εt stated in the theorem.

Remark. In order to adapt the previous proof in a case where γt is not constant, we can
still find M and r such that (6.1) holds with the Jacobian matrix of the drift at time t, but
they depend on γt, hence when differentiating ‖Zt − Z̃t‖2M there is an additional term
involving ∂tM which has to be sufficiently small to be absorbed by the contraction at
rate r. Moreover, r scales as γt when γt → 0 and as 1/γt when γt → +∞, which means
for the proof to be valid, γt or 1/γt should not be too small depending on βt.
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