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#### Abstract

The Kardar-Parisi-Zhang equation (KPZ equation) is solved via Cole-Hopf transformation $h=\log u$, where $u$ is the solution of the multiplicative stochastic heat equation(SHE). In [CD20, CSZ20, G20], they consider the solution of two dimensional KPZ equation via the solution $u_{\varepsilon}$ of SHE with the flat initial condition and with noise which is mollified in space on scale in $\varepsilon$ and its strength is weakened as $\beta_{\varepsilon}=\hat{\beta} \sqrt{\frac{2 \pi}{-\log \varepsilon}}$, and they prove that when $\hat{\beta} \in(0,1), \frac{1}{\beta_{\varepsilon}}\left(\log u_{\varepsilon}-\mathbb{E}\left[\log u_{\varepsilon}\right]\right)$ converges in distribution as a random field to a solution of Edwards-Wilkinson equation.

In this paper, we consider a stochastic heat equation $u_{\varepsilon}$ with a general initial condition $u_{0}$ and its transformation $F\left(u_{\varepsilon}\right)$ for $F$ in a class of functions $\mathfrak{F}$, which contains $F(x)=x^{p}(0<p \leq 1)$ and $F(x)=\log x$. Then, we prove that $\frac{1}{\beta_{\varepsilon}}\left(F\left(u_{\varepsilon}(t, \cdot)\right)-\right.$ $\left.\mathbb{E}\left[F\left(u_{\varepsilon}(t, \cdot)\right)\right]\right)$ converges in distribution as a random field to a centered Gaussian field jointly in finitely many $F \in \mathfrak{F}, t$, and $u_{0}$. In particular, we show the fluctuations of solutions of stochastic heat equations and KPZ equations jointly converge to solutions of SPDEs which depend on $u_{0}$.

Our main tools are Itô's formula, the martingale central limit theorem, and the homogenization argument as in [CNN22]. To this end, we also prove a local limit theorem for the partition function of intermediate disorder $2 d$ directed polymers.
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## 1 Introduction and main result

The KPZ equation is an SPDE formally given by

$$
\begin{equation*}
\frac{\partial}{\partial t} h(t, x)=\frac{1}{2} \Delta h(t, x)+\frac{1}{2}|\nabla h(t, x)|^{2}+\beta \xi(t, x), \tag{1.1}
\end{equation*}
$$

where $\xi$ is space-time white noise on $[0, \infty) \times \mathbb{R}^{d}$. This SPDE is ill-posed since $\nabla h$ is no longer a function and the non-linear term $|\nabla h|^{2}$ cannot make sense.

For $d=1$, Bertini and Giacomin formulated the solution of (1.1) via Cole-Hopf transformation $h=\log u$ [BG97], where $u$ is the solution of stochastic heat equation

$$
\begin{equation*}
\frac{\partial}{\partial t} u(t, x)=\frac{1}{2} \Delta u(t, x)+\beta u(t, x) \xi(t, x) . \tag{1.2}
\end{equation*}
$$

When we consider a space-regularized multiplicative stochastic heat equation for $d=2$, we will scale the disorder strength as

$$
\begin{equation*}
\frac{\partial u_{\varepsilon}}{\partial t}=\frac{1}{2} \Delta u_{\varepsilon}+\beta_{\varepsilon} u_{\varepsilon} \xi_{\varepsilon}, \quad u_{\varepsilon}(0, x)=u_{0}(x) \tag{1.3}
\end{equation*}
$$

where $\beta_{\varepsilon}=\hat{\beta} \sqrt{\frac{2 \pi}{-\log \varepsilon}}$ with $\hat{\beta} \geq 0$, and $\xi_{\varepsilon}$ is a mollification in space of $\xi$ such that $\xi_{\varepsilon} \Rightarrow \xi$ as $\varepsilon \rightarrow 0$, i.e.,

$$
\xi_{\varepsilon}(t, x)=\left(\xi(t, \cdot) \star \phi_{\varepsilon}\right)(x)=\int \phi_{\varepsilon}(x-y) \xi(t, y) \mathrm{d} y
$$

with $\phi_{\varepsilon}(x)=\varepsilon^{-2} \phi\left(\varepsilon^{-1} x\right)$ and $\phi$ being a smooth, non-negative, compactly supported function on $\mathbb{R}^{2}$, such that $\int \phi(x) \mathrm{d} x=1$ and $\phi(-x)=\phi(x)$. Let $h_{\varepsilon}=\log u_{\varepsilon}$. Then, we find by Itô's formula that $h_{\varepsilon}$ satisfies the SPDE

$$
\begin{equation*}
\frac{\partial h_{\varepsilon}}{\partial t}=\frac{1}{2} \Delta h_{\varepsilon}+\left[\frac{1}{2}\left|\nabla h_{\varepsilon}\right|^{2}-C_{\varepsilon}\right]+\beta_{\varepsilon} \xi_{\varepsilon}, \quad h_{\varepsilon}(0, x)=h_{0}(x) \tag{1.4}
\end{equation*}
$$

where $C_{\varepsilon}$ is the constant depending on $\varepsilon$ given by:

$$
\begin{equation*}
C_{\varepsilon}=\frac{\beta_{\varepsilon}^{2} V(0)}{2 \varepsilon^{2}} \tag{1.5}
\end{equation*}
$$

where $V(x)=\int_{\mathbb{R}^{2}} \phi(x-y) \phi(y) \mathrm{d} y$. Caravenna, Sun, and Zygouras proved that if the initial condition is flat, i.e., $h_{\varepsilon}(0, x)=h_{0}(x) \equiv 0$, and $\hat{\beta} \in(0,1)$, then $\beta_{\varepsilon}^{-1}\left(h_{\varepsilon}-\mathbb{E}\left[h_{\varepsilon}\right]\right)$ converges in distribution as a random field to the solution of Edwards-Wilkinson equation [CSZ20]. We remark that Chatterjee and Dunlap addressed the tightness of $\beta_{\varepsilon}^{-1}\left(h_{\varepsilon}-\mathbb{E}\left[h_{\varepsilon}\right]\right)$ [CD20] and Gu obtained Edwards-Wilkinson limit in $\hat{\beta} \in\left(0, \beta_{0}\right)$ for some $\beta_{0} \leq 1$ [G20].

In this paper, we will look at the fluctuations of $u_{\varepsilon}$ for general initial conditions and its composition with functions in a certain class. Let $\mathfrak{C}$ be a set of continuous functions satisfying

$$
\begin{equation*}
0<\inf _{x \in \mathbb{R}^{2}} u_{0}(x) \leq \sup _{x \in \mathbb{R}^{2}} u_{0}(x)<\infty, \text { or equivalently }\left\|\log u_{0}\right\|_{\infty}<\infty \tag{1.6}
\end{equation*}
$$

Let $\mathfrak{F}$ be a set of functions $F \in C^{3}((0, \infty))$ such that there exists a constant $C=C_{F}>0$ such that for any $x \in(0, \infty)$,

$$
\begin{equation*}
\left|F^{\prime}(x)\right| \leq C\left(x^{-1}+1\right), \quad\left|F^{\prime \prime}(x)\right| \leq C\left(x^{-2}+1\right), \quad\left|F^{\prime \prime \prime}(x)\right| \leq C\left(x^{-3}+1\right) \tag{1.7}
\end{equation*}
$$

We note that $\mathfrak{F}$ contains $x^{p}(0<p \leq 1), \log x, \sin x, \cos x, e^{-x}$. In this paper, we focus on the fluctuation of $u_{\varepsilon}^{(F)}:=F\left(u_{\varepsilon}\right)$.
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We remark that $u_{\varepsilon}$ is a process indexed by $u_{0}$ and $\hat{\beta}$, so we should write $u_{\varepsilon}=u_{\varepsilon}^{\left(\hat{\beta}, u_{0}\right)}$ and $u_{\varepsilon}^{(F)}=u_{\varepsilon}^{\left(F, \hat{\beta}, u_{0}\right)}$. However, we omit $\hat{\beta}$ and $u_{0}$ for simplicity of notation when it is clear from the context.

We denote by $\mathcal{C}_{c}^{\infty}$ the set of infinitely differentiable, compactly supported functions on $\mathbb{R}^{2}$.

Moreover, we introduce a family of centered Gaussian fields

$$
\begin{equation*}
\left\{\mathscr{U}_{t}\left(f, F, \hat{\beta}, u_{0}\right): t \geq 0, f \in C_{c}^{\infty}, F \in \mathfrak{F}, \beta \in(0,1), u_{0} \in \mathfrak{C}\right\} \tag{1.8}
\end{equation*}
$$

with covariance

$$
\begin{align*}
& \mathbb{E}\left[\mathscr{U}_{t}\left(f, F, \hat{\beta}, u_{0}\right) \mathscr{U}_{t^{\prime}}\left(f^{\prime}, F^{\prime}, \hat{\beta}^{\prime}, u_{0}^{\prime}\right)\right] \\
& =\frac{1}{1-\hat{\beta} \hat{\beta}^{\prime}} \int_{0}^{t \wedge t^{\prime}} \mathrm{d} \sigma \int \mathrm{~d} x \mathrm{~d} y f(x) f^{\prime}(y) I(x) I^{\prime}(y) \int \mathrm{d} z \rho_{\sigma}(x, z) \rho_{\sigma}(y, z) \bar{u}(t-\sigma, z) \bar{u}\left(t^{\prime}-\sigma, z\right), \tag{1.9}
\end{align*}
$$

where $\rho_{t}(x)=(2 \pi t)^{-1} e^{-\frac{|x|^{2}}{2 t}}$ is the heat kernel, $\rho_{t}(x, y)=\rho_{t}(x-y)$, and $\bar{u}(t, x)=$ $\int \rho_{t}(x, y) u_{0}(y) \mathrm{d} y$. Also, $I(x)=I^{\left(t, F, \widehat{\beta}, u_{0}\right)}(x)$ is given in (1.11) below and $I^{\prime}(x)=$ $I^{\left(t^{\prime}, F^{\prime}, \hat{\beta}^{\prime}, u_{0}^{\prime}\right)}(x)$.
Theorem 1.1. Suppose $u_{0}^{(1)}, \cdots, u_{0}^{(n)} \in \mathfrak{C}, \hat{\beta}^{(1)}, \cdots, \hat{\beta}^{(n)} \in(0,1)$ and $F_{1}, \cdots, F_{n} \in \mathfrak{F}$. For $t_{1}, \cdots, t_{n} \geq 0$ and $f_{1}, \cdots, f_{n} \in \mathcal{C}_{c}^{\infty}$, the following convergence holds jointly as $\varepsilon \rightarrow 0$

$$
\begin{aligned}
& \frac{1}{\beta_{\varepsilon}^{(i)}} \int_{\mathbb{R}^{2}} f_{i}(x)\left(u_{\varepsilon}^{\left(F_{i}, u_{0}^{(i)}, \hat{\beta}^{(i)}\right)}\left(t_{i}, x\right)-\mathbb{E}\left[u_{\varepsilon}^{\left(F_{i}, u_{0}^{(i)}, \hat{\beta}^{(i)}\right)}\left(t_{i}, x\right)\right]\right) \mathrm{d} x \\
& \xrightarrow{(d)} \mathscr{U}_{t_{i}}\left(f_{i}, F_{i}, \hat{\beta}^{(i)}, u_{0}^{(i)}\right)
\end{aligned}
$$

where $\left\{\mathscr{U}_{t_{i}}\left(f_{i}, F_{i}, \hat{\beta}^{(i)}, u_{0}^{(i)}\right): i=1, \ldots, n\right\}$ are centered Gaussian random fields defined in (1.8).

We have discussed so far the fluctuation of the random fields. On the other hand, the one-point distribution $h_{\varepsilon}(t, x)$ is also studied well. The following convergence is proved in [CSZ17b, Theorem 2.15]: for any $t>0$ and $x \in \mathbb{R}^{2}$,

$$
h_{\varepsilon}(t, x) \Rightarrow \begin{cases}X_{\hat{\beta}}:=\sigma(\hat{\beta}) Z-\frac{1}{2} \sigma^{2}(\hat{\beta}) & \text { if } 0 \leq \hat{\beta}<1  \tag{1.10}\\ 0 & \text { if } \hat{\beta} \geq 1\end{cases}
$$

where $Z$ is a standard Gaussian random variable and $\sigma(\hat{\beta})=\sqrt{\log \frac{1}{1-\hat{\beta}^{2}}}$.
Then, the function $I(x)$ appears in Theorem 1.1 is given by

$$
\begin{equation*}
I(x)=I^{\left(t, F, \hat{\beta}, u_{0}\right)}(x)=\mathbb{E}\left[F^{\prime}\left(e^{X_{\hat{\beta}}} \bar{u}(t, x)\right) e^{X_{\hat{\beta}}}\right]=\mathbb{E}\left[F^{\prime}\left(e^{X_{\hat{\beta}}+\sigma^{2}(\hat{\beta})} \bar{u}(t, x)\right)\right], \tag{1.11}
\end{equation*}
$$

where $X_{\hat{\beta}}$ is as in (1.10).
Remark 1.2. The centered Gaussian fields defined in (1.8) can be constructed explicitly as follows. Let $\left\{\left(\mathscr{V}^{\left(\hat{\beta}, u_{0}\right)}(t, x)\right)_{(t, x) \in[0, \infty) \times \mathbb{R}^{2}}: \hat{\beta} \in(0,1), u_{0} \in \mathfrak{C}\right\}$ be solutions of the following Edwards-Wilkinson type equations: $\mathscr{V}^{\left(\hat{\beta}, u_{0}\right)}(0, x) \equiv 0$ and

$$
\begin{equation*}
\partial_{t} \mathscr{V}^{\left(\hat{\beta}, u_{0}\right)}(t, x)=\frac{1}{2} \Delta \mathscr{V}^{\left(\hat{\beta}, u_{0}\right)}(t, x)+\bar{u}(t, x) \xi_{\hat{\beta}}(t, x), \tag{1.12}
\end{equation*}
$$
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where $\xi_{\hat{\beta}}(t, x)=\sum_{n=0}^{\infty}(\hat{\beta})^{n} \xi^{(n)}(t, x)$ with an independent sequence of space-time white noises $\left\{\xi^{(n)}(t, x)\right\}_{n \geq 0}$ for $\hat{\beta} \in(0,1)$. We remark that $\xi_{\hat{\beta}}$ is space-time white noise with $\mathbb{E}\left[\xi_{\hat{\beta}}(t, x) \xi_{\hat{\gamma}}\left(t^{\prime}, x^{\prime}\right)\right]=\frac{1}{1-\hat{\beta} \hat{\gamma}} \delta_{t, t^{\prime}} \delta_{x, x^{\prime}}$. Then, by Duhamel's principle, $\mathscr{V}^{\left(\hat{\beta}_{i}, u_{0}^{(i)}\right)}$ is given by

$$
\begin{equation*}
\mathscr{V}^{\left(\hat{\beta}^{(i)}, u_{0}^{(i)}\right)}(t, x)=\int_{0}^{t} \int_{\mathbb{R}^{2}} \rho_{t-s}(x, y) \bar{u}^{(i)}(s, y) \xi_{\hat{\beta}_{i}}(\mathrm{~d} s, \mathrm{~d} y), \tag{1.13}
\end{equation*}
$$

and the centered Gaussian field given by

$$
\begin{equation*}
\mathscr{V}_{t_{i}}\left(f_{i}, F_{i}, \hat{\beta}_{i}, u_{0}^{(i)}\right)=\int_{\mathbb{R}^{2}} \mathrm{~d} x I^{(i)}(x) f_{i}(x) \mathscr{V}^{\left(\hat{\beta}_{i}, u_{0}^{(i)}\right)}(t, x) \tag{1.14}
\end{equation*}
$$

has the covariance structure (1.9).
Example 1.3. For some typical choice of $F \in \mathfrak{F}, u_{\varepsilon}^{(F)}=F\left(u_{\varepsilon}\right)$ and $\mathcal{U}^{(F)}$ are the solutions of SPDEs:

- If $F(x)=x^{p}(0<p \leq 1)$, then $u_{\varepsilon}^{(F)}(0, x)=u_{0}(x)^{p}$ and $u_{\varepsilon}^{(F)}$ satisfies

$$
\partial_{t} u_{\varepsilon}^{(F)}=\frac{1}{2} \Delta u_{\varepsilon}^{(F)}-\frac{(p-1)}{2 p} \frac{\left|\nabla u_{\varepsilon}^{(F)}\right|^{2}}{u_{\varepsilon}^{(F)}}+\frac{\beta_{\varepsilon}^{2} V(0) p(p-1) u_{\varepsilon}^{(F)}}{2 \varepsilon^{2}}+\beta_{\varepsilon} u_{\varepsilon}^{(F)} \xi_{\varepsilon}
$$

Also, we consider the solution $\mathscr{U}^{\left(F, u_{0}, \hat{\beta}\right)}(t, x)$ of $\mathscr{U}(0, x) \equiv 0$ and

$$
\partial_{t} \mathscr{U}=\frac{1}{2} \Delta \mathscr{U}+\frac{p(p-1)}{2}|\nabla \log \bar{u}|^{2} \mathscr{U}+(1-p) \nabla \log \bar{u} \cdot \nabla \mathscr{U}+\frac{p \bar{u}(t, x)}{\left(1-\hat{\beta}^{2}\right)^{\frac{p^{2}-p+1}{2}}} \xi(t, x) .
$$

- If $F(x)=\log x$ (the KPZ equation), then $u_{\varepsilon}^{(F)}(0, x)=\log u_{0}(x)$ and

$$
\partial_{t} u_{\varepsilon}^{(F)}=\frac{1}{2} \Delta u_{\varepsilon}^{(F)}+\frac{1}{2}\left|\nabla u_{\varepsilon}^{(F)}\right|^{2}-\frac{\beta_{\varepsilon}^{2} V(0)}{2 \varepsilon^{2}}+\beta_{\varepsilon} \xi_{\varepsilon} .
$$

Also, we consider the solution $\mathscr{U}^{\left(F, u_{0}, \hat{\beta}\right)}(t, x)$ of $\mathscr{U}(0, x) \equiv 0$ and

$$
\partial_{t} \mathscr{U}=\frac{1}{2} \Delta \mathscr{U}+\nabla \log \bar{u} \cdot \nabla \mathscr{U}+\frac{\bar{u}(t, x)}{\left(1-\hat{\beta}^{2}\right)^{\frac{1}{2}}} \xi(t, x) .
$$

Then, it is easy to see from (1.12) and (1.14) that $\mathscr{U}_{t}\left(f, F, u_{0}, \hat{\beta}\right) \stackrel{(d)}{=} \int f(x) \mathscr{U}^{\left(F, u_{0}, \hat{\beta}\right)}(t, x) \mathrm{d} x$, where $\mathscr{U}_{t}$ is a Gaussian process introduced in (1.8).

From the above remark, we have the following.
Corollary 1.4. Suppose $\hat{\beta}<1$. As $p \rightarrow 0, p^{-1} \mathscr{U}_{t}\left(f, x^{p}, \hat{\beta}, u_{0}\right)$ converges to $\mathscr{U}_{t}\left(f, \log x, \hat{\beta}, u_{0}\right)$ in distribution.

Remark 1.5. In [DGRZ20], they study the fluctuations of the transformation $F\left(u_{\varepsilon}\right)$ for higher dimensional case $d \geq 3$ with $F$, its derivative and second derivative growing at most $x^{-p}+x^{p}$. They proved that there exists a constant $\beta_{p}$ such that the Gaussian fluctuation holds for $\hat{\beta} \in\left(0, \beta_{p}\right)$. Our assumption on $F$ is slightly different from theirs.

To analyze $u_{\varepsilon}$, we use the Feynman-Kac representation given in [BC95, Section 2] where they considered the case $d=1$ but it is easily modified for $d \geq 2$ :

$$
u_{\varepsilon}(t, x)=\mathrm{E}_{x}\left[\exp \left(\beta_{\varepsilon} \int_{0}^{t} \int_{\mathbb{R}^{2}} \phi_{\varepsilon}\left(B_{s}-y\right) \xi(t-s, y) \mathrm{d} s \mathrm{~d} y-\frac{\beta_{\varepsilon}^{2} t V(0)}{2 \varepsilon^{2}}\right) u_{0}\left(B_{t}\right)\right],
$$
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where we denote by $\mathrm{P}_{x}$ and $\mathrm{E}_{x}$ the law and the expectation with respect to two dimensional Brownian motion $B=\left\{B_{t}\right\}_{t \geq 0}$ starting from $x$.

Due to the time-reversal invariance and the scaling invariance of space-time white noise and the scale invariance of Brownian motion, $\varepsilon B_{\varepsilon^{-2} s} \stackrel{d}{=} B_{s},\left\{u_{\varepsilon}(t, x): x \in \mathbb{R}^{2}\right\}$ has the same distribution as

$$
\begin{align*}
& \mathrm{E}_{x}\left[\exp \left(\beta_{\varepsilon} \int_{0}^{t} \int_{\mathbb{R}^{2}} \phi_{\varepsilon}\left(B_{s}-y\right) \xi(s, y) \mathrm{d} s \mathrm{~d} y-\frac{\beta_{\varepsilon}^{2} t V(0)}{2 \varepsilon^{2}}\right) u_{0}\left(B_{t}\right)\right] \\
& =\mathrm{E}_{\frac{x}{\varepsilon}}\left[\exp \left(\beta_{\varepsilon} \int_{0}^{\frac{t}{\varepsilon^{2}}} \int_{\mathbb{R}^{2}} \phi\left(B_{s}-\frac{y}{\varepsilon}\right) \xi(s, y) \mathrm{d} s \mathrm{~d} y-\frac{\beta_{\varepsilon}^{2} t V(0)}{2 \varepsilon^{2}}\right) u_{0}\left(\varepsilon B_{\frac{t}{\varepsilon^{2}}}\right)\right] . \tag{1.15}
\end{align*}
$$

In particular, for the flat initial condition, $u_{\varepsilon}$ has the same distribution as the partition function $\mathcal{Z}_{\frac{t}{\varepsilon^{2}}}\left(\frac{x}{\varepsilon}\right)$ of continuum directed polymers, where $\mathcal{Z}_{t}(x)$ is given by

$$
\mathcal{Z}_{t}^{\beta_{\varepsilon}}(x)=\mathrm{E}_{x}\left[\Phi_{t}^{\beta_{\varepsilon}}\right]
$$

and for $t \geq 0, \beta \in(0, \infty)$

$$
\Phi_{t}^{\beta}=\Phi_{t}^{\beta}(B, \xi):=\exp \left(\beta \int_{0}^{t} \int_{\mathbb{R}^{2}} \phi\left(y-B_{s}\right) \xi(\mathrm{d} s, \mathrm{~d} y)-\frac{\beta^{2} t V(0)}{2}\right)
$$

Thus, we can reduce the problem on the law of $u_{\varepsilon}$ to the partition function of continuum directed polymers. Such connections between SHE (and KPZ equation) and directed polymers have been already pointed out in [KPZ86] and used in a number of studies on SHE and KPZ equation [BC95, BG97, MSZ16, GRZ18, MU17, DGRZ20, CSZ17a, CSZ17b, CSZ19a, CSZ19b, CSZ20, CSZ21, CCM20, CCM19, CNN22, CN21, LZ20, CC22].

Remark 1.6. Edwards-Wilkinson type fluctuations for the KPZ equation for $d=2$ have been obtained in [CSZ20] and [G20] with the flat initial condition. In [CSZ20], the problem was reduced to the SHE via approximating $\log u_{\varepsilon}$ by " $u_{\varepsilon}-1$ " and the authors obtained the Gaussian fluctuation by combining the Wiener chaos expansion and the fourth moment theorem. In [G20], Gaussian fluctuation was obtained by Malliavin calculus and the second order Poincaré inequality.

In Theorem 1.1, we obtain the Gaussian fluctuations for the general initial conditions and multi-dimensional parameters. Our proof uses a martingale CLT (see Theorem 3.3) via Itô's lemma and homogenization.

Remark 1.7. The Gaussian fluctuations for partition functions of discrete directed polymers [LZ20] and solutions of the SHE [MSZ16, GRZ18, DGRZ18b, CNN22] and the KPZ equation [MU17, DGRZ20, CNN22] in $d \geq 3$ have been proved, where the disorder strength is given by $\hat{\beta} \varepsilon^{\frac{d-2}{2}}$ for $d \geq 3$. The fluctuations of and around the stationary solutions $\mathfrak{u}(\varepsilon)$ of KPZ equation in $d \geq 3$ was proved in [CCM19]. The space-time stationary solution was constructed in [DS80]. In [CCM20], they also proved the point-wise and space-time fluctuation results for $F\left(\frac{u_{\varepsilon}}{\mathfrak{u}(\varepsilon)}-1\right)$ with general $F$.

The Gaussian fluctuations for a nonlinear stochastic heat equation with Gaussian multiplicative noise that is white in time and smooth in space [GL20] and the counterpart for $d=2$ is stated in [DG20] and [T22].

Remark 1.8. For the critical case ( $\hat{\beta}=1$ ), it is proved that one-point distribution $u_{\varepsilon}(t, x)$ converges to 0 in [CSZ17b] but is tight and has non-trivial subsequential limit in the sense of random field in [GQT19, CSZ19b]. Recently, it was proved that $u_{\varepsilon}$ converges to the unique random field in [CSZ21].
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Note: Throughout the paper and if clear from the context, the constant $C$ that appears in successive upper-bounds may take different values.

Organization of the article The main idea of Gaussian fluctuation is the same as in [CNN22]. Section 2 is devoted to proving key properties of partition functions of directed polymers, $L^{2}$-boundedness, boundedness of negative moments, and local limit theorem. Section 3 is dedicated to the proof of Theorem 1.1. In subsection 3.1, we give a rough proof strategy and explain a heuristic idea of Gaussian fluctuation. The rigorous proof starts from subsection 3.2.

## 2 Some estimates for partition functions

In this section, we discuss some properties of partition functions of continuum directed polymers in random environment.

Hereafter, we set

$$
\begin{align*}
& T=T_{\varepsilon}:=\varepsilon^{-2}, \\
& \beta=\beta_{\varepsilon}:=\hat{\beta} \sqrt{\frac{2 \pi}{\log \varepsilon^{-1}}}=\hat{\beta} \sqrt{\frac{4 \pi}{\log T}}, \text { and }  \tag{2.1}\\
& \gamma=\gamma_{\varepsilon}=\hat{\gamma} \sqrt{\frac{2 \pi}{\log \varepsilon^{-1}}}=\hat{\gamma} \sqrt{\frac{4 \pi}{\log T}} .
\end{align*}
$$

Throughout the paper, we write the subscript $\varepsilon$ in $T_{\varepsilon}$ and $\beta_{\varepsilon}$ in each statement to emphasize its dependence but we often omit the subscript $\varepsilon$ in the proofs for simplicity.

## $2.1 L^{p}$-bound of partition functions

First, we remark that for $x, y \in \mathbb{R}^{2}$,

$$
\begin{align*}
& \mathbb{E}\left[\mathrm{E}_{x}\left[\Phi_{t T}^{\beta}\right] \mathrm{E}_{y}\left[\Phi_{t T}^{\gamma}\right]\right] \\
& =1+\sum_{n=1}^{\infty} \beta^{n} \gamma^{n} \int_{0<s_{1}<\cdots<s_{n}<t T} \int_{\left(\mathbb{R}^{2}\right)^{n}} \prod_{i=1}^{n}\left(V\left(\sqrt{2} x_{i}\right) \rho_{s_{i}-s_{i-1}}\left(x_{i-1}, x_{i}\right)\right) \mathrm{d} \mathbf{s d} \mathbf{x} \tag{2.2}
\end{align*}
$$

where $\mathbb{E}$ and $\mathbb{P}$ denote the expectation and the probability with respect to the white noise $\xi$ and we set $x_{0}=\frac{x-y}{\sqrt{2}}, s_{0}=0$ and $\mathrm{d} s=\mathrm{d} s_{1} \cdots \mathrm{~d} s_{n}, \mathrm{~d} \mathbf{x}=\mathrm{d} x_{1} \cdots \mathrm{~d} x_{n}$. This representation is obtained from the general property of the white noise:

$$
\begin{equation*}
\mathbb{E}\left[\exp \left(\int_{0}^{t} \int_{\mathbb{R}^{2}} f(t, x) \xi(\mathrm{d} s, \mathrm{~d} x)\right)\right]=\exp \left(\frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{2}} f(t, x)^{2} \mathrm{~d} s \mathrm{~d} x\right) . \tag{2.3}
\end{equation*}
$$

Indeed, we have

$$
\begin{align*}
& \mathbb{E}\left[\mathrm{E}_{x}\left[\Phi_{t T}^{\beta}\right] \mathrm{E}_{y}\left[\Phi_{t T}^{\gamma}\right]\right] \\
& =\mathrm{E}_{x} \otimes \mathrm{E}_{y}\left[\exp \left(\int_{0}^{t}\left(\beta \phi\left(B_{s}-y\right)+\gamma \phi\left(\tilde{B}_{s}-y\right)\right)^{2} \mathrm{~d} s \mathrm{~d} y-\frac{\left(\beta^{2}+\gamma^{2}\right) V(0) t}{2}\right)\right] \\
& =\mathrm{E}_{x} \otimes \mathrm{E}_{y}\left[\exp \left(\beta \gamma \int_{0}^{t} V\left(B_{s}-\tilde{B}_{s}\right) \mathrm{d} s\right)\right] \\
& =\mathrm{E}_{\frac{x-y}{\sqrt{2}}}\left[\exp \left(\beta \gamma \int_{0}^{t} V\left(\sqrt{2} B_{s}\right) \mathrm{d} s\right)\right], \tag{2.4}
\end{align*}
$$

and the Taylor expansion $e^{x}=\sum_{n=0}^{\infty} \frac{x^{n}}{n!}$ gives (2.2)
For simplicity, we write $\mathrm{E}=\mathrm{E}_{0}$ for the expectation of a Brownian motion starting at 0.
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Lemma 2.1. Suppose $\hat{\beta}, \hat{\gamma} \in(0,1)$ and fix $t>0$. Then,

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[\mathrm{E}\left[\Phi_{t T_{\varepsilon}}^{\beta_{\varepsilon}}\right] \mathrm{E}\left[\Phi_{t T_{\varepsilon}}^{\gamma_{\varepsilon}}\right]\right]=\frac{1}{1-\hat{\beta} \hat{\gamma}}  \tag{2.5}\\
& \sup _{\varepsilon \leq 1} \sup _{s \leq t T_{\varepsilon}} \mathbb{E}\left[\mathrm{E}_{0,0}^{s, 0}\left[\Phi_{s}^{\beta_{\varepsilon}}\right]^{2}\right]<\infty \tag{2.6}
\end{align*}
$$

where $\mathrm{P}_{0, x}^{t, y}$ and $\mathrm{E}_{0, x}^{t, y}$, denote the probability measure and the expectation of the Brownian bridge from $(0, x)$ to $(t, y)$ in $\mathbb{R}^{2}$.

Remark 2.2. [CSZ17b, Theorem 2.15] proved (2.5) when $\hat{\beta}=\hat{\gamma}$, by reducing the problem to directed polymers in random environments, which can be easily modified for $\hat{\beta} \neq \hat{\gamma}$, but we give a direct proof in this paper.

Notation 2.3. We call

$$
\mathcal{Z}_{0, x}^{t, y}=\mathcal{Z}_{0, x ; t, y}^{(\beta)}:=\mathrm{E}_{0, x}^{t, y}\left[\Phi_{t}^{\beta}\right]
$$

the point-to-point partition function of continuum directed polymers.
Proof of (2.5). We have from (2.2)

$$
\begin{align*}
& \mathbb{E}\left[\mathrm{E}\left[\Phi_{t T}^{\beta}\right] \mathrm{E}\left[\Phi_{t T}^{\gamma}\right]\right] \\
& =1+\sum_{n=1}^{\infty} \beta^{n} \gamma^{n} \int_{0<s_{1}<\cdots<s_{n}<t T} \int_{\left(\mathbb{R}^{2}\right)^{n}} \prod_{i=1}^{n}\left(V\left(\sqrt{2} x_{i}\right) \rho_{s_{i}-s_{i-1}}\left(x_{i-1}, x_{i}\right)\right) \mathrm{d} \mathbf{s d} \mathbf{x} \tag{2.7}
\end{align*}
$$

with $x_{0}=0$. We first consider the upper bound:

$$
\varlimsup_{\varepsilon \rightarrow 0} \mathbb{E}\left[\mathrm{E}\left[\Phi_{t T}^{\beta}\right] \mathrm{E}\left[\Phi_{t T}^{\gamma}\right]\right] \leq \frac{1}{1-\hat{\beta} \hat{\gamma}}
$$

Let us consider the function

$$
\begin{equation*}
r_{s}=\sup _{x \in \mathbb{R}^{2}} \int_{\mathbb{R}^{2}} V(\sqrt{2} y) \rho_{s}(x, y) \mathrm{d} y \geq 0 \tag{2.8}
\end{equation*}
$$

Since $\int_{\mathbb{R}} \rho_{s}(x, y) \mathrm{d} y=1, \sup _{s>0}\left|r_{s}\right| \leq\|V\|_{\infty}$. Moreover, using $\int V(x) \mathrm{d} x=1$, we obtain

$$
\begin{equation*}
r_{s}=\frac{1}{4 \pi s} \sup _{x \in \mathbb{R}^{2}} \int_{\mathbb{R}^{2}} V(y) e^{-\frac{|x-y|^{2}}{4 s}} \mathrm{~d} y \leq \frac{1}{4 \pi s} \sup _{x \in \mathbb{R}^{2}} \int_{\mathbb{R}} V(y) \mathrm{d} y=\frac{1}{4 \pi s} . \tag{2.9}
\end{equation*}
$$

Hence, (2.7) is bounded from above by

$$
\begin{aligned}
& 1+\sum_{n=1}^{\infty} \beta^{n} \gamma^{n}\left(\int_{0}^{t T} r_{s} \mathrm{~d} s\right)^{n} \\
& \leq 1+\sum_{n=1}^{\infty} \beta^{n} \gamma^{n}\left(\frac{\log (t T)}{4 \pi}+\|V\|_{\infty}\right)^{n}=1+\sum_{n=1}^{\infty} \hat{\beta}^{n} \hat{\gamma}^{n}\left(1+\frac{\log t+4 \pi\|V\|_{\infty}}{\log T}\right)^{n} \\
& \rightarrow \sum_{n=0}^{\infty}(\hat{\beta} \hat{\gamma})^{n}=\frac{1}{1-\hat{\beta} \hat{\gamma}},
\end{aligned}
$$

as $\varepsilon \rightarrow 0$, where the convergence is absolute since $\hat{\beta} \hat{\gamma}<1$.
Next, we consider the lower bound. Let

$$
\mathbf{T}_{n}=\left\{\left(s_{1}, \cdots, s_{n}\right) \in(0, t T)^{n}: s_{1}<\cdots<s_{n}, s_{i}-s_{i-1}>1, \forall i \in\{1, \cdots, n\}\right\}
$$
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Then, since each term is non-negative, it is enough to show for fixed $L \in \mathbb{N}$,

$$
\begin{equation*}
\varliminf_{\varepsilon \rightarrow 0}\left(1+\sum_{n=1}^{L} \beta^{n} \gamma^{n} \int_{\mathbf{T}_{n}} \int_{\left(\mathbb{R}^{2}\right)^{n}} \prod_{i=1}^{n}\left(V\left(\sqrt{2} x_{i}\right) \rho_{s_{i}-s_{i-1}}\left(x_{i-1}, x_{i}\right)\right) \mathrm{d} \mathbf{s d} \mathbf{x}\right) \geq \sum_{n=0}^{L}(\hat{\beta} \hat{\gamma})^{n} \tag{2.10}
\end{equation*}
$$

For fixed $n \in \mathbb{N}$, we have

$$
\begin{align*}
& \int_{\mathbf{T}_{n}} \int_{\left(\mathbb{R}^{2}\right)^{n}} \prod_{i=1}^{n}\left(V\left(\sqrt{2} x_{i}\right) \rho_{s_{i}-s_{i-1}}\left(x_{i-1}, x_{i}\right)\right) \mathrm{d} \mathbf{s} \mathrm{~d} \mathbf{x} \\
& =\int_{\mathbf{T}_{n}} \int_{\left(\mathbb{R}^{2}\right)^{n}} \prod_{i=1}^{n}\left(\frac{1}{2 \pi\left(s_{i}-s_{i-1}\right)} V\left(\sqrt{2} x_{i}\right)-\bar{r}_{s_{i}-s_{i-1}}\left(x_{i-1}, x_{i}\right)\right) \mathrm{d} \mathbf{s} \mathbf{d} \mathbf{x} \\
& =\int_{\mathbf{T}_{n}} \prod_{i=1}^{n} \frac{1}{4 \pi\left(s_{i}-s_{i-1}\right)} \mathrm{d} \mathbf{s}+A_{\varepsilon}^{n}, \tag{2.11}
\end{align*}
$$

where

$$
\begin{aligned}
\bar{r}_{s}(x, y) & =\frac{1}{2 \pi s} V(\sqrt{2} y)-V(\sqrt{2} y) \rho_{s}(x, y)=\frac{1}{2 \pi s}\left(1-\exp \left(-\frac{|y-x|^{2}}{2 s}\right)\right) V(\sqrt{2} y) \geq 0 \\
A_{\varepsilon}^{n} & =\sum_{k=1}^{n}(-1)^{k} \sum_{1 \leq j_{1}<j_{2}<\cdots<j_{k} \leq n} \int_{\mathbf{T}_{n}} \int_{\left(\mathbb{R}^{2}\right)^{n}{ }_{i \neq j_{1}, \cdots, j_{k}}} \prod_{\substack{ \\
4 \pi\left(s_{i}-s_{i-1}\right)}} \prod_{j=j_{1}, \cdots, j_{k}} \bar{r}_{s_{j}-s_{j-1}}\left(x_{j-1}, x_{j}\right) \mathrm{d} \mathbf{s d} \mathbf{x}
\end{aligned}
$$

Let $D_{V}=\overline{\left\{x \in \mathbb{R}^{2}: V(\sqrt{2} x) \neq 0\right\}}$ be the support of $V$ with scale $1 / \sqrt{2}$, which is compact. Note that

$$
\begin{aligned}
\sup _{x \in D_{V}} \int_{\mathbb{R}^{2}} \bar{r}_{s}(x, y) \mathrm{d} y & =(2 \pi s)^{-1} \sup _{x \in D_{V}} \int_{\mathbb{R}^{2}}\left(1-\exp \left(-\frac{|y-x|^{2}}{2 s}\right)\right) V(\sqrt{2} y) \mathrm{d} y \\
& \leq(2 \pi s)^{-1}\left|D_{V}\right| \sup _{x, y \in D_{V}}\left(1-\exp \left(-\frac{|y-x|^{2}}{2 s}\right)\right) \\
& \leq C\left(s^{-2} \wedge 1\right)
\end{aligned}
$$

with some $C=C(V) \geq 1 \vee\|V\|_{\infty}$, where $\left|D_{V}\right|$ is the volume of $D_{V}$. Therefore, we have

$$
\begin{aligned}
\left|A_{\varepsilon}^{n}\right| & \leq C^{n+1} \sum_{k=1}^{n} \sum_{j_{1}<j_{2}<\cdots<j_{k}} \int_{\mathbf{T}_{n}} \int_{\left(\mathbb{R}^{2}\right)^{n}} \prod_{i \neq j_{1}, \cdots, j_{k}} \frac{\mathrm{~d} s_{i}}{s_{i}-s_{i-1}} \\
& \leq C^{n+1} \sum_{k=1}^{n} n^{k}(\log (t T))^{n-k} \\
& \leq(C n)^{n+1}(\log (t T))^{n-1},
\end{aligned}
$$

and hence we have for any fixed $L>0$

$$
\begin{equation*}
\sum_{n=1}^{L} \beta^{n} \gamma^{n} A_{\varepsilon}^{n}=\sum_{n=1}^{L} \hat{\beta}^{n} \hat{\gamma}^{n}\left(\frac{4 \pi}{\log T}\right)^{n} A_{\varepsilon}^{n} \rightarrow 0 \tag{2.12}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. Also,

$$
\int_{\mathbf{T}_{n}} \prod_{i=1}^{n} \frac{1}{4 \pi\left(s_{i}-s_{i-1}\right)} \mathrm{ds} \geq\left(\int_{1}^{\frac{t T}{n}} \frac{1}{4 \pi s} \mathrm{~d} s\right)^{n}=\left(\frac{\log (t T / n)}{4 \pi}\right)^{n}
$$

and hence we have

$$
\begin{equation*}
\varliminf_{\varepsilon \rightarrow 0} \sum_{n=1}^{L} \beta^{n} \gamma^{n} \int_{\mathbf{T}_{n}} \prod_{i=1}^{n} \frac{1}{4 \pi\left(s_{i}-s_{i-1}\right)} \mathrm{d} \mathbf{s} \geq \sum_{n=1}^{L} \hat{\beta}^{n} \hat{\gamma}^{n} . \tag{2.13}
\end{equation*}
$$

Then, (2.11), (2.12) and (2.13) yield (2.10).
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Proof of (2.6). We obtain by the same manner as in (2.2) that

$$
\begin{align*}
& \mathbb{E}\left[\mathrm{E}_{0,0}^{t T, 0}\left[\Phi_{t T}^{\beta}\right]^{2}\right]=\mathrm{E}_{0,0}^{t T, 0}\left[\exp \left(\beta^{2} \int_{0}^{t T} V\left(\sqrt{2} B_{u}\right) \mathrm{d} u\right)\right] \\
& =1+\sum_{n=1}^{\infty} \beta^{2 n} \int_{0<s_{1}<\cdots<s_{n}<t T} \int_{\left(\mathbb{R}^{2}\right)^{n}}\left(\prod_{i=1}^{n} V\left(\sqrt{2} x_{i}\right) \rho_{s_{i}-s_{i-1}}\left(x_{i-1}, x_{i}\right)\right) \frac{\rho_{t T-s_{n}}\left(x_{n}\right)}{\rho_{t T}(0)} \mathrm{d} \mathbf{s d} \mathbf{x} \tag{2.14}
\end{align*}
$$

where we use the orthogonal transformation invariance of Brownian bridges in the first equation. We have for $s, t>0$, by the Markov property of Brownian motion,

$$
\int_{\mathbb{R}} \rho_{s}(x, y) \rho_{t}(y) V(\sqrt{2} y) \mathrm{d} y \leq\|V\|_{\infty} \int_{\mathbb{R}} \rho_{s}(x, y) \rho_{t}(y) \mathrm{d} y \leq\|V\|_{\infty} \rho_{s+t}(x)
$$

and by $\int_{\mathbb{R}} V(\sqrt{2} y) \mathrm{d} y=1 / 2$,

$$
\begin{align*}
\int_{\mathbb{R}} \rho_{s}(x, y) \rho_{t}(y) V(\sqrt{2} y) \mathrm{d} y & =\frac{1}{4 \pi s t} \int_{\mathbb{R}} V(\sqrt{2} y) \exp \left(-\frac{|x-y|^{2}}{2 s}-\frac{|y|^{2}}{2 t}\right) \\
& =\rho_{s+t}(x) \frac{s+t}{2 \pi s t} \int_{\mathbb{R}} V(\sqrt{2} y) \exp \left(-\frac{(s+t)|y+*|^{2}}{2 s t}\right) \mathrm{d} y \\
& \leq \rho_{s+t}(x) \frac{s+t}{2 \pi s t} \int_{\mathbb{R}} V(\sqrt{2} y) \mathrm{d} y=\frac{s+t}{4 \pi s t} \rho_{s+t}(x) \tag{2.15}
\end{align*}
$$

Putting things together with $C=4 \pi\|V\|_{\infty}$, we have

$$
\int_{\mathbb{R}} \rho_{s}(x, y) \rho_{t}(y) V(\sqrt{2} y) \mathrm{d} y \leq \frac{1}{4 \pi}\left(C \wedge \frac{s+t}{s t}\right) \rho_{s+t}(x)
$$

Using this successively, we can bound each term of (2.14) as

$$
\begin{align*}
& \beta^{2 n} \int_{0<s_{1}<\cdots<s_{n}<t T} \int_{\left(\mathbb{R}^{2}\right)^{n}}\left(\prod_{i=1}^{n} V\left(\sqrt{2} x_{i}\right) \rho_{s_{i}-s_{i-1}}\left(x_{i-1}, x_{i}\right)\right) \frac{\rho_{t T-s_{n}}\left(x_{n}\right)}{\rho_{t T}(0)} \mathrm{d} \mathbf{s d} \mathbf{x} \\
& \leq\left(\frac{\beta^{2}}{4 \pi}\right)^{n} \int_{0<s_{1}<\cdots<s_{n}<t T} \prod_{i=1}^{n}\left(C \wedge \frac{t T-s_{i-1}}{\left(s_{i}-s_{i-1}\right)\left(t T-s_{i}\right)}\right) \mathrm{ds} \\
& =\left(\frac{\beta^{2}}{4 \pi}\right)^{n} \int_{0<s_{1}<\cdots<s_{n}<t T} \prod_{i=1}^{n}\left(C \wedge\left(\frac{1}{s_{i}-s_{i-1}}+\frac{1}{t T-s_{i}}\right)\right) \mathrm{ds} \tag{2.16}
\end{align*}
$$

where we set $s_{0}=0$ and $s_{n+1}=t T$ and we have used $\frac{1}{t T-s_{i}}+\frac{1}{s_{i}-s_{i-1}}=\frac{t T-s_{i-1}}{\left(s_{i}-s_{i-1}\right)\left(t T-s_{i}\right)}$ in the last line. We write $\log _{+}(x)=\log (x \vee 1)$ and $C_{1}=2 C$. We use the following integral estimate: for $s<t T$ and $k \geq 0$,

$$
\begin{aligned}
& \int_{s}^{t T}\left(C_{1}+\log _{+}(t T-u)\right)^{k}\left(C \wedge\left(\frac{1}{u-s}+\frac{1}{t T-u}\right)\right) \mathrm{d} u \\
& \leq 2 C\left(C_{1}+\log _{+}(t T-s)\right)^{k}+\int_{s+1}^{t T-1}\left(C_{1}+\log _{+}(t T-u)\right)^{k}\left(\frac{1}{u-s}+\frac{1}{t T-u}\right) \mathrm{d} u \\
& \leq C_{1}\left(C_{1}+\log _{+}(t T-s)\right)^{k} \\
& +\left(C_{1}+\log _{+}(t T-s)\right)^{k} \int_{s+1}^{t T-1} \frac{1}{u-s} \mathrm{~d} u-(k+1)^{-1}\left[\left(C_{1}+\log _{+}(t T-u)\right)^{k+1}\right]_{s+1}^{t T-1} \\
& \leq C_{1}\left(C_{1}+\log _{+}(t T-s)\right)^{k} \\
& +\left(C_{1}+\log _{+}(t T-s)\right)^{k} \log _{+}(t T-s)+(k+1)^{-1}\left(C_{1}+\log _{+}(t T-s)\right)^{k+1}
\end{aligned}
$$
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$$
=\frac{k+2}{k+1}\left(C_{1}+\log _{+}(t T-s)\right)^{k+1} .
$$

Using this, (2.16) can be successively bounded from above as

$$
\int_{0<s_{1}<\cdots<s_{n}<t T} \prod_{i=1}^{n}\left(C \wedge\left(\frac{1}{s_{i}-s_{i-1}}+\frac{1}{t T-s_{i}}\right)\right) \mathrm{d} \mathbf{s} \leq(n+1)\left(C_{1}+\log t T\right)^{n}
$$

Together with (2.14) and (2.16), using $\beta=\hat{\beta} \sqrt{\frac{4 \pi}{\log T}}$ with $\hat{\beta}<1$, we have

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} \mathbb{E}\left[\mathrm{E}_{0,0}^{t T, 0}\left[\Phi_{t T}^{\beta}\right]^{2}\right] \leq \varlimsup_{\varepsilon \rightarrow 0} \sum_{n=0}^{\infty}\left(\frac{\beta^{2}}{4 \pi}\right)^{n}(n+1)\left(C_{1}+\log t T\right)^{n}=\sum_{n=0}^{\infty}(n+1) \hat{\beta}^{2 n}<\infty \tag{2.17}
\end{equation*}
$$

Remark 2.4. The right most summation in (2.17) is actually the limit of the second moment of point-to-point partition functions $\mathcal{Z}_{0, x}^{t T_{\varepsilon}, y}$. It is a consequence from the local limit theorem (Theorem 2.10) and (2.5).

The following lemma is a consequence of Lemma 2.1 combining hypercontractivity of chaos expansion:
Lemma 2.5. [CSZ20, (5.11)] Fix $\hat{\beta} \in(0,1)$. There exists $p_{\hat{\beta}}>2$ such that for any $2 \leq p<p_{\hat{\beta}}$ and for $t \geq 0$

$$
\varlimsup_{\varepsilon \rightarrow 0} \mathbb{E}\left[\mathrm{E}_{x}\left[\Phi_{t T_{\varepsilon}}^{\beta_{\varepsilon}}\right]^{p}\right]<\infty
$$

Remark 2.6. Recently, it has been proved that the limit exists for any $p \geq 2$ and any $\hat{\beta} \in(0,1)$ in [CZ21, LZ21] for the discrete setting. If the same holds for the continuous setting, one may make the condition of $\mathfrak{F}$, (1.9), mild so that $F$ has a polynomial growth at infinity.

Lemma 2.7. Suppose $\hat{\beta} \in(0,1)$ and fix $t>0$. Then,

$$
\begin{equation*}
\sup _{\varepsilon \leq 1} \sup _{x \in \mathbb{R}^{2}} \sup _{s \leq t T_{\varepsilon}} \mathrm{E}_{0,0}^{s, x}\left[\exp \left(\beta_{\varepsilon}^{2} \int_{0}^{s} V\left(\sqrt{2} B_{u}\right) \mathrm{d} u\right)\right]<\infty . \tag{2.18}
\end{equation*}
$$

Proof. By (2.6), (2.14), for $s \leq t T$,

$$
\begin{aligned}
\mathrm{E}_{0,0}^{s, z}\left[e^{\beta^{2} \int_{0}^{s} V\left(\sqrt{2} B_{u}\right) \mathrm{d} u}\right] & =\mathbb{E}\left[\mathrm{E}_{0,0}^{s, z}\left[\Phi_{s}^{\beta}\right] \mathrm{E}_{0,0}^{s, 0}\left[\Phi_{s}^{\beta}\right]\right] \\
& \leq \mathbb{E}\left[\mathrm{E}_{0,0}^{s, 0}\left[\Phi_{s}^{\beta}\right]^{2}\right]=\mathrm{E}_{0,0}^{s, 0}\left[e^{\beta^{2} \int_{0}^{s} V\left(\sqrt{2} B_{u}\right) \mathrm{d} u}\right] \\
& \leq \sup _{\varepsilon \leq 1}\left[\exp \left(\beta_{\varepsilon}^{2} \int_{0}^{t T_{\varepsilon}} V\left(\sqrt{2} B_{u}\right) \mathrm{d} u\right)\right]<\infty
\end{aligned}
$$

where in the first inequality, we have used the remark below and the Cauchy-Schwarz inequality.

Remark 2.8. By the shear invariance of environment, we have

$$
\mathrm{E}_{0, x}^{t, y}\left[\Phi_{t}^{\beta}\right] \stackrel{(d)}{=} \mathrm{E}_{0,0}^{t, 0}\left[\Phi_{t}^{\beta}\right],
$$

for any $t>0$ and $x, y \in \mathbb{R}^{2}$.
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We end this subsection by presenting the boundedness of negative moments of partition functions:
Lemma 2.9. [CSZ20, (5.12), (5.13), (5.14)] Let $\hat{\beta} \in(0,1)$ and fix $t>0$. For any $p \geq 0$ and $x \in \mathbb{R}^{2}$,

$$
\sup _{s \in[0, t]} \mathbb{E}\left[\left(\mathcal{Z}_{s T_{\varepsilon}}^{\beta_{\varepsilon}}(x)\right)^{-p}\right]<\infty
$$

### 2.2 Local limit theorem

In this subsection, we give an estimate of the local limit theorem for partition functions. To describe the statement, we introduce the time-reversed partition function of time horizon $\ell, \overleftarrow{\mathcal{Z}}_{T, \ell}^{\beta}(z)$ :

$$
\overleftarrow{\mathcal{Z}}_{t, \ell}^{\beta}(z)=\mathrm{E}_{z}\left[\exp \left\{\beta \int_{t-\ell}^{t} \int_{\mathbb{R}^{2}} \phi\left(B_{t-s}-y\right) \xi(\mathrm{d} s, \mathrm{~d} y)-\frac{\beta^{2} V(0) \ell}{2}\right\}\right]
$$

Theorem 2.10 (Local limit theorem for polymers). Fix $t>0$.Then, for all $\hat{\beta}<1$ there exists a positive constant $C=C_{\hat{\beta}}$ such that for $4 \leq L \leq t T_{\varepsilon}, 1 \leq \ell \leq \frac{L}{4}$ and for all $x \in \mathbb{R}^{d}$,

$$
\begin{aligned}
& \mathbb{E}\left(\mathrm{E}_{0,0}^{L, x}\left[\Phi_{L}^{\beta_{\varepsilon}}\right]-\mathcal{Z}_{\ell}^{\beta_{\varepsilon}}(0) \overleftarrow{\mathcal{Z}}_{L, \ell}^{\beta_{\varepsilon}}(x)\right)^{2} \\
& \leq \begin{cases}C \frac{\ell}{L}+C \beta_{\varepsilon}^{2}\left(\log \frac{L}{\ell}+\frac{|x| \log \ell}{L(T)}+\frac{|x|^{2} \ell}{L(T)^{2}}\right) & |x| \leq \sqrt{L \log L} \\
C & |x| \geq \sqrt{L \log L}\end{cases}
\end{aligned}
$$

Remark 2.11. The theorem states that the point-to-point partition function from $(0, x)$ to $(L(T), y)$ is approximated by the product of the partition function from $(0, x)$ with length $\ell$ and the time-reversed partition function from $(L(T), y)$ with length $\ell$ in $L^{2}$-sense. In the proof of Theorem 1.1, $L$ appears as a length of partition function and $\ell$ will be chosen appropriately such that $\ell \ll L$. For $d \geq 3$, the reader may refer to [CNN22, S95, V06]. Also, a similar result was independently obtained for directed polymers in random environment in $d=2$ by Gabriel [G21].

Notation 2.12. Fix $R_{V}>0$ such that $\operatorname{supp} V \subset B\left(0, R_{V}\right)$.
The proof is composed of three lemmas (Lemma 2.13, 2.14, 2.15).
Lemma 2.13. Fix $t>0$. There exists a positive constant $C=C_{\hat{\beta}}$ such that for $4 \leq L \leq$ $t T_{\varepsilon}$ and $1 \leq \ell \leq \frac{L}{4}$,

$$
\sup _{x \in \mathbb{R}^{2}} \mathbb{E}\left[\left(\mathrm{E}_{0,0}^{L, x}\left[\Phi_{L}^{\beta}\right]-\mathrm{E}_{0,0}^{L, x}\left[\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}^{\beta}\right]\right)^{2}\right] \leq C \beta_{\varepsilon}^{2} \log \frac{L}{\ell}
$$

where

$$
\Phi_{s, t}^{\beta}=\exp \left(\beta \int_{s}^{t} \int_{\mathbb{R}^{2}} \phi\left(y-B_{u}\right) \xi(\mathrm{d} u, \mathrm{~d} y)-\frac{\beta^{2} V(0)(t-s)}{2}\right)
$$

Proof. Since $B_{s}^{(1)}-B_{s}^{(2)} \stackrel{(d)}{=} \sqrt{2} B_{s}$ for two independent Brownian motions, by $1-e^{-x} \leq x$ for $x \geq 0$, we have

$$
\begin{aligned}
& \mathbb{E}\left[\left(\mathrm{E}_{0,0}^{L(T), x}\left[\Phi_{L}^{\beta}-\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}^{\beta}\right]\right)^{2}\right] \\
& =\mathrm{E}_{0,0}^{L, 0}\left[\mathrm{e}^{\beta^{2} \int_{0}^{L} V\left(\sqrt{2} B_{s}\right) d s}-\mathrm{e}^{\beta^{2} \int_{0}^{\ell} V\left(\sqrt{2} B_{s}\right) d s} \mathrm{e}^{\beta^{2} \int_{L-\ell}^{L} V\left(\sqrt{2} B_{s}\right) d s}\right]
\end{aligned}
$$
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$$
\leq \mathrm{E}_{0,0}^{L, 0}\left[e^{\beta^{2} \int_{0}^{L} V\left(\sqrt{2} B_{s}\right) d s} \beta^{2} \int_{\ell}^{L-\ell} V\left(\sqrt{2} B_{s}\right) \mathrm{d} s\right]
$$

The last expectation equals

$$
\begin{aligned}
& \beta^{2} \int_{[\ell, L-\ell] \times \mathbb{R}^{2}} V(\sqrt{2} z) \frac{\rho_{s}(z) \rho_{L-s}(z)}{\rho_{L}(0)} \mathrm{E}_{0,0}^{s, z}\left[e^{\beta^{2} \int_{0}^{s} V\left(\sqrt{2} B_{u}\right) \mathrm{d} u}\right] \mathrm{E}_{0, z}^{L-s, 0}\left[e^{\beta^{2} \int_{0}^{t T-s} V\left(\sqrt{2} B_{u}\right) \mathrm{d} u}\right] \mathrm{d} z \mathrm{~d} s \\
& \leq \beta^{2}\left(\sup _{s \leq L} \sup _{|z| \leq R_{V}} \mathrm{E}_{0,0}^{s, z}\left[e^{\beta^{2} \int_{0}^{s} V\left(\sqrt{2} B_{u}\right) \mathrm{d} u}\right]\right)^{2} \int_{\ell}^{L-\ell} \int_{\mathbb{R}^{2}} V(\sqrt{2} z) \frac{\rho_{s}(z) \rho_{L-s}(z)}{\rho_{L}(0)} \mathrm{d} s \mathrm{~d} z,
\end{aligned}
$$

where the supremum in the last line is finite by Lemma 2.7. Finally, by (2.15),

$$
\begin{aligned}
\int_{\ell}^{L-\ell} \int_{\mathbb{R}^{2}} \frac{\rho_{s}(z) \rho_{L-s}(z)}{\rho_{L}(0)} V(\sqrt{2} z) \mathrm{d} s \mathrm{~d} z & \leq \frac{1}{4 \pi} \int_{\ell}^{L-\ell} \frac{L}{s(L-s)} \mathrm{d} s \\
& \leq \frac{1}{2 \pi} \log \frac{L-\ell}{\ell} \leq \log \frac{L}{\ell}
\end{aligned}
$$

and the statement of the lemma follows.
By the shear invariance of Brownian bridge, Brownian motion, and noise, we have

$$
\begin{aligned}
& \mathrm{E}_{0,0}^{L, x}\left[\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}^{\beta}\right]-\mathcal{Z}_{\ell}^{\beta}(0) \overleftarrow{\mathcal{Z}}_{L, \ell}^{\beta}(x) \\
& \stackrel{(d)}{=} \mathrm{E}_{0,0}^{L, 0}\left[\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}^{\beta}\right] \\
& -\mathrm{E}_{0}\left[\Phi_{\ell}^{\beta}\left(B \cdot-\frac{x}{L} \cdot\right)\right] \mathrm{E}_{0}\left[\exp \left(\beta \int_{L-\ell}^{L} \phi\left(B_{L-s}+\frac{(L-s) x}{L}-y\right) \xi(\mathrm{d} s, \mathrm{~d} y)-\frac{\beta^{2} V(0) \ell}{2}\right)\right],
\end{aligned}
$$

where $B .-\frac{x}{L}$. is a Brownian motion with drift $-\frac{x}{L}$.
Define

$$
\begin{aligned}
& A_{L, \ell}:=\mathrm{E}_{0,0}^{L, 0}\left[\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}^{\beta}\right]-\mathrm{E}_{0}\left[\Phi_{\ell}^{\beta}\right] \overleftarrow{\mathcal{Z}}_{L, \ell}^{\beta}(0) \\
& B_{L, \ell, x}:=\mathrm{E}_{0}\left[\Phi_{\ell}^{\beta}\right]-\mathrm{E}_{0}\left[\Phi_{\ell}^{\beta}\left(B .-\frac{x}{L} \cdot\right)\right] .
\end{aligned}
$$

Lemma 2.14. There exists a positive constant $C=C_{\hat{\beta}}$ such that for $4 \leq L \leq t T_{\varepsilon}$ and $1 \leq \ell \leq \frac{L}{4}$,

$$
\mathbb{E}\left[\left(A_{L, \ell}\right)^{2}\right] \leq C \frac{\ell}{L}
$$

Proof. Since

$$
\begin{aligned}
& \mathbb{E}\left[A_{L, \ell}^{2}\right]=\left(\mathbb{E}\left[\mathrm{E}_{0,0}^{L, 0}\left[\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}^{\beta}\right]^{2}\right]-\mathbb{E}\left[\mathrm{E}_{0,0}^{L, 0}\left[\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}\right] \mathrm{E}_{0}\left[\Phi_{\ell}^{\beta}\right] \overleftarrow{\mathcal{Z}}_{L, \ell}(0)\right]\right) \\
&+\left(\mathbb{E}\left[\mathrm{E}_{0}\left[\Phi_{\ell}^{\beta}\right] \overleftarrow{\mathcal{Z}}_{L, \ell}(0)^{2}\right]-\mathbb{E}\left[\mathrm{E}_{0,0}^{L, 0}\left[\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}\right] \mathrm{E}_{0}\left[\Phi_{\ell}^{\beta}\right] \overleftarrow{\mathcal{Z}}_{L, \ell}(0)\right]\right) \\
&= A_{1}+A_{2}
\end{aligned}
$$

it is enough to prove the absolute value of each term is bounded by $C \frac{\ell}{L}$.
(2.3) yields that
$\mathbb{E}\left[\mathrm{E}_{0,0}^{L, 0}\left[\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}^{\beta}\right]^{2}\right]$
$=\mathrm{E}_{0,0}^{L, 0} \otimes \mathrm{E}_{0,0}^{L, 0}\left[\exp \left(\beta^{2} \int_{0}^{\ell} V\left(B_{s}-\widetilde{B}_{s}\right) d s+\beta^{2} \int_{L-\ell}^{L} V\left(B_{s}-\widetilde{B}_{s}\right) d s\right)\right]$
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$$
\begin{aligned}
= & \int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \mathrm{~d} x \mathrm{~d} y \rho_{\ell}(x) \rho_{\ell}(y) \frac{\rho_{L-2 \ell}(y-x)}{\rho_{L}(0)} \int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \mathrm{~d} z \mathrm{~d} w \rho_{\ell}(z) \rho_{\ell}(w) \frac{\rho_{L-2 \ell}(z-w)}{\rho_{L}(0)} \\
& \times \mathrm{E}_{0,0}^{\ell, x} \otimes \mathrm{E}_{0,0}^{\ell, z}\left[\exp \left(\beta^{2} \int_{0}^{\ell} V\left(B_{s}-\widetilde{B}_{s}\right) d s\right)\right] \mathrm{E}_{0,0}^{\ell, y} \otimes \mathrm{E}_{0,0}^{\ell, w}\left[\exp \left(\beta^{2} \int_{0}^{\ell} V\left(B_{s}-\widetilde{B}_{s}\right) d s\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathrm{E}\left[\mathrm{E}_{0,0}^{L, 0}\left[\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}\right] \mathrm{E}_{0}\left[\Phi_{\ell}^{\beta}\right] \overleftarrow{\mathcal{Z}}_{L, \ell}(0)\right] \\
& =\int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \mathrm{~d} x \mathrm{~d} y \rho_{\ell}(x) \rho_{\ell}(y) \frac{\rho_{L-2 \ell}(y-x)}{\rho_{L}(0)} \int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \mathrm{~d} z \mathrm{~d} w \rho_{\ell}(z) \rho_{\ell}(w) \\
& \quad \times \mathrm{E}_{0,0}^{\ell, x} \otimes \mathrm{E}_{0,0}^{\ell, z}\left[\exp \left(\beta^{2} \int_{0}^{\ell} V\left(B_{s}-\widetilde{B}_{s}\right) d s\right)\right] \mathrm{E}_{0,0}^{\ell, y} \otimes \mathrm{E}_{0,0}^{\ell, w}\left[\exp \left(\beta^{2} \int_{0}^{\ell} V\left(B_{s}-\widetilde{B}_{s}\right) d s\right)\right]
\end{aligned}
$$

where $B=\left\{B_{s}: 0 \leq s \leq \ell\right\}$ and $\widetilde{B}=\left\{\widetilde{B}_{s}: 0 \leq s \leq \ell\right\}$ are independent Brownian bridges with the law $\mathrm{P}_{0,0}^{\ell, u}(u=x, y, z, w)$. Then, it is easy to see that
$A_{1}$

$$
\begin{aligned}
= & \mathbb{E}\left[\mathrm{E}_{0,0}^{L, 0}\left[\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}^{\beta}\right]^{2}\right]-\mathbb{E}\left[\mathrm{E}_{0,0}^{L, 0}\left[\Phi_{\ell}^{\beta} \Phi_{L-\ell, L}\right] \mathrm{E}_{0}\left[\Phi_{\ell}^{\beta}\right] \overleftarrow{\mathcal{Z}}_{L, \ell}(0)\right] \\
= & \int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \mathrm{~d} x \mathrm{~d} y \rho_{\ell}(x) \rho_{\ell}(y) \frac{\rho_{L-2 \ell}(y-x)}{\rho_{L}(0)} \int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \mathrm{~d} z \mathrm{~d} w \rho_{\ell}(z) \rho_{\ell}(w)\left(\frac{\rho_{L-2 \ell}(z-w)}{\rho_{L}(0)}-1\right) \\
& \times \mathrm{E}_{0,0}^{\ell, x} \otimes \mathrm{E}_{0,0}^{\ell, z}\left[\exp \left(\beta^{2} \int_{0}^{\ell} V\left(B_{s}-\widetilde{B}_{s}\right) d s\right)\right] \mathrm{E}_{0,0}^{\ell, y} \otimes \mathrm{E}_{0,0}^{\ell, w}\left[\exp \left(\beta^{2} \int_{0}^{\ell} V\left(B_{s}-\widetilde{B}_{s}\right) d s\right)\right] .
\end{aligned}
$$

Combining with (2.18) gives

$$
\begin{aligned}
\left|A_{1}\right| & \leq C \int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \mathrm{~d} z \mathrm{~d} w \rho_{\ell}(z) \rho_{\ell}(w)\left|\frac{\rho_{L-2 \ell}(z-w)}{\rho_{L}(0)}-1\right| \\
& =C \int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \mathrm{~d} z \mathrm{~d} w \rho_{\ell}(z) \rho_{\ell}(w)\left|\frac{L}{L-2 \ell}\left(\exp \left(-\frac{|z-w|^{2}}{L-2 \ell}\right)-1\right)+\frac{2 \ell}{L-2 \ell}\right| \\
& \leq C\left(\frac{2 L \ell}{(L-2 \ell)^{2}}+\frac{2 \ell}{L-2 \ell}\right) \leq C \frac{\ell}{L},
\end{aligned}
$$

where we have used $1-e^{-x} \leq x$ for $x \geq 0$ in the third line. Also, the same argument holds for $\left|A_{2}\right|$.

Lemma 2.15. Fix $t>0$. For all $\hat{\beta}<1$ there exists a positive constant $C=C_{\hat{\beta}}$ such that for $4 \leq L \leq t T_{\varepsilon}, 1 \leq \ell \leq \frac{L}{4}$ and all $x \in \mathbb{R}^{d}$,

$$
\mathbb{E}\left[B_{L, \ell, x}^{2}\right] \leq \begin{cases}C \beta_{\varepsilon}^{2}\left(\frac{|x| \log \ell}{L}+\frac{|x|^{2} \ell}{L^{2}}\right) & |x| \leq \sqrt{L \log L} \\ C & |x| \geq \sqrt{L \log L}\end{cases}
$$

Proof. For $|x| \geq \sqrt{L \log L}$, it is trivial from (2.5). We assume $|x|<\sqrt{L \log L}$. Combining (2.3) and transformation of Brownian motions yield that

$$
\begin{aligned}
\mathbb{E}\left[B_{L, \ell, x}^{2}\right] & =2 E\left[\exp \left(\beta^{2} \int_{0}^{\ell} V\left(\sqrt{2} B_{s}\right) d s\right)-\exp \left(\beta^{2} \int_{0}^{\ell} V\left(\sqrt{2} B_{s}-\frac{x s}{L}\right) d s\right)\right] \\
& =2 \sum_{n=1}^{\infty} \beta^{2 n} \int_{0<t_{1}<\cdots<t_{n}<\ell} \int_{\left(\mathbb{R}^{2}\right)^{n}} \mathrm{dsdx} \prod_{i=1}^{n} V\left(\sqrt{2} x_{i}\right)
\end{aligned}
$$
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$$
\times\left(\prod_{i=1}^{n} \rho_{s_{i}-s_{i-1}}\left(x_{i-1}, x_{i}\right)-\prod_{i=1}^{n} \rho_{s_{i}-s_{i-1}}\left(x_{i}-x_{i-1}-\frac{x\left(s_{i}-s_{i-1}\right)}{L}\right)\right)
$$

where we set $x_{0}=0$. When we use the relation

$$
\prod_{i=1}^{n} a_{i}-\prod_{i=1}^{n} b_{i}=\sum_{j=1}^{n}\left(\prod_{i=1}^{j-1} b_{i}\right)\left(a_{j}-b_{j}\right)\left(\prod_{k=j+1}^{n} a_{k}\right)
$$

and recall the notation $r_{s}$ from (2.8), we have

$$
\begin{align*}
& \mathbb{E}\left[B_{L, \ell, x}^{2}\right] \\
& \begin{aligned}
\leq 2 \sup _{z \in B\left(0, R_{V}\right)} \beta^{2} \int_{0}^{\ell} \int_{\mathbb{R}^{2}} V(\sqrt{2} y)\left|\rho_{s}(y-z)-\rho_{s}\left(y-z-\frac{x s}{L}\right)\right| \mathrm{d} y \mathrm{~d} s \\
\quad \times \sum_{n=1}^{\infty} \sum_{k=1}^{n} \beta^{2 n-2}\left(\sup _{z \in \mathbb{R}} \int_{0}^{\ell} \int_{\mathbb{R}^{2}} V(\sqrt{2} y) \rho_{s}(y-z) \mathrm{d} y \mathrm{~d} s\right)^{n-1} \\
\leq 2 \sum_{n=1}^{\infty} n \beta^{2(n-1)}\left(\int_{0}^{\ell} r_{s} \mathrm{~d} s\right)_{z \in B\left(0, R_{V}\right)}^{n-1} \beta^{2} \int_{0}^{\ell} \int_{\mathbb{R}^{2}} V(\sqrt{2} y)\left|\rho_{s}(y-z)-\rho_{s}\left(y-z-\frac{x s}{L}\right)\right| \mathrm{d} y \mathrm{~d} s \\
\leq C \beta^{2} \sup _{z \in B\left(0, R_{V}\right)} \int_{0}^{\ell} \int_{\mathbb{R}^{2}} V(\sqrt{2} y)\left|\rho_{s}(y-z)-\rho_{s}\left(y-z-\frac{x s}{L}\right)\right| \mathrm{d} y \mathrm{~d} s,
\end{aligned}
\end{align*}
$$

where we have used the estimate (2.9) in the last line. Also, we have for $y, z \in B\left(0, R_{V}\right)$ and for $s>0$

$$
\begin{aligned}
& \left|\rho_{s}(y-z)-\rho_{s}\left(y-z-\frac{x s}{L}\right)\right| \\
& =\rho_{s}(y-z)\left|1-\exp \left(\frac{\langle y-z, x\rangle}{L}-\frac{|x|^{2} s}{2 L^{2}}\right)\right| \\
& \leq \rho_{s}(y-z)\left(\frac{R_{V}|x|}{L} \exp \left(\frac{2 R_{V}|x|}{L}-\frac{|x|^{2} s}{2 L^{2}}\right)+\frac{R_{V}|x|}{L}+\frac{|x|^{2} s}{2 L^{2}}\right) \\
& \leq C \rho_{s}(y-z)\left(\frac{|x|}{L}+\frac{|x|^{2} s}{L^{2}}\right)
\end{aligned}
$$

where we denote by $\langle x, y\rangle$ the inner product of $x$ and $y \in \mathbb{R}^{2}$ and we use $e^{x}-1 \leq x e^{x}$ if $x \geq 0$ and $1-e^{x} \leq-x$ if $x<0$ in the last line. For $|x| \leq \sqrt{L \log L}$,

$$
\mathbb{E}\left[B_{L, \ell, x}^{2}\right] \leq C \beta^{2}\left(\frac{|x| \log \ell}{L}+\frac{|x|^{2} \ell}{L(T)^{2}}\right)
$$

Putting things together, we conclude the proof of Theorem 2.10.
We also use the following lemma later.
Lemma 2.16. For fixed $t>0$ and $\hat{\beta} \in(0,1)$, there exists a positive constant $C$ such that for $x \in \mathbb{R}^{2}$ and for $1 \leq \ell \leq t T_{\varepsilon}$

$$
\mathbb{E}\left[\left(\mathrm{E}_{x}\left[\Phi_{\ell}^{\beta_{\varepsilon}}\right]-\mathrm{E}_{0}\left[\Phi_{\ell}^{\beta_{\varepsilon}}\right]\right)^{2}\right] \leq \begin{cases}C \beta_{\varepsilon}^{2}\left(1+|x|^{2}\right) & |x| \leq \sqrt{\log \ell}  \tag{2.20}\\ C & |x|>\sqrt{\log \ell}\end{cases}
$$

Proof. For $|x| \geq \sqrt{\log \ell}$, it is trivial from (2.5). We suppose $|x|<\sqrt{\log \ell}$. Using the same argument as in (2.19), with the convention $x_{0}=0$,

$$
\mathbb{E}\left[\left(\mathrm{E}_{x}\left[\Phi_{\ell}^{\beta_{\varepsilon}}\right]-\mathrm{E}\left[\Phi_{\ell}^{\beta_{\varepsilon}}\right]\right)^{2}\right]
$$
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$$
\begin{aligned}
&= E\left[\exp \left(\beta^{2} \int_{0}^{\ell} V\left(\sqrt{2} B_{s}\right) d s\right)-\exp \left(\beta^{2} \int_{0}^{\ell} V\left(x+\sqrt{2} B_{s}\right) d s\right)\right] \\
&=\sum_{n=1}^{\infty} \beta^{2 n} \int_{0<t_{1}<\cdots<t_{n}<\ell} \int_{\mathbb{R}^{2 n}} \mathrm{dsdx} \prod_{i=1}^{n} V\left(\sqrt{2} x_{i}\right) \\
& \quad \times\left(\prod_{i=1}^{n} \rho_{s_{i}-s_{i-1}}\left(x_{i}-x_{i-1}\right)-\rho_{s_{i}-s_{i-1}}\left(x_{1}-x\right) \prod_{i=2}^{n} \rho_{s_{i}-s_{i-1}}\left(x_{i}-x_{i-1}\right)\right) \\
& \leq C \beta^{2}\left(1+\sup _{z \in B\left(0, R_{V}\right)} \int_{1}^{\ell} \int_{\mathbb{R}^{2}} V(\sqrt{2} y)\left|\rho_{s}(y-z)-\rho_{s}(y-z+x)\right| \mathrm{d} y \mathrm{~d} s\right)
\end{aligned}
$$

Also, we have that for $y, z \in B\left(0, R_{V}\right)$ and $s \geq 1$,

$$
\begin{aligned}
\left|\rho_{s}(y-z)-\rho_{s}(y-z+x)\right| & =\rho_{s}(y-z)\left|1-\exp \left(-\frac{2\langle y-z, x\rangle+|x|^{2}}{2 s}\right)\right| \\
& \leq \frac{C}{s} \rho_{s}(y-z)\left(\exp \left(\frac{R_{V}^{2}}{s}\right)+|x|+|x|^{2}\right) \\
& \leq \frac{C}{s} \rho_{s}(y-z)\left(1+|x|^{2}\right)
\end{aligned}
$$

Since

$$
\int_{1}^{\ell} \int_{\mathbb{R}^{2}} V(\sqrt{2} y) \frac{1}{s} \rho_{s}(y-z) \mathrm{d} y \mathrm{~d} s \leq \int_{1}^{\ell} \int_{\mathbb{R}^{2}} s^{-2} V(\sqrt{2} y) \mathrm{d} y \mathrm{~d} s \leq 1
$$

we have

$$
\mathbb{E}\left[\left(\mathrm{E}_{x}\left[\Phi_{\ell}^{\beta_{\varepsilon}}\right]-\mathrm{E}_{0}\left[\Phi_{\ell}^{\beta_{\varepsilon}}\right]\right)^{2}\right] \leq C \beta^{2}\left(1+|x|^{2}\right)
$$

## 3 Proofs of Theorem 1.1

For fixed $t>0$ and for $u_{0} \in \mathfrak{C}$, let us define the martingale

$$
s \rightarrow \mathcal{W}_{s}(x)=\mathcal{W}_{s}^{\left(t, T, \hat{\beta}, u_{0}\right)}(x)=\mathrm{E}_{x}\left[\Phi_{s}^{\beta}(B) u_{0}\left(\frac{B_{t T}}{\sqrt{T}}\right)\right]
$$

with respect to the filtration $\left\{\mathcal{F}_{s}: 0 \leq s \leq t T\right\}$ associated to the white noise $\xi$. Then, it follows from the Feynman-Kac formula (see (1.15)) that for each $(t, x) \in[0, \infty) \times \mathbb{R}^{2}$

$$
\begin{equation*}
u_{\varepsilon}^{\left(T, \hat{\beta}, u_{0}\right)}(t, x) \stackrel{(d)}{=} \mathcal{W}_{t T}^{\left(t, T, \hat{\beta}, u_{0}\right)}(\sqrt{T} x) \tag{3.1}
\end{equation*}
$$

We omit some superscripts $t, T, \hat{\beta}$, and $u_{0}$ to make notations simple when they are easily understood from the contexts.

Since both $\left\|u_{0}^{-1}\right\|_{\infty}$ and $\left\|u_{0}\right\|_{\infty}$ are finite,

$$
\left\|u_{0}^{-1}\right\|_{\infty}^{-1} \mathcal{Z}_{s}(x) \leq \mathcal{W}_{s}(x) \leq\left\|u_{0}\right\|_{\infty} \mathcal{Z}_{s}(x)
$$

Hereafter, we use this without any comment.
Itô's formula yields that for each $x \in \mathbb{R}^{2}$,

$$
\begin{align*}
& \mathcal{W}_{s}^{\left(t, T, \hat{\beta}, u_{0}\right)}(x)=\bar{u}(t, x)+\int_{0}^{s} \mathrm{~d} \mathcal{W}_{u}^{\left(t, T, \hat{\beta}, u_{0}\right)}(x)  \tag{3.2}\\
& \mathcal{W}_{s}^{\left(t, T, \hat{\gamma}, v_{0}\right)}(x)=\bar{v}(t, x)+\int_{0}^{s} \mathrm{~d} \mathcal{W}_{u}^{\left(t, T, \hat{\gamma}, v_{0}\right)}(x) \tag{3.3}
\end{align*}
$$
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with
$\left\langle\mathcal{W}^{\left(\hat{\beta}, u_{0}\right)}(x), \mathcal{W}^{\left(\hat{\gamma}, v_{0}\right)}(y)\right\rangle_{s}=\int_{0}^{s} \beta \gamma \mathrm{E}_{x} \otimes \mathrm{E}_{y}\left[V\left(B_{u}-\widetilde{B}_{u}\right) \Phi_{u}^{\beta}(B) \Phi_{u}^{\gamma}(\widetilde{B}) u_{0}\left(\frac{B_{t T}}{\sqrt{T}}\right) v_{0}\left(\frac{\widetilde{B}_{t T}}{\sqrt{T}}\right)\right] \mathrm{d} u$,
for each $x, y \in \mathbb{R}^{2}$, where $\mathrm{E}_{x} \otimes \mathrm{E}_{y}$ denotes the expectation of two independent Brownian motions $B$ and $\widetilde{B}$ starting from $x$ and $y$.

Then, using Itô's formula, we see that for $F \in \mathfrak{F}, F\left(\mathcal{W}_{s}(x)\right)$ has the following semimartingale representation

$$
\begin{align*}
F\left(\mathcal{W}_{s}^{\left(\hat{\beta}, u_{0}\right)}(x)\right)=F(\bar{u}(t, x)) & +\int_{0}^{s} F^{\prime}\left(\mathcal{W}_{u}^{\left(\hat{\beta}, u_{0}\right)}(x)\right) \mathrm{d} \mathcal{W}_{u}^{\left(\hat{\beta}, u_{0}\right)}(x) \\
& +\frac{1}{2} \int_{0}^{s} F^{\prime \prime}\left(\mathcal{W}_{u}^{\left(\hat{\beta}, u_{0}\right)}(x)\right) \mathrm{d}\left\langle\mathcal{W}^{\left(\hat{\beta}, u_{0}\right)}(x)\right\rangle_{u} \tag{3.5}
\end{align*}
$$

and we denote by

$$
\begin{align*}
& G_{s}^{\left(t, T, F, \hat{\beta}, u_{0}\right)}(x)=G_{s}(x)=\int_{0}^{s} F^{\prime}\left(\mathcal{W}_{u}^{\left(\hat{\beta}, u_{0}\right)}(x)\right) \mathrm{d} \mathcal{W}_{u}^{\left(\hat{\beta}, u_{0}\right)}(x),  \tag{3.6}\\
& H_{s}^{\left(t, T, F, \hat{\beta}, u_{0}\right)}(x)=H_{s}(x)=\int_{0}^{s} F^{\prime \prime}\left(\mathcal{W}_{u}^{\left(\hat{\beta}, u_{0}\right)}(x)\right) \mathrm{d}\left\langle\mathcal{W}^{\left(\hat{\beta}, u_{0}\right)}(x)\right\rangle_{u} \tag{3.7}
\end{align*}
$$

First, we will prove the fluctuations of the martingale parts converge to centered Gaussian random variables.
Proposition 3.1. Suppose $u_{0}^{(1)}, \cdots, u_{0}^{(n)} \in \mathfrak{C}, \hat{\beta}^{(1)}, \cdots, \hat{\beta}^{(n)} \in(0,1)$ and $F_{1}, \cdots, F_{n} \in \mathfrak{F}$.
For any test functions $f_{1}, \cdots, f_{n} \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)$ and $t \geq 0$, as $\varepsilon \rightarrow 0$

$$
\begin{equation*}
\left\{\frac{1}{\beta_{\varepsilon}^{(i)}} \int_{\mathbb{R}^{2}} f_{i}(x) G_{T_{\varepsilon} t}^{\left(t, T_{\varepsilon}, F_{i}, \hat{\beta}^{(i)}, u_{0}^{(i)}\right)}\left(\sqrt{T_{\varepsilon}} x\right) \mathrm{d} x\right\}_{i=1, \cdots, n} \stackrel{(d)}{\longrightarrow}\left\{\mathscr{U}\left(t, f_{i}, F_{i}, \hat{\beta}^{(i)}, u_{0}^{(i)}\right)\right\}_{i=1, \cdots, n} \tag{3.8}
\end{equation*}
$$

where $\left\{\mathscr{U}\left(t, f_{i}, F_{i}, \hat{\beta}^{(i)}, u_{0}^{(i)}\right)\right\}_{i=1, \cdots, n}$ are centered Gaussian random variables with covariance given by (1.9) at $t_{i}=t_{j}=t$.

Then, we will prove that the Itô correction terms are negligible in the limit:
Proposition 3.2. For any $t>0, \hat{\beta} \in(0,1), u_{0} \in \mathfrak{C}$ and $F \in \mathfrak{F}$, as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\frac{1}{\beta_{\varepsilon}} \int_{\mathbb{R}^{2}} f(x)\left(H_{T_{\varepsilon} t}^{(F)}\left(\sqrt{T_{\varepsilon}} x\right)-\mathbb{E}\left[H_{T_{\varepsilon} t}^{(F)}\left(\sqrt{T_{\varepsilon}} x\right)\right]\right) \xrightarrow{L^{1}} 0 . \tag{3.9}
\end{equation*}
$$

Proposition 3.1 and Proposition 3.2 combined with (3.1) and (3.5) imply Theorem 1.1 for 1-dimensional in time. Thus, Gaussian limit comes from the martingale part of $\int f(x) F\left(\mathcal{W}_{s}\left(\sqrt{T_{\varepsilon}} x\right)\right) \mathrm{d} x$.

### 3.1 Proof of Proposition 3.1 and heuristics

First, we introduce the key theorem to prove the convergence of martingale to Gaussian process in this paper:

Theorem 3.3. [JS87, Theorem 3.11 in Chap. 8], [EK86, Theorem 1.4 in Chap. 7]
For each $n \geq 1$, let $\mathcal{F}^{n}=\left\{\mathcal{F}_{t}^{n}: t \geq 0\right\}$ be a filtration and let $X^{(n)}=\left(X_{t}^{(n, d)}, \ldots, X_{t}^{(n, d)}\right)$ be an $\mathbb{R}^{d}$-valued continuous $\mathcal{F}^{n}$-martingale with $X_{0}^{(n)}=0$. Suppose that there exists a $d \times d$ positive definite matrix-valued continuous function $c=\left\{c_{i j}(t)\right\}_{i, j=1}^{d}$ such that for each $t \geq 0,\left\langle X^{(n, i)}, X^{(n, j)}\right\rangle_{t} \rightarrow c_{i j}(t)$ in probability. Then, $X^{(n)} \xrightarrow{(d)} X$, where $X=$ $\left(X_{t}^{(1)}, \cdots, X_{t}^{(d)}\right)$ is an $\mathbb{R}^{d}$-valued Gaussian process with $\left\langle X^{(i)}, X^{(j)}\right\rangle_{t}=c_{i j}(t)$.
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Remark 3.4. Theorem 3.3 is simplified from the original one for our convenience.
Thus, it suffices to focus our analysis on the cross-variation of martingales.
In the following, we give a heuristic idea of the proof of Proposition 3.1 and we will discuss only the quadratic variation because it is easy to modify the following argument to the cross-variation. Also, we fix $\hat{\beta} \in(0,1)$ and omit the superscript $\hat{\beta}$ in notations when it is clear from the context.

We fix $\delta \in\left(0, \frac{1}{100}\right)$ arbitrary. By the local limit theorem (Theorem 2.10), we may expect that for large $s$,

$$
\begin{align*}
\mathcal{W}_{s}(x) & =\mathrm{E}_{x}\left[\Phi_{s} u_{0}\left(\frac{B_{t T}}{\sqrt{T}}\right)\right] \\
& =\int_{\mathbb{R}^{2}} \rho_{s}(z-x) \mathrm{E}_{0, x}^{s, z}\left[\Phi_{s}\right] \mathrm{E}_{z}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right] \mathrm{d} z  \tag{3.10}\\
& \approx \int_{\mathbb{R}^{2}} \rho_{s}(z-x) \mathcal{Z}_{s \ell(T)}(x) \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}(z) \mathrm{E}_{z}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right] \mathrm{d} z
\end{align*}
$$

where we set

$$
\begin{equation*}
\ell(T)=\exp \left(-(\log T)^{\frac{1}{2}-\delta}\right) \tag{3.11}
\end{equation*}
$$

Here, we choose $\ell(T)$ such that the last integrals in (3.37) in the proof of Lemma 3.16 tends to 0 .

Moreover, one may expect that the last term of (3.10) is approximated in some sense by

$$
\begin{equation*}
\mathcal{Z}_{s \ell(T)}(x) \int_{\mathbb{R}^{2}} \rho_{s}(z-x) \mathbb{E}\left[\overleftarrow{\mathcal{Z}}_{s, s \ell(T)}(z)\right] \mathrm{E}_{z}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right] \mathrm{d} z=\mathcal{Z}_{s \ell(T)}(x) \bar{u}\left(t, T^{-\frac{1}{2}} x\right), \tag{3.12}
\end{equation*}
$$

since $\mathbb{E}\left[\overleftarrow{\mathcal{Z}}_{s, s \ell(T)}(z)\right]=1$ and Lemma 2.16 may imply that $\left(\overleftarrow{\mathcal{Z}}_{s, s \ell(T)}(x)\right)_{x \in \mathbb{R}^{2}}$ are asymptotically independent and homogenization occurs.

Therefore, one may observe for $F \in \mathfrak{F}$ that for large $s$

$$
\begin{align*}
& F^{\prime}\left(\mathcal{W}_{s}(x)\right) \mathrm{d} \mathcal{W}_{s}(x) \\
& =\beta F^{\prime}\left(\mathcal{W}_{s}(x)\right) \int_{\mathbb{R}^{2}} \xi(\mathrm{~d} s, \mathrm{~d} b) \mathrm{E}_{x}\left[\phi\left(B_{s}-b\right) \Phi_{s} u_{0}\left(\frac{B_{t T}}{\sqrt{T}}\right)\right] \\
& =\beta F^{\prime}\left(\mathcal{W}_{s}(x)\right) \int_{\mathbb{R}^{2}} \xi(\mathrm{~d} s, \mathrm{~d} b) \int_{\mathbb{R}^{2}} \rho_{s}(z-x) \phi(z-b) \mathrm{E}_{0, x}^{s, z}\left[\Phi_{s}\right] \mathrm{E}_{z}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right] \mathrm{d} z \\
& \approx \beta F^{\prime}\left(\mathcal{Z}_{s \ell(T)}(x) \bar{u}\left(t, T^{-\frac{1}{2}} x\right)\right) \mathcal{Z}_{s \ell(T)}(x) \\
& \quad \quad \quad \int_{\mathbb{R}^{2}} \xi(\mathrm{~d} s, \mathrm{~d} b) \int_{\mathbb{R}^{2}} \rho_{s}(z-x) \phi(z-b) \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}(z) \mathrm{E}_{z}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right] \mathrm{d} z \tag{3.13}
\end{align*}
$$

where we have used (3.12) and the local limit theorem in the third line. We denote by

$$
I_{s}^{(T)}(x)=I_{s}^{\left(t, T, F, \hat{\beta}, u_{0}\right)}(x)=F^{\prime}\left(\mathcal{Z}_{s \ell(T)}^{\beta}(\sqrt{T} x) \bar{u}(t, x)\right) \mathcal{Z}_{s \ell(T)}^{\beta}(\sqrt{T} x) .
$$

Thus, we may approximate the cross variation of $F^{\prime}\left(\mathcal{W}_{s}(x)\right) \mathrm{d} \mathcal{W}(x)$ as

$$
\begin{aligned}
& F^{\prime}\left(\mathcal{W}_{s}(x)\right) F^{\prime}\left(\mathcal{W}_{s}(y)\right) \mathrm{d}\langle\mathcal{W}(x), \mathcal{W}(y)\rangle_{s} \\
& =\mathrm{d} s \beta^{2} F^{\prime}\left(\mathcal{W}_{s}(x)\right) F^{\prime}\left(\mathcal{W}_{s}(y)\right) \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} z_{1} \mathrm{~d} z_{2} \rho_{s}\left(x, z_{1}\right) \rho_{s}\left(y, z_{2}\right) V\left(z_{1}-z_{2}\right) \mathrm{E}_{0, x}^{s, z_{1}}\left[\Phi_{s}\right] \mathrm{E}_{0, y}^{s, z_{2}}\left[\Phi_{s}\right]
\end{aligned}
$$
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$$
\begin{aligned}
& \times \mathrm{E}_{z_{1}}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right] \mathrm{E}_{z_{2}}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right] \\
& \approx \mathrm{d} s \beta^{2} F^{\prime}\left(\mathcal{Z}_{s \ell(T)}(x) \bar{u}\left(t, T^{-\frac{1}{2}} x\right)\right) F^{\prime}\left(\mathcal{Z}_{s \ell(T)}(y) \bar{u}\left(t, T^{-\frac{1}{2}} y\right)\right) \mathcal{Z}_{s \ell(T)}(x) \mathcal{Z}_{s \ell(T)}(y) \\
& \times \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} z_{1} \mathrm{~d} z_{2} \rho_{s}\left(x, z_{1}\right) \rho_{s}\left(y, z_{2}\right) V\left(z_{1}-z_{2}\right) \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}\left(z_{1}\right) \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}\left(z_{2}\right) \\
& \times \mathrm{E}_{z_{1}}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right] \mathrm{E}_{z_{2}}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right]
\end{aligned}
$$

where we have used (3.13) in the approximation. Changing the variables as $s=T \sigma$, $x=\sqrt{T} x^{\prime}$, and $y=\sqrt{T} y^{\prime}$, this is equal to

$$
\begin{aligned}
& \mathrm{d} \sigma \beta^{2} I_{s}^{(T)}\left(x^{\prime}\right) I_{s}^{(T)}\left(y^{\prime}\right) \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} z \mathrm{~d} w \rho_{\sigma}\left(x^{\prime}, z\right) \rho_{\sigma}\left(y^{\prime}, z-T^{-\frac{1}{2}} w\right) V(w) \\
& \quad \times \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}(\sqrt{T} z) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}(\sqrt{T} z-w) \bar{u}(t-\sigma, z) \bar{u}\left(t-\sigma, z-T^{-\frac{1}{2}} w\right)
\end{aligned}
$$

Also, neglecting $T^{-1 / 2} w$, we may approximate it by

$$
\mathrm{d} \sigma \beta^{2} I_{T \sigma}^{(T)}\left(x^{\prime}\right) I_{T \sigma}^{(T)}\left(y^{\prime}\right) \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} z \mathrm{~d} w \rho_{\sigma}\left(x^{\prime}, z\right) \rho_{\sigma}\left(y^{\prime}, z\right) V(w) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}(\sqrt{T} z)^{2} \bar{u}(t-\sigma, z)^{2}
$$

Roughly speaking, $\overleftarrow{\mathcal{Z}}(\sqrt{T} z)$ and $\overleftarrow{\mathcal{Z}}\left(\sqrt{T} z^{\prime}\right)$ are independent if the distance between $z$ and $z^{\prime}$ is sufficiently large. So integrating with respect to $z$, the law of large numbers can be applied and $\overleftarrow{\mathcal{Z}}^{2}$ would be replaced by $\mathbb{E}\left[\overleftarrow{\mathcal{Z}}^{2}\right]$ so that the cross variation $F^{\prime}\left(\mathcal{W}_{s}(x)\right) \mathrm{d} \mathcal{W}(x)$ would be approximated by

$$
\mathrm{d} \sigma \beta^{2} I_{T \sigma}^{(T)}\left(x^{\prime}\right) I_{T \sigma}^{(T)}\left(y^{\prime}\right) \int_{\mathbb{R}^{2}} \mathrm{~d} z \rho_{\sigma}\left(x^{\prime}, z\right) \rho_{\sigma}\left(y^{\prime}, z\right) \mathbb{E}\left[\overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}(\sqrt{T} z)^{2}\right] \bar{u}(t-\sigma, z)^{2}
$$

Thus, the quadratic variation of $\frac{1}{\beta_{\varepsilon}} \int_{\mathbb{R}^{2}} f(x) G_{s T}(x) \mathrm{d} x$ would be approximated as

$$
\begin{aligned}
& \int_{0}^{s T} \int_{\left(\mathbb{R}^{2}\right)^{2}} f(x) f(y) F^{\prime}\left(\mathcal{W}_{u}(\sqrt{T} x)\right) F^{\prime}\left(\mathcal{W}_{u}(\sqrt{T} y)\right) \mathrm{d}\langle\mathcal{W}(\sqrt{T} x), \mathcal{W}(\sqrt{T} y)\rangle_{u} \\
& \approx \int_{s T} \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y f(x) f(y) I_{s}^{(T)}\left(x^{\prime}\right) I_{s}^{(T)}\left(y^{\prime}\right) \\
& \quad \times \int_{\mathbb{R}^{2}} \mathrm{~d} z \rho_{\sigma}\left(x^{\prime}, z\right) \rho_{\sigma}\left(y^{\prime}, z\right) \mathbb{E}\left[\overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}(z)^{2}\right] \bar{u}(t-\sigma, z)^{2}
\end{aligned}
$$

Moreover, $F^{\prime}(\mathcal{Z} \bar{u}) \mathcal{Z}$ terms in $I_{s}^{(T)}(\cdot)$ would be replaced by its expectations in the same manner.

Due to (1.10) and (2.5), we have

$$
\begin{align*}
& \int_{0}^{s T} \int_{\left(\mathbb{R}^{2}\right)^{2}} f(x) f(y) F^{\prime}\left(\mathcal{W}_{u}(\sqrt{T} x)\right) F^{\prime}\left(\mathcal{W}_{u}(\sqrt{T} y)\right) \mathrm{d}\langle\mathcal{W}(\sqrt{T} x), \mathcal{W}(\sqrt{T} y)\rangle_{u} \\
& \approx \frac{1}{1-\hat{\beta}^{2}} \mathbb{E}\left[F^{\prime}\left(e^{X_{\hat{\beta}}-\frac{1}{2} \sigma^{2}(\hat{\beta})} \bar{u}(t, x)\right) e^{X_{\hat{\beta}}-\frac{1}{2} \sigma^{2}(\hat{\beta})}\right] \mathbb{E}\left[F^{\prime}\left(e^{X_{\hat{\beta}}-\frac{1}{2} \sigma^{2}(\hat{\beta})} \bar{u}(t, y)\right) e^{X_{\hat{\beta}}-\frac{1}{2} \sigma^{2}(\hat{\beta})}\right] \\
& \times \int_{0}^{s} \mathrm{~d} \sigma \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y f(x) f(y) \int_{\mathbb{R}^{2}} \mathrm{~d} z \rho_{\sigma}(x, z) \rho_{\sigma}(y, z) \bar{u}(t-\sigma, z)^{2} \tag{3.14}
\end{align*}
$$

and Theorem 3.3 implies that the limit process is a Gaussian process with covariance function (3.14).
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To make this rough idea rigorous, we introduce a martingale increment $\mathrm{d} \mathcal{M}_{s}^{\left(t, T, F, \widehat{\beta}, u_{0}\right)}$ $(x)$ for fixed $t>0, x \in \mathbb{R}^{2}, \hat{\beta} \in(0,1), F \in \mathfrak{F}$, and $u_{0} \in \mathfrak{C}$ as

$$
\begin{align*}
& \mathrm{d} \mathcal{M}_{s}(x)=\mathrm{d} \mathcal{M}_{s}^{\left(t, T, F, \beta, u_{0}\right)} \\
& =\beta F^{\prime}\left(\mathcal{Z}_{s \ell(T)}^{\beta}(x) \bar{u}\left(t, T^{-\frac{1}{2}} x\right)\right) \mathcal{Z}_{s \ell(T)}^{\beta}(x) \\
& \quad \times \int_{\mathbb{R}^{2}} \xi(\mathrm{~d} s, \mathrm{~d} b) \int_{\mathbb{R}^{2}} \rho_{s}(z-x) \phi(z-b) \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}^{\beta}(z) \mathrm{E}_{z}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right] \mathrm{d} z, \tag{3.15}
\end{align*}
$$

and set

$$
\mathcal{M}_{s}(x)=\mathcal{M}_{s}^{\left(t, T, F, \beta, u_{0}\right)}(x):= \begin{cases}\int_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}^{s} \mathrm{~d} \mathcal{M}_{u}(x) & \left(s \geq t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)\right) \\ 0 & \left(0 \leq s \leq t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)\right)\end{cases}
$$

Heuristically, $d \mathcal{M}_{s}(x)$ is an approximation of $d G_{s}(x)$ following (3.13).
The following proposition computes the covariances of $\mathcal{M}_{s}$ :
Proposition 3.5. Suppose $u_{0}^{(1)}, \cdots, u_{0}^{(n)} \in \mathfrak{C}, \hat{\beta}^{(1)}, \cdots, \hat{\beta}^{(n)} \in(0,1)$ and $F_{1}, \cdots, F_{n} \in \mathfrak{F}$.
For any test function $f_{1}, \cdots, f_{n} \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)$, as $\varepsilon \rightarrow 0$

$$
\begin{equation*}
\frac{1}{\beta_{\varepsilon}^{(i)}} \int_{\mathbb{R}^{2}} f_{i}(x) \mathcal{M}_{T_{\varepsilon} t}^{(i)}\left(\sqrt{T_{\varepsilon}} x\right) \mathrm{d} x \xrightarrow{(d)} \mathscr{U}\left(t, f_{i}, F_{i}, \hat{\beta}^{(i)}, u_{0}^{(i)}\right) . \tag{3.16}
\end{equation*}
$$

The following proposition states that $\mathrm{d} G_{s}(x)$ can be replaced by $\mathrm{d} \mathcal{M}_{s}(x)$, which concludes the proof of Proposition 3.1:
Proposition 3.6. For any test function $f$ and $s>0$,

$$
\frac{1}{\beta_{\varepsilon}} \mathbb{E}\left[\left|\int_{\mathbb{R}^{2}} f(x)\left(G_{s T_{\varepsilon}}^{\left(t, T, F, \beta, u_{0}\right)}\left(\sqrt{T_{\varepsilon}} x\right)-\mathcal{M}_{s T_{\varepsilon}}^{\left(t, T, F, \beta, u_{0}\right)}\left(\sqrt{T_{\varepsilon}} x\right)\right) \mathrm{d} x\right|\right] \rightarrow 0
$$

as $\varepsilon \rightarrow 0$.
The proof of Proposition 3.5 is given in the following subsection and the proof of Proposition 3.6 is given in Subsection 3.3.

### 3.2 Proof of Proposition 3.5

We will focus only on the quadratic variation of $G_{s T}(x \sqrt{T})$ to make our arguments simple. Readers can easily replace the quadratic variation by the cross variation.

To prove Proposition 3.5, we will show the following two lemmas:
Lemma 3.7. Let $0<\tau_{0} \leq \tau \leq t$. Then, as $\varepsilon \rightarrow 0$,

$$
\begin{align*}
& \frac{1}{\beta_{\varepsilon}^{2}} \int_{T_{\varepsilon} \tau_{0}}^{T_{\varepsilon} \tau} \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y f(x) f(y) \mathrm{d}\left\langle\mathcal{M}\left(x_{T_{\varepsilon}}\right), \mathcal{M}\left(y_{T_{\varepsilon}}\right)\right\rangle_{s} \\
& \xrightarrow{L^{1}} \frac{1}{1-\hat{\beta}^{2}} \int_{\tau_{0}}^{\tau} \mathrm{d} s \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y f(x) f(y) I(x) I(y) \int_{\mathbb{R}^{2}} \mathrm{~d} z \rho_{\sigma}(x-z) \rho_{\sigma}(y-z) \bar{u}(t-\sigma, z)^{2}, \tag{3.17}
\end{align*}
$$

where we set $x_{T_{\varepsilon}}=x \sqrt{T_{\varepsilon}}$ for $x \in \mathbb{R}^{2}$ and $I(x)=I^{\left(t, F, \hat{\beta}, u_{0}\right)}(x)$ is defined by (1.11).
Lemma 3.7 with Theorem 3.3 implies that the centered martingale ( $\int_{\mathbb{R}^{2}} \frac{1}{\beta} f(x)$ $\left.\left(\mathcal{M}_{T \tau}\left(x_{T}\right)-\mathcal{M}_{T \tau_{0}}\left(x_{T}\right)\right) \mathrm{d} x\right)_{\tau_{0} \leq \tau<t}$ converges in distribution to a Gaussian process with covariance given by the RHS of (3.17).
Lemma 3.8.

$$
\begin{equation*}
\lim _{\tau_{0} \rightarrow 0} \varlimsup_{\varepsilon \rightarrow 0} \mathbb{E}\left[\frac{1}{\beta_{\varepsilon}^{2}}\left(\int f(x) \mathcal{M}_{T_{\varepsilon} \tau_{0}}\left(x_{T_{\varepsilon}}\right) \mathrm{d} x\right)^{2}\right]=0 . \tag{3.18}
\end{equation*}
$$

Letting $\tau_{0} \rightarrow 0$ and $\tau=t$, the RHS of (3.17) is exactly the covariance function of the Gaussian process $\mathscr{U}_{t}\left(f, F, \hat{\beta}, u_{0}\right)$. Combining it with Lemma 3.8 implies Proposition 3.5.
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### 3.2.1 Proof of Lemma 3.7

The proof of Lemma 3.7 is divided into several steps.
Recall that $x_{T}=\sqrt{T} x$. We can write by the Markov property and (3.4) that

$$
\begin{array}{rl}
\frac{1}{\beta^{2}} \int_{T \tau_{0}}^{T \tau} \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y f(x) f(y) \mathrm{d}\left\langle\mathcal{M}\left(x_{T}\right), \mathcal{M}\left(y_{T}\right)\right\rangle_{s} \mathrm{~d} x \mathrm{~d} y \\
=\int_{T \tau_{0}}^{T \tau} \mathrm{~d} & s \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y f(x) f(y) I_{s}^{(T)}(x) I_{s}^{(T)}(y) \\
& \quad \times \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} z_{1} \mathrm{~d} z_{2} \rho_{s}\left(z_{1}-x_{T}\right) \rho_{s}\left(z_{2}-y_{T}\right) V\left(z_{1}-z_{2}\right) \\
& \times \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}\left(z_{1}\right) \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}\left(z_{2}\right) \mathrm{E}_{z_{1}}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right] \mathrm{E}_{z_{2}}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right] \\
=T \int_{\tau_{0}}^{\tau} \mathrm{d} \sigma \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y f(x) f(y) I_{T \sigma}^{(T)}(x) I_{T \sigma}^{(T)}(y) \\
& \quad \times \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} z \mathrm{~d} w \rho_{\sigma}(z-x) \rho_{\sigma}(w-y) V\left(z_{T}-w_{T}\right) \\
\quad \times \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(z_{T}\right) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}\right) \bar{u}(t-\sigma, z) \bar{u}(t-\sigma, w) .
\end{array}
$$

We define for $x, y \in \mathbb{R}^{2}$ and $\tau_{0} \leq \sigma \leq \tau$

$$
\begin{aligned}
\Psi_{\sigma}^{T}(x, y)= & T \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} z \mathrm{~d} w \rho_{\sigma}(z-x) \rho_{\sigma}(w-y) V\left(z_{T}-w_{T}\right) \\
& \quad \times \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(z_{T}\right) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}\right) \bar{u}(t-\sigma, z) \bar{u}(t-\sigma, w)
\end{aligned}
$$

Lemma 3.9. For each $x, y \in \mathbb{R}^{2}, \sigma \in\left[\tau_{0}, \tau\right]$,

$$
\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[\left|\Psi_{\sigma}^{T_{\varepsilon}}(x, y)-\Psi_{\sigma}(x, y)\right|\right]=0
$$

where

$$
\Psi_{\sigma}(x, y)=\frac{1}{1-\hat{\beta}^{2}} \int_{\mathbb{R}^{2}} \mathrm{~d} w \rho_{\sigma}(w-x) \rho_{\sigma}(w-y) \bar{u}(t-\sigma, z)^{2} .
$$

Combining this with Lemma 2.9 and (1.7), we can see by the dominated convergence theorem that

$$
\begin{aligned}
& \mathbb{E}\left[\int_{\tau_{0}}^{\tau} \mathrm{d} \sigma \int_{\left(\mathbb{R}^{2}\right)^{2}}\left|f(x) f(y) I_{\sigma T}^{(T)}(x) I_{\sigma T}^{(T)}(y)\right|\left|\Psi_{\sigma}^{T}(x, y)-\Psi_{\sigma}(x, y)\right|\right] \\
& =\int_{\tau_{0}}^{\tau} \mathrm{d} \sigma \int_{\left(\mathbb{R}^{2}\right)^{2}}|f(x) f(y)| \mathbb{E}\left[\left|I_{\sigma T}^{(T)}(x) I_{\sigma T}^{(T)}(y)\right|\right] \mathbb{E}\left[\left|\Psi_{\sigma}^{T}(x, y)-\Psi_{\sigma}(x, y)\right|\right] \rightarrow 0 .
\end{aligned}
$$

Lemma 3.10. For any test function $f \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)$,

$$
\begin{aligned}
& \int_{\tau_{0}}^{\tau} \mathrm{d} \sigma \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y f(x) f(y) I_{\sigma T_{\varepsilon}}^{\left(T_{\varepsilon}\right)}(x) I_{\sigma T_{\varepsilon}}^{\left(T_{\varepsilon}\right)}(y) \Psi_{\sigma}(x, y) \\
& \approx_{L^{1}} \int_{\tau_{0}}^{\tau} \mathrm{d} \sigma \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y f(x) f(y) I(x) I(y) \Psi_{\sigma}(x, y),
\end{aligned}
$$

as $\varepsilon \rightarrow 0$, where the $\approx_{L^{p}}$ sign means that the difference between the left and the right sides goes to 0 in $L^{p}$-sense.
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Proof of Lemma 3.9. (Step 1) We first prove that for each $x, y \in \mathbb{R}^{2}$ and $\sigma \in\left[\tau_{0}, \tau\right]$,

$$
\begin{align*}
\Psi_{\sigma}^{T}(x, y) & \approx_{L^{1}} \int_{\mathbb{R}^{2}} \mathrm{~d} w \mathrm{~d} v \rho_{\sigma}(w-x) \rho_{\sigma}(w-y) V(v) \overleftarrow{\mathcal{Z}}_{T \sigma, \ell(T \sigma)}\left(w_{T}\right)^{2} \bar{u}(t-\sigma, w)^{2}  \tag{3.19}\\
& =\int_{\mathbb{R}^{2}} \mathrm{~d} w \rho_{\sigma}(w-x) \rho_{\sigma}(w-y) \overleftarrow{\mathcal{Z}}_{T \sigma, \ell(T \sigma)}\left(w_{T}\right)^{2} \bar{u}(t-\sigma, w)^{2}
\end{align*}
$$

Letting $z=w+\frac{v}{\sqrt{T}}$,

$$
\begin{array}{rl}
\Psi_{\sigma}^{T}(x, y)=\int_{\left(\mathbb{R}^{2}\right)^{2}} & \mathrm{~d} w \mathrm{~d} v \rho_{\sigma}(w-y) V(v) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}\right) \bar{u}(t-\sigma, w) \\
\quad \times \rho_{\sigma}\left(w+\frac{v}{\sqrt{T}}-x\right) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}+v\right) \bar{u}\left(t-\sigma, w+\frac{v}{\sqrt{T}}\right)
\end{array}
$$

We note that

$$
\begin{aligned}
& \left\lvert\, \rho_{\sigma}\left(w+\frac{v}{\sqrt{T}}-x\right) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}+v\right) \bar{u}\left(t-\sigma, w+\frac{v}{\sqrt{T}}\right)\right. \\
& \quad-\rho_{\sigma}(w-x) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}\right) \bar{u}(t-\sigma, w) \mid \\
& \leq\left|\rho_{\sigma}\left(w+\frac{v}{\sqrt{T}}-x\right)-\rho_{\sigma}(w-x)\right| \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}+v\right) \bar{u}\left(t-\sigma, w+\frac{v}{\sqrt{T}}\right) \\
& \quad+\rho_{\sigma}(w-x)\left|\overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}+v\right)-\overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}\right)\right| \bar{u}(t-\sigma, w) \\
& \quad+\rho_{\sigma}(w-x) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}\right)\left|\bar{u}\left(t-\sigma, w+\frac{v}{\sqrt{T}}\right)-\bar{u}(t-\sigma, w)\right|,
\end{aligned}
$$

all of which converge to 0 as $T \rightarrow \infty$ uniformly for $v \in \operatorname{supp}(V)$ in $L^{1}$ by Lemma 2.16 and continuity of $\rho_{\sigma}(\cdot)$ and $\bar{u}(t-\sigma, \cdot)$. Since $\bar{u}$ and $\rho_{\sigma}$ is bounded for $\sigma \in\left[\tau_{0}, \tau\right]$, using (2.5) and $\int V(v) \mathrm{d} v=1$, we have (3.19) by the dominated convergence theorem.

Since we have $\overleftarrow{\mathcal{Z}}_{s, s \ell(T)}(w) \stackrel{(d)}{=} \mathcal{Z}_{s \ell(T)}(w)$ for each $w \in \mathbb{R}^{2}$ and $s>0$, it is enough from (2.5) to show that for each $\sigma \in\left[\tau_{0}, \tau\right]$ and $x, y \in \mathbb{R}^{2}$,

$$
\begin{align*}
& \int_{\mathbb{R}^{2}} \mathrm{~d} w \rho_{\sigma}(w-x) \rho_{\sigma}(w-y) \mathcal{Z}_{T \sigma \ell(T)}\left(w_{T}\right)^{2} \bar{u}(t-\sigma, w)^{2} \\
& \approx_{L^{1}} \int_{\mathbb{R}^{2}} \mathrm{~d} w \rho_{\sigma}(w-x) \rho_{\sigma}(w-y) \mathbb{E}\left[\mathcal{Z}_{T \sigma \ell(T)}\left(w_{T}\right)^{2}\right] \bar{u}(t-\sigma, w)^{2} . \tag{3.20}
\end{align*}
$$

(Step 2) We prove that for each $\sigma \in\left[\tau_{0}, \tau\right]$ and $w \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\mathbb{E}\left[\left(\mathcal{Z}_{T \sigma \ell(T)}\left(w_{T}\right)\right)^{2}-\left(\left(\widetilde{\mathcal{Z}}_{T \sigma \ell(T), \ell^{\prime}(\sigma, T)}\left(w_{T}\right)\right)^{2} \wedge(\ell(T))^{-\frac{1}{2}}\right)\right] \rightarrow 0 \tag{3.21}
\end{equation*}
$$

where we define for $t \geq 0, r>0, z \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\widetilde{\mathcal{Z}}_{t, r}(z)=\widetilde{\mathcal{Z}}_{t, r}^{\beta}(z)=\mathrm{E}_{z}\left[\Phi_{t}^{\beta}(B): \mathrm{F}_{t, r}(B, z)\right] \tag{3.22}
\end{equation*}
$$

and $\mathrm{F}_{t, r}(B, z)$ is the event that Brownian motion $B$ does not escape from the open ball $B(z, r)=\left\{x \in \mathbb{R}^{2}:|x-y|<r\right\}$ up to time $t$;

$$
\mathrm{F}_{t, r}(B, z)=\left\{B_{s} \in B(z, r) \text { for any } s \in[0, t]\right\}
$$

and we set

$$
\begin{equation*}
\ell^{\prime}(\sigma, T)=\sqrt{T \sigma} \ell(T)^{\frac{1}{4}} . \tag{3.23}
\end{equation*}
$$
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Also, we denote by $\mathcal{V}_{T, \sigma}^{\beta}(w)=\left(\widetilde{\mathcal{Z}}_{\left(T \sigma \ell(T), \ell^{\prime}(\sigma, T)\right)}^{\beta}\left(w_{T}\right)\right)^{2} \wedge(\ell(T))^{-\frac{1}{2}}$ for simplicity. The cut-off in the definition of $\widetilde{\mathcal{Z}}$ is introduced so that $\widetilde{\mathcal{Z}}_{t, r}(z)$ and $\widetilde{\mathcal{Z}}_{t, r}\left(z^{\prime}\right)$ are independent if $\left|z-z^{\prime}\right|>2 r+2 R_{\phi}$. We find

$$
\begin{aligned}
& \mathbb{E}\left[\left(\mathcal{Z}_{T \sigma \ell(T)}\left(w_{T}\right)\right)^{2}-\mathcal{V}_{T, \sigma}^{\beta}(w)\right] \\
& \leq \mathbb{E}\left[\left(\mathcal{Z}_{T \sigma \ell(T)}\left(w_{T}\right)\right)^{2}-\left(\widetilde{\mathcal{Z}}_{T \sigma \ell(T), \ell^{\prime}(\sigma, T)}\left(w_{T}\right)\right)^{2}\right] \\
& +\mathbb{E}\left[\left(\widetilde{\mathcal{Z}}_{T \sigma \ell(T), \ell^{\prime}(\sigma, T)}\left(w_{T}\right)\right)^{2}:\left(\widetilde{\mathcal{Z}}_{T \sigma \ell(T), \ell^{\prime}(\sigma, T)}\left(w_{T}\right)\right)^{2} \geq(\ell(T))^{-\frac{1}{2}}\right]
\end{aligned}
$$

and the last term tends to 0 as $T \rightarrow \infty$ and thus $\ell(T) \rightarrow 0$ by Lemma 2.5. Furthermore, the Cauchy-Schwarz inequality gives

$$
\begin{aligned}
& \mathbb{E}\left[\left(\mathcal{Z}_{T \sigma \ell(T)}\left(w_{T}\right)\right)^{2}-\left(\widetilde{\mathcal{Z}}_{T \sigma \ell(T), \ell^{\prime}(\sigma, T)}\left(w_{T}\right)\right)^{2}\right] \\
& \leq 4 \mathbb{E}\left[\left(\mathcal{Z}_{T \sigma \ell(T)}\left(w_{T}\right)\right)^{2}\right] \mathbb{E}\left[\mathrm{E}_{w_{T}}\left[\Phi_{T \sigma \ell(T)}(B): \mathrm{F}_{T \sigma \ell(T), \ell^{\prime}(\sigma, T)}\left(B, w_{T}\right)^{c}\right]^{2}\right]
\end{aligned}
$$

and this is bounded from above due to a similiar computation to (2.4) and Lemma 2.1 by

$$
\begin{equation*}
C \mathrm{E}_{w_{T}} \otimes \mathrm{E}_{w_{T}}\left[\exp \left(\beta^{2} \int_{0}^{T \sigma \ell(T)} V\left(B_{s}-B_{s}^{\prime}\right) \mathrm{d} s\right): \mathrm{F}_{T \sigma \ell(T), \ell^{\prime}(\sigma, T)}\left(B, w_{T}\right)^{c}\right] \tag{3.24}
\end{equation*}
$$

Also, it is easy to see from Hölder's inequality for $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$ that (3.24) is bounded from above by

$$
\begin{aligned}
& C \mathrm{E}_{w_{T}} \otimes \mathrm{E}_{w_{T}}\left[\exp \left(\beta^{2} p \int_{0}^{T \sigma \ell(T)} V\left(B_{s}-B_{s}^{\prime}\right) \mathrm{d} s\right)\right]^{1 / p} \mathrm{P}_{w_{T}}\left(\mathrm{~F}_{T \sigma \ell(T), \ell^{\prime}(\sigma, T)}\left(B, w_{T}\right)^{c}\right)^{1 / q} \\
& \leq C \mathrm{P}_{w_{T}}\left(\mathrm{~F}_{T \sigma \ell(T), \ell^{\prime}(\sigma, T)}\left(B, w_{T}\right)^{c}\right)^{1 / q} \rightarrow 0
\end{aligned}
$$

where in the last line we have used the fact that there exists a constant $p>1$ such that

$$
\begin{equation*}
\varlimsup_{T \rightarrow \infty} \mathrm{E}_{x} \otimes \mathrm{E}_{x}\left[\exp \left(\beta^{2} p \int_{0}^{T \sigma \ell(T)} V\left(B_{s}-B_{s}^{\prime}\right) \mathrm{d} s\right)\right]<\infty . \tag{3.25}
\end{equation*}
$$

Thus, (3.21) follows.
Then, (3.21) implies that

$$
\begin{align*}
& \int_{\mathbb{R}^{2}} \mathrm{~d} w \rho_{\sigma}(w-x) \rho_{\sigma}(w-y)\left(\mathcal{Z}_{T \sigma \ell(T)}\left(w_{T}\right)\right)^{2} \bar{u}(t-\sigma, w)^{2} \\
& \approx_{L^{1}} \int_{\mathbb{R}^{2}} \mathrm{~d} w \rho_{\sigma}(w-x) \rho_{\sigma}(w-y) \mathcal{V}_{T, \sigma}^{\beta}(w) \bar{u}(t-\sigma, w)^{2} \tag{3.26}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \mathrm{~d} w \rho_{\sigma}(w-x) \rho_{\sigma}(w-y) \mathbb{E}\left[\mathcal{V}_{T, \sigma}^{\beta}(w)\right] \bar{u}(t-\sigma, w)^{2} \approx_{L^{1}} \text { RHS of (3.20). } \tag{3.27}
\end{equation*}
$$

(Step 3) We end the proof by showing that the right hand side in (3.26) is approximated by the left hand side in (3.27) in the $L^{1}$-sense.

First, we remark that if $\left|w_{T}-w_{T}^{\prime}\right|>2\left(\ell^{\prime}(\sigma, T)+R_{\phi}\right)$, then

$$
\operatorname{Cov}\left(\mathcal{V}_{T, \sigma}^{\beta}\left(w_{T}\right), \mathcal{V}_{T, \sigma}^{\beta}\left(w_{T}^{\prime}\right)\right)=0
$$

Fluc. of $2 d$ SHE and KPZ eq. in subcritical regime for general initial cond.
where $R_{\phi}$ is a constant with $\operatorname{supp} \phi \subset B\left(0, R_{\phi}\right)$.
Therefore,

$$
\begin{aligned}
& \mathbb{E}\left[\left(\int_{\mathbb{R}^{2}} \mathrm{~d} w \rho_{\sigma}(w-x) \rho_{\sigma}(w-y)\left(\mathcal{V}_{T, \sigma}^{\beta}\left(w_{T}\right)-\mathbb{E}\left[\mathcal{V}_{T, \sigma}^{\beta}\left(w_{T}\right)\right]\right) \bar{u}(t-\sigma, w)^{2}\right)^{2}\right] \\
& =\int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} w \mathrm{~d} w^{\prime} \rho_{\sigma}(w-x) \rho_{\sigma}(w-y) \rho_{\sigma}\left(w^{\prime}-x\right) \rho_{\sigma}\left(w^{\prime}-y\right) \\
& \quad \times \operatorname{Cov}\left(\mathcal{V}_{T, \sigma}^{\beta}\left(w_{T}\right), \mathcal{V}_{T, \sigma}^{\beta}\left(w_{T}^{\prime}\right)\right) \bar{u}(t-\sigma, w)^{2} \bar{u}\left(t-\sigma, w^{\prime}\right)^{2} \\
& \leq \int_{\left|w_{T}-w_{T}^{\prime}\right| \leq 2\left(\ell^{\prime}(\sigma, T)+R_{V}\right)} \mathrm{d} w \mathrm{~d} w^{\prime} \rho_{\sigma}(w-x) \rho_{\sigma}(w-y) \rho_{\sigma}\left(w^{\prime}-x\right) \rho_{\sigma}\left(w^{\prime}-y\right) \\
& \quad \times \mathbb{E}\left[\mathcal{V}_{T, \sigma}^{\beta}(0)^{2}\right] \bar{u}(t-\sigma, w)^{2} \bar{u}\left(t-\sigma, w^{\prime}\right)^{2} \\
& \leq C \ell(T)^{\frac{1}{2}} \mathbb{E}\left[\mathcal{V}_{T, \sigma}^{\beta}(0)^{2}\right]
\end{aligned}
$$

Thus, it is enough to show that

$$
\lim _{T \rightarrow \infty} \ell(T)^{\frac{1}{2}} \mathbb{E}\left[\mathcal{V}_{T, \sigma}^{\beta}(0)^{2}\right]=0
$$

which follows from Lemma 2.5 and the following:
Lemma 3.11. [CN21, Lemma 3.3] Let $\left(X_{k}\right)_{k \in \mathbb{N}}$ be a non-negative, uniformly integrable family of random variables. Then, for any sequence $a_{k} \rightarrow \infty, a_{k}^{-1} \mathbb{E}\left[\left(X_{k} \wedge a_{k}\right)^{2}\right] \rightarrow 0$ as $k \rightarrow \infty$.

Proof of Lemma 3.10. The proof is essentially the same as in Lemma 3.9. Indeed, we can approximate $I_{\sigma T}^{(T)}(x)$ by $\mathbb{E}\left[F^{\prime}\left(\mathcal{Z}_{T \sigma \ell(T)}\right) \mathcal{Z}_{T \sigma \ell(T)}\right]$ due to the same arguments as in (Step 2 ) and (Step 3) in the proof of Lemma 3.9 and (1.7). In particular, we remark that its expectation converges to $I(x)$ due to (1.10) and (1.7). We omit the detail.

### 3.2.2 Proof of Lemma 3.8

Proof of Lemma 3.8. By (1.7) and (2.5), for $s \leq t T_{\varepsilon}$,

$$
\mathbb{E}\left[\left(I_{s}^{(T)}(x)\right)^{2}\right] \leq C \mathbb{E}\left[\left(1+\mathcal{Z}_{s \ell(T)}\left(x_{T}\right)\right)^{2}\right] \leq C_{t}
$$

with some constant $C=C_{t}>0$ independent of $x, s, \varepsilon$. Hence, we have

$$
\begin{aligned}
& \mathbb{E}\left[\frac{1}{\beta^{2}}\left(\int f(x) \mathcal{M}_{T \tau_{0}}\left(x_{T}\right) \mathrm{d} x\right)^{2}\right] \\
& =\int_{t \ell(T)}^{\tau_{0}} \mathrm{~d} \sigma \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y f(x) f(y) \mathbb{E}\left[I_{s}^{(T)}(x) I_{s}^{(T)}(y)\right] \\
& \quad \times \int_{\mathbb{R}^{2}} \mathrm{~d} w \int_{\mathbb{R}^{2}} \mathrm{~d} v \rho_{\sigma}\left(w+\frac{v}{\sqrt{T}}-x\right) \rho_{\sigma}(w-y) V(v) \\
& \quad \times \mathbb{E}\left[\overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}^{\beta}\left(w_{T}+v\right) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}^{\beta}\left(w_{T}\right)\right] \bar{u}\left(t-\sigma, w+\frac{v}{\sqrt{T}}\right) \bar{u}(t-\sigma, w) \\
& \leq C \int_{t \ell(T)}^{\tau_{0}} \mathrm{~d} \sigma \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y|f(x) f(y)| \int_{\mathbb{R}^{2}} \mathrm{~d} w \int_{\mathbb{R}^{2}} \mathrm{~d} v \rho_{\sigma}\left(w+\frac{v}{\sqrt{T}}-x\right) \rho_{\sigma}(w-y) V(v) \\
& \leq C\left(\tau_{0}-t \ell(T)\right),
\end{aligned}
$$
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where we have used $\overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}(x) \stackrel{(d)}{=} \mathcal{Z}_{T \sigma, T \sigma \ell(T)}(x)$ with (2.5) and $\left\|u_{0}\right\|_{\infty}<\infty$ in the second line, and

$$
\begin{aligned}
& \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} y|f(x) f(y)| \int_{\mathbb{R}^{2}} \mathrm{~d} w \int_{\mathbb{R}^{2}} \mathrm{~d} v \rho_{\sigma}\left(w+\frac{v}{\sqrt{T}}-x\right) \rho_{\sigma}(w-y) V(v) \\
& =\int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} x \mathrm{~d} v V(v)|f(y)| \int_{\mathbb{R}^{2}} \mathrm{~d} x|f(x)| \rho_{2 \sigma}\left(y-x+\frac{v}{\sqrt{T}}\right) \leq\|f\|_{1}\|f\|_{\infty}
\end{aligned}
$$

in the last line.

### 3.3 Proof of Proposition 3.6

For $s \geq t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)$, writing

$$
\begin{equation*}
G_{s}(x)-\mathcal{M}_{s}(x)=G_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}(x)+\left(G_{s}(x)-G_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}(x)-\mathcal{M}_{s}(x)\right), \tag{3.28}
\end{equation*}
$$

the last term is a martingale which is equal to 0 at time $s=t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)$.
The time $t T \ell\left(T_{\varepsilon}\right)$ is much smaller than $t T$ so that the first term is negligible.
Lemma 3.12.

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\beta_{\varepsilon}^{2}} \mathbb{E}\left[\left(\int f(x) G_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}\left(x_{T_{\varepsilon}}\right) \mathrm{d} x\right)^{2}\right]=0
$$

Then, we will prove that the second term in (3.28) converges to 0 in the following sense:

## Lemma 3.13.

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\beta_{\varepsilon}^{2}} \mathbb{E}\left[\left(\int f(x)\left(\left(G_{t T_{\varepsilon}}\left(x_{T_{\varepsilon}}\right)-G_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}\left(x_{T_{\varepsilon}}\right)\right)-\mathcal{M}_{t T_{\varepsilon}}\left(x_{T_{\varepsilon}}\right)\right) \mathrm{d} x\right)^{2}\right]=0 .
$$

Lemma 3.12 and Lemma 3.13 conclude Proposition 3.6.

### 3.3.1 Proof of Lemma $\mathbf{3 . 1 2}$

To prove Lemma 3.12, we will introduce a new martingale: let

$$
n(T)=\sqrt{\ell(T)}=\exp \left(-\frac{1}{2}(\log T)^{\frac{1}{2}-\delta}\right)
$$

and

$$
\begin{equation*}
\widetilde{\mathcal{W}}_{s}(x)=\mathrm{E}_{x}\left[\Phi_{s}(B) u_{0}\left(\frac{B_{t T}}{\sqrt{T}}\right): \mathrm{F}_{t T \ell(T), \sqrt{\operatorname{tTn}(T)}}(B, x)\right], \tag{3.29}
\end{equation*}
$$

where recall the notation F from (3.22). $\widetilde{W}_{s}(x)$ is the partition function in which the underlying Brownian motion is constrained to a tube up to time $t T \ell(T)$. This enables us to use the independence of $\widetilde{W}(x)$ and $\widetilde{W}(y)$ if the distance between $x$ and $y$ is sufficiently large.

Lemma 3.12 is concluded by the following two lemmas.
Lemma 3.14. For any $f \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right), t>0, x \in \mathbb{R}^{2}$, and $\hat{\beta} \in(0,1)$,

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\beta_{\varepsilon}} \mathbb{E}\left[\left|G_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}(x)-\int_{0}^{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)} F^{\prime}\left(\mathcal{W}_{u}(x)\right) \mathrm{d} \widetilde{\mathcal{W}}_{u}(x)\right|\right]=0
$$

Lemma 3.15. For any $f \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right), t>0$, and $\hat{\beta} \in(0,1)$,

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\beta_{\varepsilon}} \mathbb{E}\left[\left|\int_{\mathbb{R}^{2}} \mathrm{~d} x f(x) \int_{0}^{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)} F^{\prime}\left(\mathcal{W}_{u}\left(x_{T_{\varepsilon}}\right)\right) \mathrm{d} \widetilde{\mathcal{W}}_{u}\left(x_{T_{\varepsilon}}\right)\right|\right]=0
$$
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Proof of Lemma 3.14. We have

$$
\begin{aligned}
& \mathbb{E}\left[\left|G_{t T \ell(T)}(x)-\int_{0}^{t T \ell(T)} F^{\prime}\left(\mathcal{W}_{u}(x)\right) \mathrm{d} \widetilde{\mathcal{W}}_{u}(x)\right|^{2}\right] \\
& =\mathbb{E}\left[\left(\int_{0}^{t T \ell(T)} F^{\prime}\left(\mathcal{W}_{u}(x)\right) \mathrm{d} \mathcal{W}_{u}(x)-\int_{0}^{t T \ell(T)} F^{\prime}\left(\mathcal{W}_{u}(x)\right) \mathrm{d} \widetilde{\mathcal{W}}_{u}(x)\right)^{2}\right] \\
& =\mathbb{E}\left[\int_{0}^{t T \ell(T)} F^{\prime}\left(\mathcal{W}_{u}(x)\right)^{2} \mathrm{~d}\langle\mathcal{W}(x)-\widetilde{\mathcal{W}}(x)\rangle_{u}\right]
\end{aligned}
$$

Then, the last expectation is written by

$$
\begin{align*}
& \mathbb{E}\left[\int_{0}^{t T \ell(T)} \quad \mathrm{d} u F^{\prime}\left(\mathcal{W}_{u}(x)\right)^{2}\right. \\
& \left.\quad \times \mathrm{E}_{x} \otimes \mathrm{E}_{x}\left[V\left(B_{u}-\widetilde{B}_{u}\right) \Phi_{u}\left(B_{u}\right) \Phi_{s}\left(\widetilde{B}_{u}\right) u_{0}\left(\frac{B_{t T}}{\sqrt{T}}\right) u_{0}\left(\frac{\widetilde{B}_{t T}}{\sqrt{T}}\right): A_{T}(B, \widetilde{B}, x)\right]\right] \tag{3.30}
\end{align*}
$$

where we set

$$
A_{T}(B, \widetilde{B}, x):=\mathrm{F}_{t T \ell(T), \sqrt{t T n(T)}}(B, x)^{c} \cap \mathrm{~F}_{t T \ell(T), \sqrt{t T n(T)}}(\widetilde{B}, x)^{c}
$$

By using $\left|V\left(B_{s}-\widetilde{B}_{s}\right)\right| \leq\|V\|_{\infty}$ and (1.7), (3.30) is bounded from above by

$$
\begin{align*}
& \|V\|_{\infty} \mathbb{E}\left[\int_{0}^{t T \ell(T)} \mathrm{d} u F^{\prime}\left(\mathcal{W}_{u}(x)\right)^{2}\left(\mathcal{W}_{u}(x)-\widetilde{\mathcal{W}}_{u}(x)\right)^{2}\right] \\
& \leq C \mathbb{E}\left[\int_{0}^{t T \ell(T)} \mathrm{d} u\left(\frac{1}{\mathcal{W}_{u}(x)}+1\right)^{2}\left(\mathcal{W}_{u}(x)-\widetilde{\mathcal{W}}_{u}(x)\right)^{2}\right] \\
& \leq C \int_{0}^{t T \ell(T)} \mathrm{d} u \mathbb{E}\left[\frac{\mathcal{W}_{u}(x)-\widetilde{\mathcal{W}}_{u}(x)}{\mathcal{W}_{u}(x)}+\mathcal{W}_{u}(x)-\widetilde{\mathcal{W}}_{u}(x)+\left(\mathcal{W}_{u}(x)-\widetilde{\mathcal{W}}_{u}(x)\right)^{2}\right] . \tag{3.31}
\end{align*}
$$

It is easy to see that

$$
\begin{align*}
& \mathbb{E}\left[\left(\mathcal{W}_{u}(x)-\widetilde{\mathcal{W}}_{u}(x)\right)^{2}\right] \\
& =\mathrm{E}_{x} \otimes \mathrm{E}_{x}\left[\exp \left(\int_{0}^{u} \beta^{2} V\left(B_{s}-\widetilde{B}_{s}\right) \mathrm{d} s\right) u_{0}\left(\frac{B_{t T}}{\sqrt{T}}\right) u_{0}\left(\frac{\widetilde{B}_{t T}}{\sqrt{T}}\right): A_{T}(B, \widetilde{B}, x)\right] \\
& \leq C \mathrm{E}_{x} \otimes \mathrm{E}_{x}\left[\exp \left(\int_{0}^{u} \beta^{2} V\left(B_{s}-\widetilde{B}_{s}\right) \mathrm{d} s\right): A_{T}(B, \widetilde{B}, x)\right] \tag{3.32}
\end{align*}
$$

Then, Hölder's inequality yields that

$$
\begin{align*}
& \mathrm{E}_{x} \otimes \mathrm{E}_{x}\left[\exp \left(\int_{0}^{u} \beta^{2} V\left(B_{s}-\widetilde{B}_{s}\right) \mathrm{d} s\right): A_{T}(B, \widetilde{B}, x)\right] \\
& \leq \mathrm{E}_{x} \otimes \mathrm{E}_{x}\left[\exp \left(\int_{0}^{u} p \beta^{2} V\left(B_{s}-\widetilde{B}_{s}\right) \mathrm{d} s\right)\right]^{\frac{1}{p}} \mathrm{P}_{x}\left(\mathrm{~F}_{t T \ell(T), \sqrt{t T n(T)}}(B, x)^{c}\right)^{\frac{2}{q}} \tag{3.33}
\end{align*}
$$

where $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$ are chosen such that

$$
\varlimsup_{T \rightarrow \infty} \mathrm{E}_{x} \otimes \mathrm{E}_{x}\left[\exp \left(p \beta^{2} \int_{0}^{T t} V\left(B_{u}-\widetilde{B}_{u}\right) \mathrm{d} u\right)\right]<\infty
$$
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Hence, (3.32) tends to 0 as $T \rightarrow \infty$ since we know

$$
\begin{equation*}
\mathrm{P}_{x}\left(F_{t T \ell(T), \sqrt{t T n(T)}}(B, x)^{c}\right) \leq C \exp \left(-\frac{n(T)}{4 \ell(T)}\right) \tag{3.34}
\end{equation*}
$$

which decays faster than any polynomial of $T$. By using the Cauchy-Schwarz inequality with Lemma 2.9, we can see that (3.31) converges to 0 as $T \rightarrow \infty$.

Proof of Lemma 3.15. It is enough to show that

$$
\begin{aligned}
& \frac{1}{\beta^{2}} \mathbb{E}\left[\left(\int_{\mathbb{R}^{2}} \mathrm{~d} x f(x) \int_{0}^{t T \ell(T)} F^{\prime}\left(\mathcal{W}_{s}\left(x_{T}\right)\right) \mathrm{d} \widetilde{\mathcal{W}}_{s}\left(x_{T}\right)\right)^{2}\right] \\
& =\frac{1}{\beta^{2}} \int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \mathrm{~d} x \mathrm{~d} y f(x) f(y) \mathbb{E}\left[\int_{0}^{t T \ell(T)} F^{\prime}\left(\mathcal{W}_{s}\left(x_{T}\right)\right) F^{\prime}\left(\mathcal{W}_{s}\left(y_{T}\right)\right) \mathrm{d}\left\langle\widetilde{\mathcal{W}}\left(x_{T}\right), \widetilde{\mathcal{W}}\left(y_{T}\right)\right\rangle_{s}\right] \rightarrow 0
\end{aligned}
$$

as $T \rightarrow \infty$. Since $\widetilde{\mathcal{W}}_{s}(x)$ and $\widetilde{\mathcal{W}}_{s}(y)$ are independent and hence $\mathrm{d}\langle\widetilde{\mathcal{W}}(x), \widetilde{\mathcal{W}}(y)\rangle_{u}=0$ if $|x-y|>2\left(\sqrt{\operatorname{tTn}(T)}+R_{\phi}\right)$, we have

$$
\begin{align*}
& \mathbb{E}\left[\left(\int_{\mathbb{R}^{2}} \mathrm{~d} x f(x) \int_{0}^{t T \ell(T)} F^{\prime}\left(\mathcal{W}_{s}\left(x_{T}\right)\right) \mathrm{d} \widetilde{\mathcal{W}}_{s}\left(x_{T}\right)\right)^{2}\right] \\
& \leq C n(T) \mathbb{E}\left[\int_{0}^{t T \ell(T)} F^{\prime}\left(\mathcal{W}_{s}(x)\right)^{2} \mathrm{~d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s}\right] \\
& \leq C n(T) \mathbb{E}\left[\int_{0}^{t T \ell(T)}\left(\frac{1}{\mathcal{W}_{s}(x)^{2}}+1\right) \mathrm{d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s}\right] . \tag{3.35}
\end{align*}
$$

By construction of $\widetilde{W}_{s}(x)$, we have
$C n(T) \mathbb{E}\left[\int_{0}^{t T \ell(T)}\left(\frac{1}{\mathcal{W}_{s}(x)^{2}}+1\right) \mathrm{d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s}\right] \leq C n(T) \mathbb{E}\left[\int_{0}^{t T \ell(T)}\left(\frac{1}{\mathcal{W}_{s}(x)^{2}}+1\right) \mathrm{d}\langle\mathcal{W}(x)\rangle_{s}\right]$, and furthermore, by applying Itô's lemma to $\log \mathcal{W}(x)$ and $\mathcal{W}(x)^{2}$, it is bounded by $C n(T) \mathbb{E}\left[\log \bar{u}(t, x)-\log \mathcal{W}_{t T \ell(T)}+\mathcal{W}_{t T \ell(T)}(x)^{2}\right] \leq C n(T)$.

Thus, Lemma 3.15 is concluded.

### 3.3.2 Proof of Lemma 3.13

Define

$$
\mathrm{d} \mathcal{L}_{s}(x)=\beta_{\varepsilon} \mathcal{Z}_{s \ell(T)}^{\beta}(x) \int_{\mathbb{R}^{2}} \mathrm{~d} z \xi(\mathrm{~d} s, \mathrm{~d} b) \int_{\mathbb{R}^{2}} \rho_{s}(z-x) \phi(z-b) \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}^{\beta}(z) \mathrm{E}_{z}\left[u_{0}\left(\frac{B_{t T-s}}{\sqrt{T}}\right)\right]
$$

Then, we can see that

$$
\begin{equation*}
\mathrm{d} \mathcal{M}_{s}\left(x_{T}\right)=F^{\prime}\left(\mathcal{Z}_{s \ell(T)}^{\beta} \bar{u}(t, x)\right) \mathrm{d} \mathcal{L}_{s}\left(x_{T}\right) \tag{3.36}
\end{equation*}
$$

for $s \geq t T \ell(T)$ and $x \in \mathbb{R}^{2}$.
Recalling the definition of $G$ from (3.6), we know that

$$
\begin{aligned}
& G_{t T_{\varepsilon}}(x)-G_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}(x)-\mathcal{M}_{s}(x) \\
& =\int_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)} F^{\prime}\left(\mathcal{W}_{s}(x)\right) d \mathcal{W}_{s}(x)-\int_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)} F^{\prime}\left(\mathcal{Z}_{s \ell\left(T_{\varepsilon}\right)}^{\beta} \bar{u}(t, x)\right) d \mathcal{L}_{s}(x) .
\end{aligned}
$$

Lemma 3.13 follows from the next two lemmas.
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Lemma 3.16. For $t>0$,

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\beta_{\varepsilon}} \mathbb{E}\left[\left|\int \mathrm{d} x f(x)\left(\int_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}^{t T_{\varepsilon}} F^{\prime}\left(\mathcal{W}_{s}\left(x_{T_{\varepsilon}}\right)\right) \mathrm{d} \mathcal{W}_{s}\left(x_{T_{\varepsilon}}\right)-\int_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}^{t T_{\varepsilon}} F^{\prime}\left(\mathcal{W}_{s}\left(x_{T_{\varepsilon}}\right)\right) \mathrm{d} \mathcal{L}_{s}\left(x_{T_{\varepsilon}}\right)\right)\right|\right]=0
$$

Lemma 3.17. For $t>0$,

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\beta_{\varepsilon}} \mathbb{E}\left[\left|\int \mathrm{d} x f(x)\left(\int_{t T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}^{t T_{\varepsilon}} F^{\prime}\left(\mathcal{W}_{s}\left(x_{T_{\varepsilon}}\right)\right) \mathrm{d} \mathcal{L}_{s}\left(x_{T_{\varepsilon}}\right)-\mathcal{M}_{t T_{\varepsilon}}\left(x_{T_{\varepsilon}}\right)\right)\right|\right]=0 .
$$

Proof of Lemma 3.16. By the Burkholder-Davis-Gundy inequality and the trivial bound for martingale $\left|M_{T}\right| \leq \max _{0 \leq t \leq T}\left|M_{t}\right|$, we have

$$
\begin{aligned}
& \frac{1}{\beta} \mathbb{E}\left[\left|\int \mathrm{~d} x f(x)\left(\int_{t T \ell(T)}^{t T} F^{\prime}\left(\mathcal{W}_{s}\left(x_{T}\right)\right) \mathrm{d} \mathcal{W}_{s}\left(x_{T}\right)-\int_{t T \ell(T)}^{t T} F^{\prime}\left(\mathcal{W}_{s}\left(x_{T}\right)\right) \mathrm{d} \mathcal{L}_{s}\left(x_{T}\right)\right)\right|\right] \\
& \leq \frac{C}{\beta} \int \mathrm{~d} x|f(x)| \mathbb{E}\left[\left(\int_{t T \ell(T)}^{t T} F^{\prime}\left(\mathcal{W}_{s}\left(x_{T}\right)\right)^{2} \mathrm{~d}\left\langle\mathcal{W}\left(x_{T}\right)-\mathcal{L}\left(x_{T}\right)\right\rangle_{s}\right)^{\frac{1}{2}}\right]
\end{aligned}
$$

By using the Cauchy-Schwarz inequality, the right hand side is bounded from above by

$$
\begin{aligned}
& \frac{C}{\beta} \int \mathrm{~d} x|f(x)| \mathbb{E}\left[\sup _{0 \leq s \leq t T} \mathcal{Z}_{s}(0)^{-2}+1\right]^{\frac{1}{2}} \mathbb{E}\left[\int_{t T \ell(T)}^{t T} \mathrm{~d}\left\langle\mathcal{W}\left(x_{T}\right)-\mathcal{L}\left(x_{T}\right)\right\rangle_{s}\right]^{\frac{1}{2}} \\
& \leq \frac{C}{\beta} \int \mathrm{~d} x|f(x)| \mathbb{E}\left[\int_{t T \ell(T)}^{t T} \mathrm{~d}\left\langle\mathcal{W}\left(x_{T}\right)-\mathcal{L}\left(x_{T}\right)\right\rangle_{s}\right]^{\frac{1}{2}}
\end{aligned}
$$

where we have used Doob's inequality and Lemma 2.9 in the inequality.
By boundedness of $\bar{u}$, we can see from the definitions of $\mathcal{W}$ and $\mathcal{L}$ that for $x \in \mathbb{R}^{2}$,

$$
\begin{aligned}
& \frac{1}{\beta^{2}} \mathbb{E}\left[\int_{t T \ell(T)}^{t T} \mathrm{~d}\left\langle\mathcal{W}\left(x_{T}\right)-\mathcal{L}\left(x_{T}\right)\right\rangle_{s}\right] \\
& =\int_{t T \ell(T)}^{t T} \mathrm{~d} s \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} z_{1} \mathrm{~d} z_{2} \rho_{s}\left(z_{1}\right) \rho_{s}\left(z_{2}\right) V\left(z_{1}-z_{2}\right) \bar{u}\left(t T-s, z_{1}\right) \bar{u}\left(t T-s, z_{2}\right) \\
& \quad \times \mathbb{E}\left[\left(\mathrm{E}_{0,0}^{s, z_{1}}\left[\Phi_{s}\right]-\mathcal{Z}_{s \ell(T)}(0) \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}\left(z_{1}\right)\right)\left(\mathrm{E}_{0,0}^{s, z_{2}}\left[\Phi_{s}\right]-\mathcal{Z}_{s \ell(T)}(0) \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}\left(z_{2}\right)\right)\right] \\
& \leq C \int_{t T \ell(T)}^{t T} \mathrm{~d} s \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} z_{1} \mathrm{~d} z_{2} \rho_{s}\left(z_{1}\right) \rho_{s}\left(z_{2}\right) V\left(z_{1}-z_{2}\right) \\
& \quad \times \mathbb{E}\left[\left|\mathrm{E}_{0,0}^{s, z_{1}}\left[\Phi_{s}\right]-\mathcal{Z}_{s \ell(T)}(0) \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}\left(z_{1}\right)\right|\left|\mathrm{E}_{0,0}^{s, z_{2}}\left[\Phi_{s}\right]-\mathcal{Z}_{s \ell(T)}(0) \overleftarrow{\mathcal{Z}}_{s, s \ell(T)}\left(z_{2}\right)\right|\right]
\end{aligned}
$$

By the Cauchy-Schwarz inequality and $|x y| \leq \frac{x^{2}+y^{2}}{2}$, the right hand side is bounded by

$$
\begin{aligned}
& \frac{C}{2} \int_{t \ell(T)}^{t} \mathrm{~d} \sigma \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} w \mathrm{~d} v \rho_{\sigma}(w) \rho_{\sigma}\left(w+\frac{v}{\sqrt{T}}\right) V(v) \\
& \quad \times\left(\mathbb{E}\left[\left(\mathrm{E}_{0,0}^{T \sigma, w_{T}}\left[\Phi_{T \sigma}\right]-\mathcal{Z}_{s \ell(T)}(0) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}\right)\right)^{2}\right]\right. \\
& \left.\quad+\mathbb{E}\left[\left(\mathrm{E}_{0,0}^{T \sigma, w_{T}+v}\left[\Phi_{T \sigma}\right]-\mathcal{Z}_{T \sigma \ell(T)}(0) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}+v\right)\right)^{2}\right]\right)
\end{aligned}
$$

By changing variables $w+\frac{v}{\sqrt{T}}=w^{\prime}$ for the second term and the symmetry of $V$, it is equal to
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$C \int_{t \ell(T)}^{t} \mathrm{~d} \sigma \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} w \mathrm{~d} v \rho_{\sigma}(w) \rho_{\sigma}\left(w+\frac{v}{\sqrt{T}}\right) V(v) \mathbb{E}\left[\left(\mathrm{E}_{0,0}^{T \sigma, w_{T}}\left[\Phi_{T \sigma}\right]-\mathcal{Z}_{T \sigma \ell(T)}(0) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(w_{T}\right)\right)^{2}\right]$,
and furthermore Lemma 2.10 allows us to bound it from above by

$$
\begin{align*}
& C \int_{t \ell(T)}^{t} \mathrm{~d} \sigma \int_{\left|w_{T}\right| \leq \sqrt{\sigma T \log (\sigma T)}} \mathrm{d} w \frac{\rho_{\sigma}(w)}{\sigma} \\
& \quad \times\left(\ell(T)-\frac{\log \ell(T)}{\log T}+\frac{\sqrt{\log (\sigma T)} \log (\sigma T \ell(T))}{\sqrt{\sigma T} \log T}+\frac{\ell(T) \log (\sigma T)}{\log T}\right) \\
& \quad+C \int_{t \ell(T)}^{t} \mathrm{~d} \sigma \int_{\left|w_{T}\right| \geq \sqrt{\sigma T \log (\sigma T)}} \mathrm{d} w \frac{\rho_{\sigma}(w)}{\sigma} \\
& \leq C \int_{t \ell(T)}^{t} \mathrm{~d} \sigma \frac{1}{\sigma}\left(\ell(T)-\frac{\log \ell(T)}{\log T}+\frac{\sqrt{\log (t T)} \log (t T \ell(T))}{\sqrt{\sigma T} \log T}+\frac{\ell(T) \log (t T)}{\log T}\right) \\
& \quad+C \int_{t \ell(T)}^{t} \frac{1}{\sqrt{\sigma^{3} T}} \mathrm{~d} \sigma . \tag{3.37}
\end{align*}
$$

Since both terms in the last line tend to 0 as $T \rightarrow \infty$ from the definition of $\ell(T)$, Lemma 3.16 is concluded.

Proof of Lemma 3.17. We have from (3.36),

$$
\begin{aligned}
& \frac{1}{\beta} \mathbb{E}\left[\left|\int f(x)\left(\int_{t T \ell(T)}^{t T} F^{\prime}\left(\mathcal{W}_{s}\left(x_{T}\right)\right) \mathrm{d} \mathcal{L}_{s}\left(x_{T}\right)-\mathcal{M}_{t T}\left(x_{T}\right)\right) \mathrm{d} x\right|\right] \\
& \leq \frac{1}{\beta} \int|f(x)| \mathbb{E}\left[\left|\int_{t T \ell(T)}^{t T} F^{\prime}\left(\mathcal{W}_{s}\left(x_{T}\right)\right) \mathrm{d} \mathcal{L}_{s}\left(x_{T}\right)-\mathcal{M}_{t T}\left(x_{T}\right)\right|\right] \mathrm{d} x \\
& \leq \frac{1}{\beta} \int \mathrm{~d} x|f(x)| \mathbb{E}\left[\int_{t T \ell(T)}^{t T}\left(F^{\prime}\left(\mathcal{W}_{s}\left(x_{T}\right)\right)-F^{\prime}\left(\mathcal{Z}_{s \ell(T)}\left(x_{T}\right) \bar{u}(t, x)\right)\right)^{2} \mathrm{~d}\left\langle\mathcal{L}\left(x_{T}\right)\right\rangle_{s}\right]^{\frac{1}{2}},
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbb{E}\left[\int_{t T \ell(T)}^{t T}\left(F^{\prime}\left(\mathcal{W}_{s}\left(x_{T}\right)\right)-F^{\prime}\left(\mathcal{Z}_{s \ell(T)}\left(x_{T}\right) \bar{u}(t, x)\right)\right)^{2} \mathrm{~d}\left\langle\mathcal{L}\left(x_{T}\right)\right\rangle_{s}\right] \\
& =\beta^{2} \int_{t \ell(T)}^{t} \mathrm{~d} \sigma \int_{\left(\mathbb{R}^{2}\right)^{2}} \mathrm{~d} z \mathrm{~d} v \rho_{\sigma}(z) \rho_{\sigma}\left(z+\frac{v}{\sqrt{T}}\right) V(v) \mathrm{E}_{z_{T}}\left[u_{0}\left(\frac{B_{t T-\sigma T}}{\sqrt{T}}\right)\right] \mathrm{E}_{z_{T}+v}\left[u_{0}\left(\frac{B_{t T-\sigma T}}{\sqrt{T}}\right)\right] \\
& \times \mathbb{E}\left[\left(F^{\prime}\left(\mathcal{W}_{T \sigma}\left(x_{T}\right)\right)-F^{\prime}\left(\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \bar{u}(t, x)\right)\right)^{2}\right. \\
& \left.\times \mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right)^{2} \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(z_{T}\right) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(z_{T}+v\right)\right] .
\end{aligned}
$$

By (1.7), Lemma 2.5 and Lemma 2.9, we can choose $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$ such that

$$
\begin{aligned}
& \mathbb{E}\left[\left|F^{\prime}\left(\mathcal{W}_{T \sigma}\left(x_{T}\right)\right)-F^{\prime}\left(\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \bar{u}(t, x)\right)\right|^{2 q}\right]^{\frac{1}{q}} \\
& \quad \times \mathbb{E}\left[\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right)^{2 p} \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(z_{T}\right)^{p} \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}\left(z_{T}+v\right)^{p}\right]^{\frac{1}{p}} \\
& \leq C
\end{aligned}
$$

for some constant $C>0$ uniformly in $t \ell(T) \leq \sigma \leq t, x \in \mathbb{R}^{2}$ and $0<\varepsilon<\frac{1}{2}$.
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Since we have $\left|F^{\prime}\left(\mathcal{W}_{T \sigma}\left(x_{T}\right)\right)-F^{\prime}\left(\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \bar{u}(t, x)\right)\right|=\left|\int_{\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \bar{u}(t, x)}^{\mathcal{W}_{T \sigma}\left(x_{T}\right)} F^{\prime \prime}(w) \mathrm{d} w\right|$, (1.7) and Hölder's inequality yield

$$
\begin{aligned}
& \mathbb{E}\left[\left|F^{\prime}\left(\mathcal{W}_{T \sigma}\left(x_{T}\right)\right)-F^{\prime}\left(\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \bar{u}(t, x)\right)\right|^{2 q}\right] \\
& \leq C \mathbb{E}\left[\left|\frac{1}{\mathcal{W}_{T \sigma}\left(x_{T}\right)}+\frac{1}{\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \bar{u}(t, x)}+1\right|^{2 q-1}\left|F^{\prime}\left(\mathcal{W}_{T \sigma}\left(x_{T}\right)\right)-F^{\prime}\left(\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \bar{u}(t, x)\right)\right|\right] \\
& \leq C \mathbb{E}\left[\sup _{t \ell(T) \leq \sigma \leq t}\left\{\left|\frac{1}{\mathcal{Z}_{T \sigma}\left(x_{T}\right)}+\frac{1}{\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right)}+1\right|^{2 q-1}\left|\frac{1}{\mathcal{Z}_{T \sigma}\left(x_{T}\right)^{2}}+\frac{1}{\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right)^{2}}+1\right|\right\}\right. \\
& \left.\quad \times\left|\mathcal{W}_{T \sigma}\left(x_{T}\right)-\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \bar{u}(t, x)\right|\right] .
\end{aligned}
$$

Moreover, Doob's inequality, the Cauchy-Schwarz inequality, and Lemma 2.9 allow us to bound the right most term from above by

$$
C \mathbb{E}\left[\left(\mathcal{W}_{T \sigma}\left(x_{T}\right)-\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \bar{u}(t, x)\right)^{2}\right]^{1 / 2}
$$

We have

$$
\begin{aligned}
\mathcal{W}_{T \sigma}\left(x_{T}\right) & \approx_{L^{2}} \mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \int p_{\sigma}(x, y) \overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}(y) \bar{u}(t-\sigma, y) \mathrm{d} y \\
& \approx_{L^{2}} \mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \int p_{\sigma}(x, y) \mathbb{E}\left[\overleftarrow{\mathcal{Z}}_{T \sigma, T \sigma \ell(T)}(y)\right] \bar{u}(t-\sigma, y) \mathrm{d} y=\mathcal{Z}_{T \sigma \ell(T)}\left(x_{T}\right) \bar{u}(t, x)
\end{aligned}
$$

where we have used Theorem 2.10 in the first approximation and a homogenization argument as in Lemma 3.9 in the second approximation. Thus, Lemma 3.17 follows by the dominated convergence theorem.

### 3.4 Proof of Proposition 3.2

Our goal is to prove that

$$
\begin{equation*}
\frac{1}{\beta_{\varepsilon}} \int_{\mathbb{R}^{2}} \mathrm{~d} x f(x)\left(\int_{0}^{t T_{\varepsilon}} F^{\prime \prime}\left(\mathcal{W}_{s}\left(x_{T_{\varepsilon}}\right)\right) \mathrm{d}\left\langle\mathcal{W}\left(x_{T_{\varepsilon}}\right)\right\rangle_{s}-\mathbb{E}\left[\int_{0}^{t T_{\varepsilon}} F^{\prime \prime}\left(\mathcal{W}_{s}\left(x_{T_{\varepsilon}}\right)\right) \mathrm{d}\left\langle\mathcal{W}\left(x_{T_{\varepsilon}}\right)\right\rangle_{s}\right]\right) \xrightarrow{L^{1}} 0 \tag{3.38}
\end{equation*}
$$

For simplicity of notation, we set $t=1$ hereafter.
The proof is composed of four steps. In the first step, we will investigate that the influence at large time is negligible in the following sense:

## Lemma 3.18 (Step 1).

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{\beta_{\varepsilon}} \mathbb{E}\left[\int_{\mathbb{R}^{2}} \mathrm{~d} x f(x) \int_{T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}^{T_{\varepsilon}} F^{\prime \prime}\left(\mathcal{W}_{s}\left(x_{T_{\varepsilon}}\right)\right) \mathrm{d}\left\langle\mathcal{W}\left(x_{T_{\varepsilon}}\right)\right\rangle_{s}\right]=0 \tag{3.39}
\end{equation*}
$$

In the second step, we will see that the contributions of "large" $\mathcal{W}(x)$ and "small" $\widetilde{\mathcal{W}}(x)$ are negligible. To do this, we introduce a stopping time:

$$
\tau_{T_{\varepsilon}}=\tau_{T_{\varepsilon}}(x):=\inf \left\{s \geq 0: W_{s}(x)+\widetilde{\mathcal{W}}_{s}(x)^{-1}>\frac{1}{\ell\left(T_{\varepsilon}\right)^{\frac{1}{20}}}\right\} \wedge T_{\varepsilon} \ell\left(T_{\varepsilon}\right)
$$

Lemma 3.19 (Step 2). For any $x \in \mathbb{R}^{2}$,

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\beta_{\varepsilon}} \mathbb{E}\left[\int_{\tau_{T_{\varepsilon}}(x)}^{T_{\varepsilon} \ell\left(T_{\varepsilon}\right)}\left|F^{\prime \prime}\left(\mathcal{W}_{s}(x)\right)\right| \mathrm{d}\langle\mathcal{W}(x)\rangle_{s}\right]=0
$$
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In Lemma 3.22 below, we will see that the probability $\tau_{T_{\varepsilon}}<T_{\varepsilon} \ell\left(T_{\varepsilon}\right)$ is much smaller than $\beta_{\varepsilon}^{-1}$.

In the third step, we will prove that the contributions from $\mathcal{W}(x)$ and $\widetilde{\mathcal{W}}(x)$ are asymptotically identified.

## Lemma 3.20 (Step 3). For any $x \in \mathbb{R}^{2}$,

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\beta_{\varepsilon}} \mathbb{E}\left[\left|\int_{0}^{\tau_{T_{\varepsilon}}(x)} F^{\prime \prime}\left(\mathcal{W}_{s}(x)\right) \mathrm{d}\langle\mathcal{W}(x)\rangle_{s}-\int_{0}^{\tau_{T_{\varepsilon}}(x)} F^{\prime \prime}\left(\widetilde{\mathcal{W}}_{s}(x)\right) \mathrm{d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s}\right|\right]=0
$$

In the last, we will prove the remainder is also negligible.

## Lemma 3.21 (Step 4).

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\beta_{\varepsilon}^{2}} \mathbb{E}\left[\left(\int_{\mathbb{R}^{2}} \mathrm{~d} x f(x)\left(\int_{0}^{\tau_{T_{\varepsilon}}} F^{\prime \prime}\left(\widetilde{\mathcal{W}}_{u}\left(x_{T_{\varepsilon}}\right)\right) \mathrm{d}\left\langle\widetilde{\mathcal{W}}\left(x_{T_{\varepsilon}}\right)\right\rangle_{u}-\mathbb{E}\left[\int_{0}^{\tau_{T_{\varepsilon}}} F^{\prime \prime}\left(\widetilde{\mathcal{W}}_{u}\left(x_{T_{\varepsilon}}\right)\right) \mathrm{d}\left\langle\widetilde{\mathcal{W}}\left(x_{T_{\varepsilon}}\right)\right\rangle_{u}\right)\right]\right)^{2}\right]
$$

$$
=0
$$

Putting these lemmas together, Proposition 3.2 is concluded.
Proof of Lemma 3.18. With $\delta$ from (3.11), for $C>\left(\left\|u_{0}\right\|_{\infty}+\left\|u_{0}^{-1}\right\|_{\infty}\right)^{4}$,

$$
\begin{aligned}
& \mathbb{E}\left[\int_{T \ell(T)}^{T}\left|F^{\prime \prime}\left(\mathcal{W}_{s}\left(x_{T_{\varepsilon}}\right)\right)\right| \mathrm{d}\left\langle\mathcal{W}\left(x_{T}\right)\right\rangle_{s}\right] \\
& \leq C \mathbb{E}\left[\sup _{T \ell(T) \leq s \leq T}\left(1+\mathcal{Z}_{s}(x)^{-2}\right) \int_{T \ell(T)}^{T} \mathrm{~d}\left\langle\mathcal{Z}\left(x_{T}\right)\right\rangle_{s}\right] \\
& \leq 2 C \mathbb{E}\left[\sup _{T \ell(T) \leq s \leq T} \mathcal{Z}_{s}(x)^{-2} \mathbf{1}\left\{\sup _{T \ell(T) \leq s \leq T} \mathcal{Z}_{s}(x)^{-1}>(\log T)^{\delta / 4}\right\} \int_{T \ell(T)}^{T} \mathrm{~d}\left\langle\mathcal{Z}\left(x_{T}\right)\right\rangle_{s}\right] \\
& \quad+2 C(\log T)^{\delta / 2} \mathbb{E}\left[\mathbf{1}\left\{\sup _{T \ell(T) \leq s \leq T} \mathcal{Z}_{s}(x)^{-1} \leq(\log T)^{\delta / 4}\right\} \int_{T \ell(T)}^{T} \mathrm{~d}\left\langle\mathcal{Z}\left(x_{T}\right)\right\rangle_{s}\right] .
\end{aligned}
$$

By the Burkholder-Davis-Gundy inequality, Doob's inequality, and Hölder's inequality, the first expectation is bounded from above by

$$
\begin{aligned}
& C \mathbb{P}\left(\sup _{T \ell(T) \leq s \leq T} \mathcal{Z}_{s}(x)^{-1}>(\log T)^{\delta / 4}\right)^{\frac{1}{2 p}} \mathbb{E}\left[\frac{1}{\mathcal{Z}_{T}(x)^{4 p}}\right]^{\frac{1}{2 p}} \mathbb{E}\left[\left(\int_{T \ell(T)}^{T} \mathrm{~d}\left\langle\mathcal{Z}\left(x_{T}\right)\right\rangle_{s}\right)^{q}\right]^{\frac{1}{q}} \\
& \leq C \frac{1}{(\log T)^{2}} \mathbb{E}\left[\mathcal{Z}_{T}(x)^{-\frac{16 p}{\delta}}\right]^{\frac{1}{2 p}} \mathbb{E}\left[\mathcal{Z}_{T}(x)^{-4 p}\right]^{\frac{1}{2 p}} \mathbb{E}\left[\mathcal{Z}_{T}(x)^{2 q}\right]^{\frac{1}{q}} \\
& \leq C(\log T)^{-2}
\end{aligned}
$$

where $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$ and $\sup _{\varepsilon<1} \mathbb{E}\left[\mathcal{Z}_{T_{\varepsilon}}(x)^{2 q}\right]<\infty$ from Lemma 2.5. On the other hand, the second expectation can be bounded from above by

$$
\begin{aligned}
& (\log T)^{\delta / 2} \mathbb{E}\left[\int_{T \ell(T)}^{T} \mathrm{~d}\left\langle\mathcal{Z}\left(x_{T}\right)\right\rangle_{s}\right] \\
& =(\log T)^{\delta / 2} \int_{T \ell(T)}^{T} \beta^{2} \mathrm{E}_{0}\left[V\left(\sqrt{2} B_{s}\right) \exp \left(\int_{0}^{s} \beta^{2} V\left(\sqrt{2} B_{u}\right) \mathrm{d} u\right)\right] \mathrm{d} s \\
& =(\log T)^{\delta / 2} \int_{T \ell(T)}^{T} \beta^{2} \int_{\mathbb{R}^{2}} \mathrm{~d} x V(\sqrt{2} x) \rho_{s}(x) \mathrm{E}_{0,0}^{s, x}\left[\exp \left(\int_{0}^{s} \beta^{2} V\left(\sqrt{2} B_{u}\right) \mathrm{d} u\right)\right] \mathrm{d} s \\
& \leq \beta^{2}(\log T)^{\delta / 2}(\log (T)-\log (T \ell(T)))
\end{aligned}
$$
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$$
\leq-\beta^{2}(\log T)^{\delta / 2} \log \ell(T)
$$

where we have used Lemma 2.7 in the third line and $\beta^{2}(\log T)^{\delta / 2} \log \ell(T) \rightarrow 0$ as $\varepsilon \rightarrow 0$ as desired.

Let us define the event

$$
A_{T_{\varepsilon}}(x)=\left\{\tau_{T_{\varepsilon}}(x)=T_{\varepsilon} \ell\left(T_{\varepsilon}\right)\right\}=\left\{\mathcal{W}_{s}(x)+\widetilde{\mathcal{W}}_{s}(x)^{-1} \leq \ell\left(T_{\varepsilon}\right)^{-\frac{1}{20}} \text { for all } s \leq T_{\varepsilon} \ell\left(T_{\varepsilon}\right)\right\} .
$$

Before the proof of Lemma 3.19, we give an estimate of the probability of $\left(A_{T}(x)\right)^{c}$.
Lemma 3.22. There exists a constant $C>0$ such that for $\varepsilon \in(0,1)$ and $x \in \mathbb{R}^{2}$,

$$
\mathbb{P}\left(A_{T_{\varepsilon}}(x)^{c}\right) \leq C \ell\left(T_{\varepsilon}\right) .
$$

Proof. We have

$$
\begin{aligned}
& \mathbb{P}\left(A_{T}(x)^{c}\right) \\
& \leq \mathbb{P}\left(\mathcal{W}_{s}(x)>(2 \ell(T))^{-\frac{1}{20}}, \exists s \in[0, T \ell(T)]\right)+\mathbb{P}\left(\widetilde{\mathcal{W}}_{s}(x)<2 \ell(T)^{\frac{1}{20}}, \exists s \in[0, T \ell(T)]\right) .
\end{aligned}
$$

The first term is bounded from above by $2\left\|u_{0}\right\|_{\infty} \ell(T)$ using Doob's inequality and $\mathbb{E}\left[\mathcal{W}_{T \ell(T)}(x)\right] \leq\left\|u_{0}\right\|_{\infty}$. Using the fact that $B<x$ implies $A<2 x$ or $A-B>x$ for $A \geq B>0$ and $x>0$, by Doob's inequality with (sub-)martingales $\mathcal{W}_{s}(x)^{-20}$ and $\mathcal{W}_{s}(x)-\widetilde{\mathcal{W}}_{s}(x)$, the second term is bounded from above by

$$
\begin{aligned}
& \mathbb{P}\left(\mathcal{W}_{s}(x)<4 \ell(T), \exists s \in[0, T \ell(T)]\right)+\mathbb{P}\left(\mathcal{W}_{s}(x)-\widetilde{\mathcal{W}}_{s}(x)>2 \ell(T), \exists s \in[0, T \ell(T)]\right) \\
& \leq 2^{20} \ell(T) \mathbb{E}\left[\mathcal{W}_{T \ell(T)}(x)^{-20}\right]+\ell(T)^{-1} \mathbb{E}\left[\mathcal{W}_{T \ell(T)}(x)-\widetilde{\mathcal{W}}_{T \ell(T)}(x)\right] \leq C \ell(T)
\end{aligned}
$$

Proof of Lemma 3.19. By Hölder's inequality and Minkowski's inequality, the expectation is bounded from above by

$$
\begin{aligned}
& C \mathbb{E}\left[\int_{\tau_{T}}^{T \ell(T)}\left(\frac{1}{\mathcal{W}_{s}(x)^{2}}+1\right) \mathrm{d}\langle\mathcal{W}(x)\rangle_{s}\right] \\
& \leq C \mathbb{E}\left[\int_{0}^{T \ell(T)}\left(\frac{1}{\mathcal{W}_{s}(x)^{2}}+1\right) \mathrm{d}\langle\mathcal{W}(x)\rangle_{s} ; A_{T}(x)^{c}\right] \\
& \leq C \mathbb{E}\left[\left(\int_{0}^{T \ell(T)}\left(\frac{1}{\mathcal{W}_{s}(x)^{2}}+1\right) \mathrm{d}\langle\mathcal{W}(x)\rangle_{s}\right)^{p}\right]^{\frac{1}{p}} \mathbb{P}\left(A_{T}(x)^{c}\right)^{\frac{1}{q}} \\
& \leq C\left(\mathbb{E}\left[\left(\int_{0}^{T \ell(T)} \frac{\mathrm{d}\langle\mathcal{W}(x)\rangle_{s}}{\mathcal{W}_{s}(x)^{2}}\right)^{p}\right]^{\frac{1}{p}}+\mathbb{E}\left[\left(\int_{0}^{T \ell(T)} \mathrm{d}\langle\mathcal{W}(x)\rangle_{s}\right)^{p}\right]^{\frac{1}{p}}\right) \mathbb{P}\left(A_{T}(x)^{c}\right)^{\frac{1}{q}},
\end{aligned}
$$

where $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$ are constants with $2 p<p_{\hat{\beta}}$. Then, by the Burkholder-DavisGundy inequality, we obtain

$$
\mathbb{E}\left[\left(\int_{0}^{T \ell(T)} \mathrm{d}\langle\mathcal{W}(x)\rangle_{s}\right)^{p}\right] \leq C \mathbb{E}\left[\left(\mathcal{W}_{T \ell(T)}(x)-\mathcal{W}_{0}(x)\right)^{2 p}\right] \leq C
$$

Applying Itô's lemma to $\log \mathcal{W}_{s}(x)$, we have

$$
\begin{aligned}
\log \mathcal{W}_{s}(x) & =\log \bar{u}(t, x)+\int_{0}^{s} \frac{\mathrm{~d} \mathcal{W}_{u}(x)}{\mathcal{W}_{u}(x)}-\frac{1}{2} \int_{0}^{s} \frac{\mathrm{~d}\langle\mathcal{W}(x)\rangle_{u}}{\mathcal{W}_{u}(x)^{2}} \\
& :=\log \bar{u}(t, x)+G_{s}^{\prime}(x)-\frac{1}{2} H_{s}^{\prime}(x)
\end{aligned}
$$
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with

$$
\left\langle G^{\prime}(x)\right\rangle_{s}=H_{s}^{\prime}(x) .
$$

In particular, we have

$$
\begin{aligned}
\mathbb{E}\left[H_{s}^{\prime}(x)^{2}\right] & \leq 12(\log \bar{u}(t, x))^{2}+12 \mathbb{E}\left[G_{s}^{\prime}(x)^{2}\right]+12 \mathbb{E}\left[\left(\log \mathcal{W}_{s}(x)\right)^{2}\right] \\
& =12(\log u(t, x))^{2}+24 \mathbb{E}\left[H^{\prime}(x)\right]+12 \mathbb{E}\left[\left(\log \mathcal{W}_{s}(x)\right)^{2}\right] \leq C,
\end{aligned}
$$

for some constant $C>0$. Putting things together with Lemma 3.22, we have

$$
\frac{1}{\beta_{\varepsilon}} \mathbb{E}\left[\int_{\tau_{T}(x)}^{T \ell(T)}\left|F^{\prime \prime}\left(\mathcal{W}_{s}(x)\right)\right| \mathrm{d}\langle\mathcal{W}(x)\rangle_{s}\right] \leq \frac{C}{\beta} \mathbb{P}\left(A_{T}(x)^{c}\right)^{\frac{1}{q}} \rightarrow 0
$$

Proof of Lemma 3.20. Recall the notation $\mathrm{F}_{s, t}(B, x)$ from (3.23). Since $\mathcal{W}_{s}(x)+\widetilde{\mathcal{W}}_{s}(x)^{-1} \leq$ $\ell(T)^{-\frac{1}{20}}$ for $s \leq \tau_{T}(x)$, we have

$$
\begin{aligned}
& \left|\int_{0}^{\tau_{T}} F^{\prime \prime}\left(\mathcal{W}_{s}(x)\right) \mathrm{d}\langle\mathcal{W}(x)\rangle_{s}-\int_{0}^{\tau_{T}} F^{\prime \prime}\left(\widetilde{\mathcal{W}}_{s}(x)\right) \mathrm{d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s}\right| \\
& \leq\left|\int_{0}^{\tau_{T}} F^{\prime \prime}\left(\mathcal{W}_{s}(x)\right) \mathrm{d}\langle\mathcal{W}(x)\rangle_{s}-\int_{0}^{\tau_{T}} F^{\prime \prime}\left(\mathcal{W}_{s}(x)\right) \mathrm{d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s}\right| \\
& \quad+\left|\int_{0}^{\tau_{T}}\left(F^{\prime \prime}\left(\mathcal{W}_{s}(x)\right)-F^{\prime \prime}\left(\widetilde{\mathcal{W}}_{s}(x)\right)\right) \mathrm{d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s}\right| \\
& \leq C \beta^{2}\left(1+\ell(T)^{-\frac{1}{10}}\right) \\
& \quad \times \int_{0}^{\tau_{T}} \mathrm{~d} s \mathrm{E}_{x} \otimes \mathrm{E}_{x}\left[V\left(B_{s}-\widetilde{B}_{s}\right) \Phi_{s}(B) \Phi_{s}(\widetilde{B}): \mathrm{F}_{T \ell(T), \sqrt{T n(T)}}(B, x)^{c} \cup \mathrm{~F}_{T \ell(T), \sqrt{T n(T)}}(\widetilde{B}, x)^{c}\right] \\
& \quad+C \beta^{2} \int_{0}^{\tau_{T}} \mathrm{~d} s\left|F^{\prime \prime}\left(\mathcal{W}_{s}(x)\right)-F^{\prime \prime}\left(\widetilde{\mathcal{W}}_{s}(x)\right)\right| \mathrm{E}_{x} \otimes \mathrm{E}_{x}\left[V\left(B_{s}-\widetilde{B}_{s}\right) \Phi_{s}(B) \Phi_{s}(\widetilde{B})\right] .
\end{aligned}
$$

Using Hölder's inequality, there exists $p>2$ such that the first term is bounded from above by

$$
\begin{aligned}
& \mathbb{E}\left[\int_{0}^{T \ell(T)} \mathrm{d} s \mathrm{E}_{x} \otimes \mathrm{E}_{x}\left[V\left(B_{s}-\widetilde{B}_{s}\right) \Phi_{s}(B) \Phi_{s}(\widetilde{B}): \mathrm{F}_{T \ell(T), \sqrt{T n(T)}}(B, x)^{c} \cup \mathrm{~F}_{T \ell(T), \sqrt{T n(T)}}(\widetilde{B}, x)^{c}\right]\right] \\
& \leq 2\|V\|_{\infty} \int_{0}^{T \ell(T)} \mathrm{d} s \mathbb{E}\left[\mathrm{E}_{x}\left[\Phi_{s}(B) \Phi_{s}(\widetilde{B}): \mathrm{F}_{T \ell(T), \sqrt{T n(T)}}(B, x)^{c}\right]\right] \\
& \leq C\|V\|_{\infty} \int_{0}^{T \ell(T)} \mathrm{d} s \mathrm{P}_{x}\left(\mathrm{~F}_{T \ell(T), \sqrt{T n(T)}}(B, x)^{c}\right)^{\frac{1}{p}} .
\end{aligned}
$$

For the second term, we first note that for each $s \leq \tau_{T}$,

$$
\left|F^{\prime \prime}\left(\mathcal{W}_{s}(x)\right)-F^{\prime \prime}\left(\widetilde{\mathcal{W}}_{s}(x)\right)\right|=\left|\int_{\widetilde{\mathcal{W}}_{s}(x)}^{\mathcal{W}_{s}(x)} F^{\prime \prime \prime}(r) \mathrm{d} r\right| \leq C\left(1+\ell(T)^{-\frac{3}{20}}\right)\left(\mathcal{W}_{s}(x)-\widetilde{\mathcal{W}}_{s}(x)\right)
$$

and $\frac{\mathrm{d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s}}{\mathrm{~d} s} \leq \beta^{2}\|V\|_{\infty} \widetilde{\mathcal{W}}_{s}(x)^{2} \leq\|V\|_{\infty} \ell(T)^{-\frac{1}{10}}$. Hence,

$$
\begin{aligned}
& \mathbb{E}\left[\left|\int_{0}^{\tau_{T}}\right| F^{\prime \prime}\left(\mathcal{W}_{s}(x)\right)-F^{\prime \prime}\left(\widetilde{\mathcal{W}}_{s}(x)\right)\left|\mathrm{d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s}\right|\right] \\
\leq & C\|V\|_{\infty}\left(1+\ell(T)^{-\frac{3}{20}}\right) \ell(T)^{-\frac{1}{10}} \int_{0}^{T \ell(T)} \mathbb{E}\left[\left|\mathcal{W}_{s}(x)-\widetilde{\mathcal{W}}_{s}(x)\right|\right] \mathrm{d} s \\
= & C\|V\|_{\infty}\left(1+\ell(T)^{-\frac{3}{10}}\right) \ell(T)^{-\frac{1}{10}} \int_{0}^{T \ell(T)} \mathrm{P}_{x}\left(\mathrm{~F}_{T \ell(T), \sqrt{T n(T)}}(B, x)^{c}\right) \mathrm{d} s .
\end{aligned}
$$

By (3.34), the statement holds.
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Proof of Lemma 3.21. We define

$$
\widetilde{H}_{s}(x)=\int_{0}^{s} F^{\prime \prime}\left(\widetilde{\mathcal{W}}_{s}(x)\right) \mathrm{d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s} .
$$

We remark that for $|x-y| \geq 3 \sqrt{\operatorname{Tn(T)}}$

$$
\operatorname{Cov}\left(\widetilde{H}_{T \ell(T)}(x), \widetilde{H}_{T \ell(T)}(y)\right)=0
$$

so that

$$
\begin{aligned}
& \mathbb{E}\left[\left(\int_{\mathbb{R}^{2}} \mathrm{~d} x f(x)\left(\widetilde{H}_{\tau_{T}}\left(x_{T}\right)-\mathbb{E}\left[\widetilde{H}_{\tau_{T}}\left(x_{T}\right)\right]\right)\right)^{2}\right] \\
& =\int_{|x-y| \leq 3 \sqrt{n(T)}} \mathrm{d} x \mathrm{~d} y f(x) f(y) \operatorname{Cov}\left(\widetilde{H}_{\tau_{T}}\left(x_{T}\right), \widetilde{H}_{\tau_{T}}\left(y_{T}\right)\right) \\
& \leq \int_{|x-y| \leq 3 \sqrt{n(T)}} \mathrm{d} x \mathrm{~d} y|f(x) f(y)| \mathbb{E}\left[\widetilde{H}_{\tau_{T}}\left(x_{T}\right)^{2}\right]^{\frac{1}{2}} \mathbb{E}\left[\widetilde{H}_{\tau_{T}}\left(y_{T}\right)^{2}\right]^{\frac{1}{2}} .
\end{aligned}
$$

Since

$$
\left|\widetilde{H}_{\tau_{T}}(x)\right| \leq C \int_{0}^{\tau_{T}}\left(1+\widetilde{\mathcal{W}}_{s}(x)^{-1}\right)^{2} \mathrm{~d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s} \leq C\left(1+\ell(T)^{-\frac{1}{10}}\right) \int_{0}^{\tau_{T}} \mathrm{~d}\langle\widetilde{\mathcal{W}}(x)\rangle_{s}
$$

by the Burkholder-Davis-Gundy inequality, we have

$$
\mathbb{E}\left[\widetilde{H}_{\tau_{T}}(x)^{2}\right] \leq C\left(1+\ell(T)^{-\frac{1}{10}}\right)^{2} \mathbb{E}\left[\sup _{0 \leq s \leq \tau_{T}}\left(\mathcal{W}_{s}(x)-\bar{u}(1, x)\right)^{4}\right] \leq C\left(1+\ell(T)^{-\frac{1}{10}}\right)^{2} \ell(T)^{-\frac{1}{5}}
$$

Putting things together, we have
$\frac{1}{\beta^{2}} \mathbb{E}\left[\left(\int_{\mathbb{R}^{2}} \mathrm{~d} x f(x)\left(\int_{0}^{\tau_{T}} F^{\prime \prime}\left(\widetilde{\mathcal{W}}_{s}\left(x_{T}\right)\right) \mathrm{d}\left\langle\widetilde{\mathcal{W}}\left(x_{T}\right)\right\rangle_{s}-\mathbb{E}\left[\int_{0}^{\tau_{T}} F^{\prime \prime}\left(\widetilde{\mathcal{W}}_{s}\left(x_{T}\right)\right) \mathrm{d}\left\langle\widetilde{\mathcal{W}}\left(x_{T}\right)\right\rangle_{s}\right]\right)\right)^{2}\right]$
$\leq C \frac{n(T)}{\beta^{2} \ell(T)^{\frac{2}{5}}}$.

### 3.5 Multidimensional convergence in the EW limits

We have proved the Gaussian fluctuations for $F\left(u_{\varepsilon}\right)$ in one dimensional time $t$. In this section, we complete the proof of Theorem 1.1 by proving the Gaussian fluctuations for $F\left(u_{\varepsilon}\right)$ in multidimensional times.

To ease the presentation, we restrict ourselves to the case where $F(x)=x$, and $\hat{\beta} \in(0,1)$ is fixed, although a repetition of the argument would lead to the result for the general initial conditions and the functions $F$ that we have been considering.

Also, we note that for all $0 \leq t_{1} \leq \cdots \leq t_{n}=t, u_{0}^{(1)}, \cdots, u_{0}^{(n)} \in C_{b}\left(\mathbb{R}^{2}\right)$, and $f_{1}, \cdots, f_{n} \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)$

$$
\begin{aligned}
& \left(u_{\varepsilon}^{\left(u_{0}^{(1)}\right)}\left(t_{1}, f_{1}\right), \cdots, u_{\varepsilon}^{\left(u_{0}^{(n)}\right)}\left(t_{n}, f_{n}\right)\right) \\
& \stackrel{(d)}{=}\left(\mathcal{W}_{T\left(t-t_{1}\right)}^{\left(t, T, u_{0}^{(1)}\right)}\left(T t, f_{1}\right), \cdots, \mathcal{W}_{T\left(t-t_{n-1}\right)}^{\left(t, T, u_{0}^{(n-1)}\right)}\left(T t, f_{n-1}\right), \mathcal{W}_{0}^{\left(t, T, u_{0}^{(n)}\right)}\left(T t, f_{n}\right)\right)
\end{aligned}
$$

where for fixed $t>0$ we define that for $u, s \geq 0, x \in \mathbb{R}^{2}$, and $f \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)$,

$$
u_{\varepsilon}^{\left(u_{0}\right)}(s, f)=\int_{\mathbb{R}^{2}} f(x) u_{\varepsilon}^{\left(u_{0}\right)}(s, x) \mathrm{d} x
$$
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$$
\mathcal{W}_{u}(s, x)=\mathcal{W}_{u}^{\left(t, T, u_{0}\right)}(s, x)= \begin{cases}\mathrm{E}_{x}\left[\Phi_{u, s}(B) u_{0}\left(\frac{B_{T t-u}}{\sqrt{T}}\right)\right], & 0 \leq u \leq s \\ u_{0}(x), & 0 \leq s \leq u\end{cases}
$$

and

$$
\mathcal{W}_{u}(s, f)=\mathcal{W}_{u}^{\left(t, T, u_{0}\right)}(s, f)=\int_{\mathbb{R}^{2}} f(x) \mathcal{W}_{u}^{\left(t, T, u_{0}\right)}\left(s, x_{T}\right) \mathrm{d} x
$$

Thus, to complete the proof of Theorem 1.1, it suffices to show that jointly for finitely many $u \in[0, t], u_{0} \in C_{b}\left(\mathbb{R}^{2}\right)$, and $f \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2}\right)$, as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\frac{1}{\beta_{\varepsilon}} \int f(x)\left(\mathcal{W}_{T u, T t}^{\left(t, T, u_{0}\right)}\left(x_{T}\right)-\bar{u}(t-u, x)\right) \mathrm{d} x \xrightarrow{(d)} \mathscr{U}_{u}^{\left(t, u_{0}\right)}(t, f), \tag{3.40}
\end{equation*}
$$

where $\left\{\mathscr{U}_{u}^{\left(t, u_{0}\right)}(s, f): f \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right), u_{0} \in C_{b}\left(\mathbb{R}^{2}\right), 0 \leq u \leq s \leq t\right\}$ is a family of centered Gaussian fields with covariance

$$
\begin{aligned}
& \operatorname{Cov}\left(\mathscr{U}_{u}^{\left(t, u_{0}\right)}(s, f), \mathscr{U}_{u^{\prime}}^{\left(t, u_{0}^{\prime}\right)}\left(s, f^{\prime}\right)\right) \\
& =\frac{1}{1-\hat{\beta}^{2}} \int_{u \vee u^{\prime}}^{s} \mathrm{~d} \sigma \int \mathrm{~d} x \mathrm{~d} y f(x) f^{\prime}(y) \int \mathrm{d} z \rho_{\sigma-u}(x, z) \rho_{\sigma-u^{\prime}}(y, z) \bar{u}(t-\sigma, z) \bar{u}^{\prime}(t-\sigma, z) .
\end{aligned}
$$

Following the same strategy as in Subsection 3.1, we are reduced to showing that

$$
\begin{equation*}
\frac{1}{\beta_{\varepsilon}} \mathcal{M}_{u}^{\left(t, T, u_{0}\right)}(\tau, f) \xrightarrow{(d)} \mathscr{U}_{u}^{\left(t, u_{0}\right)}(\tau, f) \quad \text { jointly in } u \in[0, \tau], f \in \mathcal{C}_{c}^{\infty} \tag{3.41}
\end{equation*}
$$

where (see (3.15))

$$
\mathcal{M}_{u}^{\left(t, T, u_{0}\right)}(\tau, f):= \begin{cases}\int_{\mathbb{R}^{2}} f(x) \int_{T u+T(t-u) \ell(T)}^{T \tau} \mathrm{~d} \mathcal{M}_{u}^{\left(t, T, u_{0}\right)}\left(s, x_{T}\right) \mathrm{d} x, & \tau \geq u+(t-u) \ell(T) \\ 0, & \tau \leq u+(t-u) \ell(T)\end{cases}
$$

and

$$
\begin{aligned}
& \mathrm{d} \mathcal{M}_{u}^{\left(t, T, u_{0}\right)}(s, x):= \\
& \beta_{\varepsilon} \mathcal{Z}_{T u, T u+(s-T u) \ell(T)}(x) \int \xi(\mathrm{d} s, \mathrm{~d} b) \int \rho_{s-T u}(x, z) \phi(z-b) \overleftarrow{\mathcal{Z}}_{s,(s-T u) \ell(T)}(z) \mathrm{E}_{z}\left[u_{0}\left(\frac{B_{T t-s}}{\sqrt{T}}\right)\right] \mathrm{d} z
\end{aligned}
$$

Then, for all $u \geq 0$ and $f \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2}\right), \tau \rightarrow \mathcal{M}_{u}^{(t, T)}(\tau, f)$ is a continuous martingale. In view of the desired convergence (3.40), we have again in mind the functional CLT for martingales Theorem 3.3, so we are interested in the limit of the cross-bracket $\left\langle\mathcal{M}_{u_{1}}^{(t, T)}\left(\cdot, f_{1}\right), \mathcal{M}_{u_{2}}^{(t, T)}\left(\cdot, f_{2}\right)\right\rangle_{\tau}$.
Proposition 3.23. For all test functions $f$ and $f^{\prime}$ in $\mathcal{C}_{c}^{\infty}, u_{0}, u_{0}^{\prime} \in C_{b}\left(\mathbb{R}^{2}\right), 0 \leq u_{2} \leq u_{1} \leq t$, and $\tau \geq 0$,

$$
\begin{align*}
& \frac{1}{\beta_{\varepsilon}^{2}}\left\langle\mathcal{M}_{u_{1}}^{\left(t, T, u_{0}\right)}\left(\cdot, f_{1}\right), \mathcal{M}_{u_{2}}^{\left(t, T, u_{0}^{\prime}\right)}\left(\cdot, f_{2}\right)\right\rangle_{\tau} \\
& \xrightarrow{L^{1}} \frac{1}{1-\hat{\beta}^{2}} \int_{u_{1} \wedge \tau}^{\tau} \mathrm{d} \sigma \int \mathrm{~d} x \mathrm{~d} y f_{1}(x) f_{2}(y) \int \mathrm{d} z \rho_{\sigma-u_{1}}(x, z) \rho_{\sigma-u_{2}}(y, z) \bar{u}(t-\sigma, z) \bar{u}^{\prime}(t-\sigma, z), \tag{3.42}
\end{align*}
$$

as $\varepsilon \rightarrow 0$.
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Proof. We first remark that for $\tau \leq u_{1}$, the cross variation vanishes. For $\tau>u_{1}$, we have $\tau \geq u_{1}+\left(t-u_{1}\right) \ell(T)$ if $\varepsilon>0$ is sufficiently small. Hence,

$$
\begin{aligned}
& \frac{1}{\beta^{2}}\left\langle\mathcal{M}_{u_{1}}^{\left(t, T, u_{0}\right)}\left(\cdot, f_{1}\right), \mathcal{M}_{u_{2}}^{\left(t, T, u_{0}^{\prime}\right)}\left(\cdot, f_{2}\right)\right\rangle_{\tau} \\
& =\int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \mathrm{~d} y f_{1}(x) f_{2}(y) \int_{T u_{1}+T\left(t-u_{1}\right) \ell(T)}^{T \tau} \mathrm{~d} s \mathcal{Z}_{T u_{1}, T u_{1}+\left(s-T u_{1}\right) \ell(T)}\left(x_{T}\right) \mathcal{Z}_{T u_{2}, T u_{2}+\left(s-T u_{2}\right) \ell(T)}\left(y_{T}\right) \\
& \quad \times \int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \mathrm{~d} z_{1} \mathrm{~d} z_{2} \rho_{s-T u_{1}}\left(z_{1}-x_{T}\right) \rho_{s-T u_{2}}\left(z_{2}-y_{T}\right) V\left(z_{1}-z_{2}\right) \overleftarrow{\mathcal{Z}}_{s,\left(s-T u_{1}\right) \ell(T)}\left(z_{1}\right) \overleftarrow{\mathcal{Z}}_{s,\left(s-T u_{2}\right) \ell(T)}\left(z_{2}\right) \\
& \quad \times \mathrm{E}_{z_{1}}\left[u_{0}\left(\frac{B_{T t-s}}{\sqrt{T}}\right)\right] \mathrm{E}_{z_{2}}\left[u_{0}^{\prime}\left(\frac{B_{T t-s}}{\sqrt{T}}\right)\right] .
\end{aligned}
$$

By a repetition of the arguments that lead to (3.17), we have that

$$
\begin{aligned}
& \frac{1}{\beta^{2}}\left\langle\mathcal{M}_{u_{1}}^{\left(t, T, u_{0}\right)}\left(\cdot, f_{1}\right), \mathcal{M}_{u_{2}}^{\left(t, T, u_{0}^{\prime}\right)}\left(\cdot, f_{2}\right)\right\rangle_{\tau} \\
& \approx_{L^{1}} \int f_{1}(x) f_{2}(y) \mathrm{d} x \mathrm{~d} y \\
& \quad \times \int_{u_{1}+\left(t-u_{1}\right) \ell(T)}^{\tau} \mathrm{d} \underset{\mathbb{E}}{ }\left[\mathcal{Z}_{T u, T u+T(\sigma-u) \ell(T)}\left(x_{T}\right)\right] \mathbb{E}\left[\mathcal{Z}_{T u_{2}, T u_{2}+\left(s-T u_{2}\right) \ell(T)}\left(y_{T}\right)\right] \Theta_{T}(x, y) \\
& =\int f_{1}(x) f_{2}(y) \mathrm{d} x \mathrm{~d} y \int_{u_{1}+\left(t-u_{1}\right) \ell(T)}^{\tau} \mathrm{d} \sigma \Theta_{T}(x, y),
\end{aligned}
$$

where

$$
\begin{aligned}
& \Theta_{T}(x, y) \\
& =\int \mathrm{d} z \mathrm{~d} v \rho_{\sigma-u_{1}}(z-x) \rho_{\sigma-u_{2}}\left(z-\frac{v}{\sqrt{T}}-y\right) V(v) \mathbb{E}\left[\overleftarrow{\mathcal{Z}}_{\sigma,\left(\sigma-u_{1}\right) \ell(T)}\left(z_{T}\right) \overleftarrow{\mathcal{Z}}_{\sigma,\left(\sigma-u_{2}\right) \ell(T)}\left(z_{T}+v\right)\right] \\
& \quad \times \mathrm{E}_{z_{T}}\left[u_{0}\left(\frac{B_{T t-T \sigma}}{\sqrt{T}}\right)\right] \mathrm{E}_{z_{T}+v}\left[u_{0}^{\prime}\left(\frac{B_{T t-T \sigma}}{\sqrt{T}}\right)\right] \\
& \rightarrow \frac{1}{1-\hat{\beta}^{2}} \int \mathrm{~d} z \rho_{\sigma-u_{1}}(x-z) \rho_{\sigma-u_{2}}(y-z) \bar{u}(t-\sigma, z) \bar{u}^{\prime}(t-\sigma, z)
\end{aligned}
$$
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