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Abstract

The Fleming-Viot particle system consists of N identical particles diffusing in an open
domain D ⊂ Rd. Whenever a particle hits the boundary ∂D, that particle jumps
onto another particle in the interior. It is known that this system provides a particle
representation for both the Quasi-Stationary Distribution (QSD) and the distribution
conditioned on survival for a given diffusion killed at the boundary of its domain. We
extend these results to the case of McKean-Vlasov dynamics. We prove that the law
conditioned on survival of a given McKean-Vlasov process killed on the boundary of its
domain may be obtained from the hydrodynamic limit of the corresponding Fleming-
Viot particle system. We then show that if the target killed McKean-Vlasov process
converges to a QSD as t → ∞, such a QSD may be obtained from the stationary
distributions of the corresponding N -particle Fleming-Viot system as N →∞.

Keywords: McKean-Vlasov processes; quasi-stationary distributions; Fleming-Viot processes.
MSC2020 subject classifications: Primary 60K35, Secondary 60J80; 60H10; 35K55; 35Q84;
82C22.
Submitted to EJP on July 20, 2021, final version accepted on July 1, 2022.
Supersedes arXiv:2011.11689.

1 Introduction

The long-term behaviour of Markovian processes with an absorbing boundary has
been studied since the work of Yaglom on sub-critical Galton-Watson processes [32], a
review of which can be found in [27]. The long-time limits we obtain are quasi-stationary
distributions (QSDs). In this paper we study the behavior of a system of interacting
diffusion processes, known as a Fleming-Viot particle system, which is known to provide
a particle representation for these long time limits [9], [27, Section 6].

Given an open set D ⊂ Rd, we consider N ≥ 2 particles diffusing in the domain D.
The particle positions are denoted by X1

t , . . . , X
N
t ∈ D, so that ~XN

t = (X1
t , . . . , X

N
t ) is
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The McKean-Vlasov Fleming-Viot process

a DN -valued stochastic process. A drift acting on the particles will depend on their
empirical measure. Let P(D) be the set of Borel probability measures on D, and let
ϑN : DN → P(D) be the map which takes the points x1, . . . , xN ∈ D to their empirical
measure,

ϑN (x1, . . . , xN ) =
1

N

N∑
k=1

δxk , (1.1)

which is invariant under permutation of the indices. Given ~XN
t , ϑN ( ~XN

t ) is the empirical
measure of the N particles (at time t), a random probability measure supported on D.
We further define a measurable drift

b : P(D)×D → Rd. (1.2)

We now define the particle system which is the subject of this paper.

Definition 1.1 (Fleming-Viot Particle System with McKean-Vlasov Dynamics). Let υN be
a probability measure on DN , and let {W i

t }Ni=1 be a collection of independent Brownian
motions on Rd. Then the particle system {Xi}Ni=1 ⊂ D with initial distribution υN is
defined up to a time τWD by

(i) ~XN
0 ∼ υN .

(ii) For t ∈ [0, τWD) and between jump times (while {Xi
t}Ni=1 ⊂ D), the particles

evolve according to the system

dXi
t = b(ϑN ( ~XN

t ), Xi
t)dt+ dW i

t , i = 1, . . . , N.

(iii) Whenever a particle Xi hits the boundary ∂D, Xi instantly jumps to the location

of another particle chosen independently and uniformly at random.
(1.3)

The time τWD up to which the system is well-defined could be finite if multiple particles
hit the boundary simultaneously at some finite time, or if infinitely many jumps occur in
finite time, or if (in the case of unbounded domain) some particles “escape to infinity”
in finite time. For k = 1, 2, . . . , we write τk for the kth time at which any particle jumps
(upon hitting ∂D), and moreover τ∞ = limk→∞ τk, after which the particle system is
not well-defined. We also define τstop = inf{t > 0 : ∃ j 6= k such that Xj

t− , X
k
t− ∈ ∂D}

after which the particle system is not well-defined. We also define τmax = inf
{
t > 0 :

sup t′≤t
1≤i≤N

|Xi
t′ | =∞

}
. Thus, the particle system is well-defined only up to the time

τWD = τ∞ ∧ τstop ∧ τmax.

Although the Brownian motions {Wi}Ni=1 are independent, the drift b in the motion
of the ith particle Xi

t may depend on Xi and on the empirical measure ϑN ( ~XN
t ) of all

N particles. The particles also depend on each other through the rule for relocating
a particle when it hits the boundary ∂D. Because we do not make strong regularity
assumptions on the drift b, we will interpret the SDE in (1.3) in the weak sense, which
we make precise in Definition 2.1.

This system is a generalisation of the Fleming-Viot system introduced in the foun-
dational papers of Burdzy, Holyst, Ingerman, and March [8, 9]. Their work involved
the particular case of purely Brownian dynamics (i.e. b ≡ 0) on a bounded domain D.
Even if b ≡ 0, it is not clear that the system (1.3) should be well-defined for all t > 0. In
particular, the following problem remains open.

Problem 1.2 ([7]). Consider the b ≡ 0 case. Is it true that τ∞ = ∞, almost surely, for
any bounded open connected set D ⊂ Rd?
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The McKean-Vlasov Fleming-Viot process

In [9, 20, 5], conditions for the global well-posedness (P(τWD = +∞) = 1) of this
system were established for the case b ≡ 0 whenD is bounded (and the boundary satisfies
various additional conditions). As discussed in [5], the proof given in [9, Theorem 1.1] has
an irreparable error; however, implicit in [9, Theorem 1.4] is another proof that works
when the domain satisfies an interior ball condition. These are complemented by [21,
29, 30], providing well-posedness for general diffusions on possibly unbounded domains
(satisfying various additional conditions). We provide a similar result (Theorem 2.6) for
bounded b of the form (1.2) and D being a possibly unbounded domain satisfying the
uniform interior ball condition, which is not covered by previous results.

In [9, 19], Burdzy, et al. also consider the limits N →∞ and t→∞. They established
that the empirical measure of the particle system converges to the solution of the heat
equation renormalised to have constant mass 1, corresponding to the distribution of
Brownian motion killed at the boundary of its domain, conditioned on survival. The notion
of convergence was later strengthened by Grigorescu and Kang in [19]. In particular if
1
N

∑N
i=1 δXi0 → ν weakly in probability then

1

N

N∑
i=1

δXit →
u

|u|∗
= Lν(Bt|τ∂ > t) weakly in probability,

where |u|∗ is the mass of u, which is a solution of the heat equation with Dirichlet
boundary condition

∂tu =
1

2
∆u, u|∂D = 0, u0 = ν = 0,

and where (Bt)0≤t≤τ∂ is a Brownian motion with initial condition B0 ∼ ν stopped at the
time τ∂ = inf{t > 0 : Bt ∈ ∂D}. Note that, by abuse of notation, we are using functions
interchangeably with the measures having their density.

Moreover for fixed N , Burdzy, et al. [9, Theorem 1.4] prove that ~XN
t has a stationary

distribution MN on DN to which the distribution of ~XN
t converges exponentially fast

as t→∞. Furthermore the corresponding stationary random empirical measure χNM ∼
ϑN#MN converges weakly in probability as N → ∞ to a function φ(x) which is the
principal Dirichlet eigenfunction of the Laplacian on D,

1

2
∆φ+ λφ = 0, φ > 0 on D, φ = 0 on ∂D, (1.4)

normalised to have integral 1. This normalized eigenfunction corresponds to the quasi-
stationary distribution (QSD) for Brownian motion killed on the boundary of its domain

Lφ(Bt|τ∂ > t) = φ, 0 ≤ t <∞.

This QSD is the unique quasi-limiting distribution (QLD) for Brownian motion killed at
the boundary of its domain. That is, for any initial condition ν,

Lν(Bt|τ∂ > t)→ φ as t→∞.

Similar results have been established for a variety of other Fleming-Viot particle
systems with Markovian dynamics: for instance by Ferrari and Maric [15] in the case
of countable state spaces and by Villemonais [30] in the case of general strong Markov
processes. These are complemented by generic long-time convergence criteria for the
conditional distribution of killed Markov processes [27, Theorem 7], [12, 13]. Campi
and Fischer [11] have also considered a similar mean field game with particles killed at
the boundary of their domain (corresponding to bankruptcy) and interacting with the
renormalised empirical measure (their setup did not feature branching, so the mass
decreases over time).
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The McKean-Vlasov Fleming-Viot process

Summary of results

In the present paper, we extend the results in the Markovian case to the more general
system (1.3) which includes dynamics of McKean-Vlasov type whereby the particles
interact through the dependence of the drift b on the empirical measure. Throughout
the paper, we assume that the open set D ⊂ Rd satisfies the interior ball condition with
radius r > 0: for every x ∈ D there exists a point y ∈ D such that x ∈ B(y, r) ⊆ D. We
also assume that the drift

b : P(D)×D → Rd

is measurable with respect to the Borel sigma algebra on P(D) × D and uniformly
bounded by B <∞, where P(D) is endowed with the topology of weak convergence of
measures.

We begin by establishing in Theorem 2.6 global well-posedness of the system (1.3),
meaning that P(τWD = ∞) = 1. At the same time, we establish some estimates on the
N -particle system which shall be used throughout this paper.

We then seek to characterise the behaviour as t→∞ for fixed N <∞. Here we must
impose an additional assumption: that the domain D is bounded and path-connected.
Under these conditions, we establish in Theorem 2.7 that the system (1.3) is ergodic,
having a unique stationary distribution ψN on DN . The reason that boundedness is
assumed is that on unbounded domains we have the possibility of mass escaping to
infinity over infinite time horizons. We conjecture that a Lyapunov criterion should exist
allowing our large time results to be extended to the setting of unbounded domains. In
the Markovian case, such Lyapunov criteria have been established in [14, 13].

We then consider the behaviour of the system (1.3) as N →∞. We no longer need
to impose the assumption that D is bounded and path-connected. We will establish a
hydrodynamic limit theorem – Theorem 2.9 – which will be the main result of this paper.
As we will show, the limit behavior of ~XN as N →∞ can be described in terms of the
following conditional McKean-Vlasov system

(i) (Xt : 0 ≤ t ≤ τ∂) is a continuous process defined up to the

stopping time τ∂ = inf{t > 0 : Xt ∈ ∂D},
(ii) Xt ∈ D for t < τ∂ , Xτ∂ = lim

t↗τ−∂
Xt ∈ ∂D,

(iii) Initial condition: X0 ∼ ν ∈ P(D),

(iv) Xt satisfies dXt = b(L(Xt|τ∂ > t), Xt)dt+ dWt, 0 ≤ t ≤ τ∂ ,
where W is a Brownian motion,

(1.5)

which gives rise to the flow of conditional laws

(L(Xt|τ∂ > t) : 0 ≤ t <∞). (1.6)

In the SDE, the drift is a function of L(Xt|τ∂ > t) ∈ P(D), the law of Xt conditioned on
{τ∂ > t}, where τ∂ is the first time Xt hits the boundary ∂D. For convenience, we also
define

mt = L(Xt|τ∂ > t) ∈ P(D), t ≥ 0 (1.7)

and
Jt = − lnP(τ∂ > t), t ≥ 0. (1.8)

These are only well-defined for as long as P(τ∂ > t) > 0. We therefore define the
following.

Definition 1.3 (Global Weak Solution to (1.5)). If a weak solution to (1.5) satisfies
P(τ∂ > t) > 0 for all t ∈ [0,∞) we say it is a global weak solution.
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The McKean-Vlasov Fleming-Viot process

Remark 1.4. Strictly speaking we should define Xt as occupying some cemetary state
for all t ≥ τ∂ . This state could be some point seperate from Rd or it could be the point on
the boundary that Xt hits at time τ∂ . Nevertheless it shall be more convenient for our
purposes for killed processes to be defined only up the killing time τ∂ . Thus, the notation
L(Xt|τ∂ > t) is equivalent to L(Xt∧τ∂ |τ∂ > t), which is an element of P(D). Abusing
notation, we write L(Xt) for the sub-probability measure L(Xt|τ∂ > t)P(τ∂ > t) – so in
particular L(Xt) assigns mass only to D and not to any “cemetary state”.

Similar processes have been studied over finite time horizons for instance by Caines,
Ho and Song [10]; Hambly, Ledger and Søjmark [22]; and in the context of Mean Field
Games by Campi and Fischer [11].

We establish in Proposition 2.8 that all weak solutions are global weak solutions along
with the existence, uniqueness in law and time continuity of such solutions. This allows
us to uniquely define the following semigroup,

Gt(ν) := Lν(Xt|τ∂ > t) where (X, τ∂ ,W ) is a

global weak solution to (1.5) with initial condition X0 ∼ ν,
(1.9)

which we later show in Proposition 2.11 is jointly continuous in [0,∞) × P(D). The
density u = mte

−Jt = L(Xt) corresponds to a weak solution of the following nonlinear
transport equation

∂tu+∇ ·
(
b

(
u

|u|∗
, x

)
u

)
=

1

2
∆u, u

∣∣
∂D

= 0,

where |u|∗ is the mass of u on D.
Returning to our Fleming-Viot system of N particles, we define the empirical measure

of the N -particle system
mN
t = ϑN ( ~XN

t ), (1.10)

which has initial distribution
mN

0 ∼ ξN := ϑN#υ
N . (1.11)

Thus mN
0 is a random probability measure on D; ξN is the law of this random measure

and is the pushforward of υN under the map ϑN . We further define

JNt =
1

N
sup{k ∈ N | τk ≤ t}, (1.12)

which is the number of jumps of the N -particle process up to time t, normalized by
1/N . In Theorem 2.9 we establish (mN

t , J
N
t )0≤t<∞ converges uniformly on compacts in

probability to (mt, Jt)0≤t<∞.
Having established ergodicity for fixed N and hydrodynamic convergence to the flow

of conditional laws (1.6) for the system (1.5), it is natural to ask whether we might obtain
convergence in large time for (1.6). We recall the semigroup (1.9) and ask when the limit

lim
t→∞

Gt(ν) = lim
t→∞

Lν(Xt|τ∂ > t)

exists. We now extend the definitions given in the Markovian case in [27, Section 2].

Definition 1.5 (McKean-Vlasov QLDs and QSDs). For a domain D ⊂ Rd and drift b
satisfying the assumptions of Proposition 2.8, let Gt : P(D) → P(D) be the unique
associated semigroup as in (1.9). Let π be a Borel probability measure on D. We say
that π is a quasi-limiting distribution (QLD) for (b,D) if there is a probability measure ν
on D such that

Gt(ν)→ π in P(D) as t→∞, (1.13)
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The McKean-Vlasov Fleming-Viot process

in which case we say that π is the Yaglom limit for initial condition ν. By defining a
McKean-Vlasov QLD in terms of weak convergence of probability measures, we are using
a weaker notion of convergence here as compared to the Markovian case [27, Definition
1] using setwise convergence, as this definition is more natural for our purposes.

We define π to be a quasi-stationary distribution (QSD) for (b,D) if

Gt(π) = π, 0 ≤ t <∞. (1.14)

We then define the set of QSDs to be

Π = {π ∈ P(D) : π is a QSD for (b,D)}. (1.15)

We will ask in Problem 2.12 when we have that

the Yaglom limit lim
t→∞

Gt(ν) exists for every ν ∈ P(D) (1.16)

(but we do not require the same limit for different ν ∈ P(D)). This is the most significant
issue left unresolved in this paper; in our later theorems we assume we are working with
a case where (1.16) does hold. We would not have (1.16) if, for example, Gt(ν) converges
to a limit cycle as t→∞ for some ν ∈ P(D).

Whereas we are not able to resolve Problem 2.12, we are able to extend [27, Propo-
sition 1] from the Markovian case to the McKean-Vlasov case: establishing in Proposi-
tion 2.13 that π is a QSD if and only it is a QLD, that QSDs can be characterised as the
solutions of a nonlinear eigenproblem, that Π is a non-empty compact set (in particular,
at least one QSD exists) and that the killing time τ∂ at quasi-equilibrium is exponentially
distributed with rate given by the corresponding eigenvalue. This and all of our later
results require the domain D be bounded. Whilst Proposition 2.13 implies that Π, the
set of QSDs, is a non-empty compact set, we shall demonstrate in Example 2.15 that it
need not be a singleton; there may be more than one QSD.

In Theorem 2.7 we establish that ~XN
t is ergodic with stationary distribution we

call ψN . We may therefore associate to this an empirical measure-valued stationary
distribution

ΨN := ϑN#ψ
N , (1.17)

which is the stationary distribution for the empirical measure-valued process mN
t . We

associate to each ΨN a random variable distributed like ΨN ,

πN ∼ ΨN . (1.18)

In Theorem 2.16 we establish that if we do have (1.16) then the πN converge in
probability to Π. In other words, if we sample a random empirical measure from ΨN for
large N , then with large probability our random empirical measure is close to some QSD
π ∈ Π. This is an extension of [9, Theorem 1.4 (ii)] which dealt with the b = 0 case.

Whilst we show πN is close to the set Π with large probability, we do not show that
it is close to all of Π with large probability. When the QSDs are non-unique – when
Π contains more than one element – one may ask which QSDs are “selected” by the
Fleming-Viot particle system? We conjecture that this should correspond to the stability
of the semigroup Gt, so that in particular the stability of the QSDs could be determined
by sampling πN sufficiently many times and observing which QSDs are “selected”.

If we drop the assumption (1.16), we shall see that the distribution of πN converges
to the set of invariant measures for the semigroup Gt. Thus at least one of the invariant
measures can be obtained from the Fleming-Viot particle system. More broadly, due to
the McKean-Vlasov interaction, the semigroup Gt could have more interesting dynamical
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systems properties than in the Markovian case. In the case without killing, this is a well-
studied problem, a thorough treatment of which can be found in [16]. We therefore ask
what about the dynamical system Gt can be deduced from the corresponding Fleming-
Viot particle system?

The following diagram summarises the relationship between our results:

N-particle Fleming-Viot
Particle System

Flow of Conditional Laws for the
Killed McKean-Vlasov SDE

Stationary Distribution for
the N -Particle System Quasi-Stationary Distribution

Theorem 2.9 (N→∞)

Theorem 2.17
(N∧t→∞)

Theorem 2.17
(t→∞)

Problem 2.12
(t→∞)

Theorem 2.16 (N→∞)

2 Statement of results

We begin with a more precise description of the particle system (1.3) which is the
subject of this paper.

Definition 2.1 (Weak Solution to (1.3)). Let ~Wt = (W 1
t , . . . ,W

N
t ) be a collection of

independent Brownian motions onRd with respect to a right-continuous filtration {Ft}t≥0.
Let υN be a probability measure on DN . We say that ( ~Xt, ~Wt,Ft) is a weak solution
to (1.3) with initial condition υN if ~X0 ∼ υN , and there is an increasing sequence of
Ft-stopping times {τk}∞k=0 with τ0 = 0 such that the following hold.

1. ~Xt is a càdlàg process. For each k, ~Xt is continuous on [τk, τk+1) and satisfies

Xi
t = Xi

τk
+

∫ t

τk

b(ϑN ( ~Xs), X
i
s)ds+W

i
t−W i

τk
, i = 1, . . . , N ; t ∈ [τk, τk+1). (2.1)

For all k ≥ 1, and with probability one, there is a unique particle index `(k) ∈
{1, . . . , N} such that

τk = min
i=1,...,N

inf{t > τk−1 | lim
s→t−

Xi
s ∈ Dc} = inf{t > τk−1 | lim

s→t−
X`(k)
s ∈ Dc}.

(2.2)

2. For all k ≥ 1,

lim
t→τ−k

Xj
t = Xj

τk
∈ D, ∀ j ∈ {1, . . . , N} \ {`(k)} (2.3)

and

P(X`(k)
τk

= Xj
τk
| Fτ−k ) =

1

N − 1
, ∀ j ∈ {1, . . . , N} \ {`(k)} (2.4)

hold with probability one.

This is no longer well-defined once two particles hit the boundary at the same time,

τstop = inf{t > 0 : ∃ j 6= k such that Xj
t , X

k
t ∈ ∂D}.

Moreover if there are an infinite number of stopping times τk in finite time, this is no
longer well-defined after the time

τ∞ = lim
k→∞

τk. (2.5)
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Furthermore if the domain D is unbounded, the particles may escape to infinity in
finite time, after which time the particle system is not well-defined. We write

τmax = inf
{
t > 0 : sup

t′≤t
1≤i≤N

|Xi
t′ | =∞

}
. (2.6)

Therefore ( ~Xt, ~Wt)0≤t<τWD is defined only up to the time

τWD := τstop ∧ τ∞ ∧ τmax. (2.7)

The index `(k) in (2.2) is the index of the unique particle that hits the boundary ∂D at
time τk; the statement (2.3) means that the paths of the other particles are continuous
at time τk; the statement (2.2) means that at time τk, the particle with index `(k) jumps
to the location of another particle chosen uniformly at random from the other N − 1

particles.
It will be convenient to define a the family of random variables

U ik ∈ {1, . . . , N} \ {i} (2.8)

to be the index of the particle that Xi jumps onto at its kth jump time. We will refer to
U ik as the target index or target particle of particle for Xi at its kth jump time. Thus,
{{U ik}∞k=1}Ni=1 are a family of independent random variables such that for each i ∈
{1, . . . , N} the variables {U ik}∞k=1 are all uniformly distributed on the set {1, . . . , N} \ {i}.

Before stating our results, we define the spaces of measures we employ throughout
this paper.

Definition 2.2 (Spaces of Measures). Given a metric space (χ, d), we equip (χ, d) with
the Borel sigma algebra B(χ) and define P(χ) to be the space of probability measures on
χ equipped with the topology of convergence of probability measures. We writeM(χ) for
the space of Borel measures on (χ, d) equipped with the topology of weak convergence
of measures. We further defineM+(χ) =M(χ) \ {0} to be those measures with positive
total mass (equipped with the same topology).

For separable metric spaces (χ, d) we equip P(χ) with the Wasserstein-1 metric on P
using the bounded metric d1(x, y) = 1∧d(x, y) on the underlying space χ, which metrises
the topology of weak convergence of measures [17]. We denote this metric W (unless
there is a possible confusion as to the underlying metric space χ, in which case we write
dPW (χ)) and write PW (χ) = (P(χ),W ).

We shall establish hydrodynamic convergence in the sense of uniform convergence in
PW (D)×R≥0 on compact subsets of time in probability. We metrize this as follows. We
firstly define the uniform metric over finite time horizons,

d∞[0,T ] : D([0, T ];PW (D)×R≥0)×D([0, T ];PW (D)×R≥0)→ R≥0

d∞[0,T ]((µ
1, y1), (µ2, y2)) = sup

0≤t≤T
(W (µ1

t , µ
2
t ) + |y1

t − y2
t |).

(2.9)

We then define the metric

d∞ : D([0,∞);PW (D)×R≥0)×D([0,∞);PW (D)×R≥0)→ R≥0

d∞(f, g) =

∞∑
T=1

2−T (d∞[0,T ]((ft)0≤t≤T , (gt)0≤t≤T ) ∧ 1).
(2.10)

This metrises uniform convergence on compacts, which means that

d∞((µnt , y
n
t )0≤t<∞, (µ, y)0≤t<∞)→ 0 as n→∞
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if and only if

sup
t≤T

W (µnt , µt)→ 0 and sup
t≤T
|ynt − yt| → 0 as n→∞ for every T <∞.

Thus the random PW (D)×R≥0-valued càdlàg processes (µN , yN ) converge to (µ, y)

uniformly in PW (D)×R≥0 on compacts in probability if and only if d∞((µN , yN ), (µ, y))→
0 in probability.

We shall also make use of the total variation norm, which we label ||.||TV.
Finally, we note that since the metric d1 on χ is bounded by 1, the induced Wasserstein

distance W is then bounded by the total variation distance,

W (µ, ν) ≤ 1

2
||µ− ν||TV for all µ, ν ∈ P(χ).

We will always assume D is an open subdomain of Rd whose boundary ∂D satisfies
the following interior ball condition.

Condition 2.3. The boundary ∂D satisfies the uniform interior ball condition: there
is a fixed radius r > 0 such that for every x ∈ D there exists a point y ∈ D such that
x ∈ B(y, r) ⊆ D.

Regarding the drift b, we will always assume that (µ, x) 7→ b(µ, x) is measurable with
respect to the Borel sigma algebra on P(D)×D and uniformly bounded with |b| ≤ B <∞.
For some results, we will also assume the following condition.

Condition 2.4. The boundary ∂D is C∞. Moreover, in addition to being measurable and
uniformly bounded, the drift b : PW (D)×D → Rd is jointly continuous, and is Lipschitz
in the first variable: there is C > 0 such that

|b(µ1, x)− b(µ2, x)| ≤ CW (µ1, µ2), ∀x ∈ D, µ1, µ2 ∈ PW (D). (2.11)

Remark 2.5. The Lipschitz assumption (2.11) may be replaced with the strictly weaker
assumption that b is uniformly Lipschitz with respect to the total variation metric. This
does not require changes to the proof, however for simplicity we assume b is uniformly
Lipschitz with respect to the W metric.

Moreover the Lipschitz condition (2.11) is used only to establish uniqueness in law of
global weak solutions to (1.5) for given initial conditions; for all our results this Lipschitz
condition may be replaced with any other condition providing for uniqueness in law of
global weak solutions to (1.5).

Furthermore in Proposition 2.8 and theorems 2.9 and 2.10 we could without changes
to the proofs assume b to be time-inhomogeneous; so that b : [0,∞)×PW (D)×D → Rd

is measurable, and for Lebesgue-almost every t and uniform C <∞, (m,x) 7→ b(t,m, x)

is jointly continuous and satisfies (2.11).

We firstly establish the particle system is defined over an infinite time horizon.

Theorem 2.6 (Global Well-Posedness of the N -Particle System (1.3)). Under Condi-
tion 2.3, there exists a weak solution of (1.3) for which P(τWD = ∞) = 1; any weak
solution of (1.3) satisfies P(τWD =∞) = 1 and weak solutions of (1.3) are unique in law.

We now address the large time properties of the system for fixed finite N . We must
impose the additional assumption that the domain D is bounded and path-connected.
The boundedness assumption is needed as we do not currently have a good way of
preventing the mass “escaping to infinity” over an infinite time horizon when the domain
is unbounded. We establish ergodicity of the system for fixed N .

Theorem 2.7 (Ergodicity of the N -Particle System (1.3)). In addition to Condition 2.3,
assume that D is path-connected and bounded. Then we have that for every N fixed,
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there exists a unique stationary distribution ψN ∈ P(DN ) of the N -particle system
(Definition 1.1). Moreover there exist constants CN , λN > 0 such that for every initial
distribution X0 ∼ υN we have ||L( ~XN

t )− ψN ||TV ≤ CNe−λN t.
We now turn to the question of extracting a hydrodynamic limit. We no longer

need to impose the assumption that the domain D is bounded or path-connected. Our
hydrodynamic limit will be given by the flow of conditional laws (1.6) corresponding to
solutions of (1.5), and so before stating our hydrodynamic limit theorem we firstly give
the properties of (1.5). We recall that where a weak solution (X, τ∂ ,W ) to (1.5) satisfies
P(τ∂ > t) > 0 for all t ∈ [0,∞), we say it is a global weak solution.

Proposition 2.8 (Properties of the McKean-Vlasov Process (1.5)). Assume Condition 2.4.
For every ν ∈ P(D) there exists a unique in law weak solution (X, τ∂ ,W ) to (1.5) with
initial condition X0 ∼ ν. Moreover this weak solution to (1.5) is a global weak solution
and satisfies:

(i) P(τ∂ > t) is continuous and positive on [0,∞);

(ii) L(Xt|τ∂ > t) ∈ C([0,∞);PW (D)) ∩ C((0,∞);L1(D)).

We let ( ~XN
t : 0 ≤ t < ∞) = ((XN,1

t , . . . , XN,N
t ) : 0 ≤ t < ∞) be a sequence of

weak solutions to (1.3) with initial conditions ~XN
0 ∼ υN . We define mN

t , ξN and JNt as
in (1.10), (1.11) and (1.12). We have the following hydrodynamic limit theorem.

Theorem 2.9 (Hydrodynamic Limit Theorem). Assume Condition 2.4. Let ν ∈ P(D) and
assume that W (mN

0 , ν) → 0 in probability as N → ∞. Let (X, τ∂ ,W ) be a (unique in
law) global weak solution to (1.5) with initial distribution X0 ∼ ν, and define as in (1.7)
and (1.8)

mt = L(Xt|τ∂ > t) and Jt = − lnP(τ∂ > t).

Then, as N →∞, we have uniform convergence on compacts in probability,

(mN
t , J

N
t )0≤t<∞ → (mt, Jt)0≤t<∞ in d∞ in probability.

The existence part of Proposition 2.8 and theorems 2.9, 2.16 and 2.17 are essentially
all corollaries of the following generalised hydrodynamic limit theorem – Theorem 2.10.
Relying on the machinery of sections 4, 6 and 7, this theorem will be proven in Section 8.

This hydrodynamic limit theorem is valid when the initial conditions are only known
to constitute a tight family of random measures (as opposed to convergent weakly in
probability to a deterministic initial profile as in Theorem 2.9). We define

Ξ = {(L(Xt|τ∂ > t),− lnP(τ∂ > t))0≤t<∞ ∈ C([0,∞);PW (D)×R≥0) :

(X, τ∂ ,W ) is a global weak solution of (1.5)

for some initial condition X0, L(X0) ∈ PW (D)}.
(2.12)

For T < ∞ we define dD[0,T ] to be the Skorokhod metric on D([0, T ];PW (D) × R≥0).
We then define the metric

dD : D([0,∞);PW (D)×R≥0)×D([0,∞);PW (D)×R≥0)→ R≥0

dD(f, g) =

∞∑
T=1

2−T (dD[0,T ]((ft)0≤t≤T , (gt)0≤t≤T ) ∧ 1).
(2.13)

Note that convergence with respect to dD to a continuous function implies conver-
gence with respect to d∞ to the same continuous function.
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Theorem 2.10. Assume Condition 2.4 and that {ξN} is a tight family of measures
in P(PW (D)). Then the laws of the processes {(mN

t , J
N
t )0≤t≤T } are a tight family

of measures on (D([0,∞);PW (D) × R≥0), dD). Moreover if along some subsequence

(mN
t , J

N
t )0≤t<∞

d→ (mt, Jt)0≤t<∞, then

(mt, Jt)0≤t<∞ ∈ Ξ ∩ C((0,∞);L1(D)×R≥0) ⊆ C([0,∞);PW (D)×R≥0)

holds almost surely.

Proposition 2.8 guarantees for us that the semigroup Gt on PW (D) given in (1.9) is
well-defined. We will establish in Section 9 the following properties of the semigroup Gt.

Proposition 2.11 (Properties of the Semigroup Gt). Assume Condition 2.4. Then the
semigroup Gt is jointly continuous in [0,∞)× PW (D),

[0,∞)× PW (D) 3 (t, ν) 7→ Gt(ν) ∈ PW (D) is continuous. (2.14)

Furthermore if the domain D is bounded, then for all t0 > 0, Gt0 has pre-compact image
Image(Gt0) ⊂⊂ PW (D).

Having established ergodicity for fixed N and hydrodynamic convergence to the
flow of conditional laws (1.6) for the system (1.5), we ask when the limit limt→∞Gt(ν)

exists. We henceforth assume the domain is bounded. The following represents the most
significant issue left to resolve from this paper.

Problem 2.12 (Convergence to Quasi-Equilibrium). Under what conditions does

the Yaglom limit lim
t→∞

Gt(ν) exist with respect to W for every ν ∈ PW (D) (2.15)

(with the limit possibly depending on ν ∈ PW (D))? Can we find conditions under which
there exists π ∈ PW (D) such that

Gt(ν)→ π uniformly in W as t→∞? (2.16)

Although we are unable to resolve Problem 2.12, we shall establish the following.

Proposition 2.13 (Existence and Properties of QSDs). In addition to conditions 2.3
and 2.4, we assume that D is bounded. Then we have the following.

1. The following are equivalent:

(a) π is a QSD for (1.5);
(b) π is a QLD for (1.5);
(c) π ∈ L1(D) is a probability density such that

〈π(·), λϕ(·) + b(π, ·) · ∇ϕ(·) +
1

2
∆ϕ(·)〉 = 0, ∀ ϕ ∈ C∞0 (D̄) (2.17)

for some λ > 0, whereby we define the test functions

C∞0 (D̄) = {ϕ ∈ C∞c (D̄) : ϕ = 0 on ∂D}. (2.18)

2. For any weak solution (X, τ∂ ,W ) to (1.5) with quasi-stationary initial condition π
we have τ∂ ∼ Exp(λ) where λ is the constant such that (π, λ) is a solution to (2.17).

3. Π is a non-empty compact subset of PW (D).

Remark 2.14. The equation (2.17) is the weak formulation of the following nonlinear
PDE,

λπ −∇ · (b(π, ·)π) +
1

2
∆π = 0 on D, π = 0 on ∂D. (2.19)
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Whereas Π must be a non-empty compact set (in PW (D)), we demonstrate in the
following example that it need not be a singleton.

Example 2.15. We assume D = (−1, 1) and the drift is given by the first moment

dXt = γE[Xt|τ∂ > t]dt+ dWt.

This satisfies the conditions of Proposition 2.13, so we may check using Part 1c of
Proposition 2.13 that the QSDs are given by

πb = Aeγbx cos
(π

2
x
)

where b is a solution of b = tanh(γb)− 8γb

4γ2b2 + π2
.

For all values of γ, π0 = A cos(π2x) is a QSD, which for small γ is the only QSD.
Moreover by calculating the derivative of

F (b) = tanh(γb)− 8γb

4γ2b2 + π2

at 0 we see that b 7→ F (b) exhibits a pitchfork bifurcation at γ = π2

π2−8 , so that for

γ > π2

π2−8 there are multiple QSDs π0 and π±.

π− π+

π0

Figure 1: QSDs for Example 2.15

We now show that, if we don’t have (2.15), then the stationary distributions for our
N -particle system (given by Theorem 2.7) converge to the set of QSDs Π.

Theorem 2.16 (Convergence of the N -Particle Stationary Distributions to QSDs). In
addition to conditions 2.3 and 2.4, we assume that D is bounded. Moreover we assume
that

the Yaglom limit lim
t→∞

Gt(ν) exists with respect to W for every ν ∈ PW (D). (2.15)

We take the stationary empirical measures ΨN = ϑN#ψ
N and take a sequence of PW (D)-

valued random variables πN with distribution πN ∼ ΨN as in (1.18). Then we have

W (πN ,Π)→ 0 in probability as N →∞. (2.20)

Since we do not necessarily have (2.15), it is worthwhile asking what happens when
we don’t have (2.15). In general we shall see that we obtain the invariant measures for
Gt,

MG = {P ∈ P(PW (D)) : (Gt)#P = P for all t ≥ 0}. (2.21)
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Then by propositions 2.11 and 2.13, MG is a non-empty compact subset of P(PW (D)).
Furthermore it is clear from the proof of Theorem 2.16 that under the same assumptions
as Theorem 2.16, except for (1.16), we have

W (L(πN ),MG)→ 0 as N →∞. (2.22)

Therefore the Fleming-Viot particle system allows us to obtain at least one of the invariant
measures of Gt.

Finally, under an additional assumption on the semigroup Gt, we establish conver-
gence as the number of particles and the time horizon converge to infinity together. We
prove the following theorem.

Theorem 2.17. In addition to conditions 2.3 and 2.4, we assume that D is bounded.
Moreover we assume that there exists a QSD π such that

W (Gt(ν), π)→ 0 as t→∞ uniformly in ν ∈ PW (D). (2.16)

Then by Proposition 2.13 there exists λ > 0 such that (π, λ) is a solution of (2.17). We
take a sequence of weak solutions ( ~XN

t : 0 ≤ t < ∞) = ((XN,1
t , . . . , XN,N

t ) : 0 ≤ t < ∞)

to (1.3) with arbitrary initial conditions ~XN
0 ∼ υN . We define mN

t and JNt as in (1.10)
and (1.12),

mN
t = ϑN ( ~XN

t ), JNt =
1

N
sup{k ∈ N | τk ≤ t}.

Then we have

(mN
t0+t, J

N
t0+t − JNt0 )0≤t<∞ → (π, λt)0≤t<∞ in d∞ in probability as t0 ∧N →∞. (2.23)

3 Proof strategy for sections 4 and 6-8

The results of sections 4, 6 and 7 shall be used in Section 8 to establish our hydrody-
namic limit theorem, as we shall explain here.

The proof of our hydrodynamic limit theorem shall require defining the following
Fleming-Viot particle systems with generalised dynamics – therefore we establish the
results of Section 4 and 6 for such generalised systems. Whenever we consider Fleming-
Viot particle systems with generalised dynamics, we shall assume the domain D is
an open subdomain of Rd satisfying Condition 2.3 and the drifts satisfy the following
condition.

Condition 3.1. The drifts bit are (Ft)t≥0-adapted and uniformly bounded |bit| ≤ B (i =

1, . . . , N ).

Otherwise, the Fleming-Viot particle system with generalised dynamics has the same
definition as the particle system with McKean-Vlasov dynamics.

We establish in Section 4 estimates on the N -particle system which shall be used
throughout this paper along with global well-posedness of the N -particle system with
generalised dynamics (and hence for the system with McKean-Vlasov dynamics – The-
orem 2.6). These estimates, in particular, will allow us control the mass close to the
boundary, uniformly in N. This will be an essential ingredient in our proof of hydrody-
namic convergence in Section 8.

The estimates of Section 4 hinge on constructing – in a completely different manner –
a family of Bessel processes similar to those constructed by Burdzy, Holyst and March
[9, Proof of Theorem 1.4] to deal with the b = 0 case. These are N i.i.d. Bessel processes
coupled to the N -particle system in such a way so as to provide controls on the mass
close to the boundary. While the Bessel processes we obtain are very similar to the
Bessel processes constructed in [9], the method of construction is more similar to the
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construction used to establish well-posedness in [29] by constructing a different family
of processes. In [9] their construction begins by taking the Bessel processes and then
using a classical skew-product decomposition [23] to construct the particle system with
b ≡ 0. This has no hope of working however in the b 6= 0 case as such a skew-product
decomposition is not available. Similarly to [29], we instead start with the particle system
and from there construct the Bessel processes. We use a Doob-Meyer decomposition
piecewise between a family of stopping times to construct an associated Brownian motion
for each particle, and then use these Brownian motions to drive our Bessel processes.

In [9, 20, 5], conditions for the global well-posedness (P(τWD = +∞) = 1) of this
system were established for the case b ≡ 0 when D is bounded (and satisfies various
additional conditions). These are complemented by [21, 30, 29], providing well-posedness
for general diffusions on possibly unbounded domains (satisfying various additional
conditions). The closest of these to our setup is [29]. For such domains, one could obtain
the global well-posedness for the system with generalised dynamics from the b ≡ 0 case
using Girsanov’s theorem – they can be related via a Girsanov transform, which preserves
{τWD <∞} as a null event. None of these, however, apply to general unbounded domains
satisfying the uniform interior ball condition. Nevertheless, the Bessel processes we
construct allow us to establish well-posedness for the system with generalised dynamics
and possibly unbounded domains satisfying only the uniform interior ball condition.

We shall prove Lemmas 6.1 and 6.2 in Section 6. Lemma 6.1 will be crucial in
our proof of hydrodynamic convergence as it will make available to us a uniqueness
theorem for the linear Fokker-Planck equation [28, Theorem 1.1]. It guarantees that
subsequential limits of the empirical measure valued process almost surely has a density.
The proof of Lemma 6.1 hinges on an analysis of the dynamical historical processes
introduced by Bieniek and Burdzy [4]. The machinery we construct to prove Lemma 6.1
then enables us to prove Lemma 6.2, which constrains the number of particles far away
from the boundary over fixed time horizons.

We then prove Proposition 7.2 in Section 7, establishing that we may couple the
N -particle system on an infinite domain with an appropriately constructed Fleming-Viot
N -particle system with generalised dynamics on a large but finite subdomain. Moreover
we obtain uniform controls on the difference between the two N -particle systems. This
coupled particle system having generalised dynamics is the reason we established the
previous estimates of sections 4 and 6 for such generalised systems. As we will explain
in the proof of Theorem 2.10, this will allow us to circumvent the problem that the
uniqueness theorem we use [28, Theorem 1.1] for the linear Fokker-Planck equation
only applies on bounded domains.

Having established these estimates, we are in a position to prove Proposition 2.8 and
Theorem 2.9 by way of Theorem 2.10. Theorem 2.10 characterises subsequential limits
of the N -particle system as corresponding to solutions of the McKean-Vlasov SDE (1.5)
– but this doesn’t assume the existence of such solutions. Therefore by choosing a
sequence of N -particle systems with the appropriate initial conditions we are able to
construct a weak solution to (1.5) in the N →∞ limit. We establish uniqueness of weak
solutions to (1.5) by a contraction argument using Girsanov’s theorem similar to the
proof of [11, Proposition C.1], completing the proof of Proposition 2.8. Theorem 2.9 then
follows by a compactness-uniqueness argument.

The estimates of Section 4 and Lemma 6.2 are used to establish tightness in the proof
of Theorem 2.10; the former preventing mass from accumulating on the boundary and
the latter preventing mass “escaping to infinity” over a finite time horizon.

We then employ martingale methods to characterise subsequential limits (mt, Jt)0≤t<∞
as being supported on the solution set of a nonlinear Fokker-Planck equation. We note
that martingale methods have also been used to establish hydrodynamic convergence in
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the Markovian case ([19] and [30]). We then show that these nonlinear Fokker-Planck
solutions correspond to global weak solutions of our McKean-Vlasov SDE (1.5) by verify-
ing they satisfy the same linear Fokker-Planck equation and using a uniqueness theorem
[28, Theorem 1.1]. Availing ourselves of this uniqueness theorem requires Lemma 6.1
and – in the case of unbounded domains – combining Proposition 7.2 with a change to
our notion of solution to the nonlinear Fokker-Planck equation.

We note this is where the assumption that D has C∞ boundary becomes necessary,
as [28, Theorem 1.1] assumes the domain has C∞ boundary. Were a more general
uniqueness theorem available, this would enable a corresponding generalisation of our
results: to more general boundaries, the particles having non-constant diffusivities or
the incorporation of “soft killing” (killing according to a Poisson clock).

4 Well-posedness of and estimates for the N-particle system

The goal of this section is to establish Theorem 2.6 along with some estimates for
the N -Particle System. We shall prove estimates on the jump times {τk}∞k=0 and on
the empirical measure mN

t of the N -particle process. The estimates in particular will
prevent mass accumulating on the boundary when we take various limits in later sections.
Theorem 2.6 will be seen to be a consequence of these estimates.

As discussed in Section 3, we establish well-posedness and our estimates for Fleming-
Viot particle systems with generalised dynamics, which is defined as follows.

Definition 4.1 (Weak Solution to the Fleming-Viot Particle System with Generalised
Dynamics). Let ~Wt = (W 1

t , . . . ,W
N
t ) be a collection of independent Brownian motions on

Rd with respect to a right-continuous filtration {Ft}t≥0. Let υN be a probability measure
on DN . We say that ( ~Xt, ~Wt,Ft) is a Fleming-Viot particle system with generalised
dynamics with initial condition υN having drift processes ~bt = (b1t , . . . , b

N
t ) if ~X0 ∼ υN ,

if ~bt satisfies Condition 3.1: the drifts bit are (Ft)t≥0-adapted and uniformly bounded
|bit| ≤ B (i = 1, . . . , N ), and if there is an increasing sequence of Ft-stopping times
{τk}∞k=0 with τ0 = 0 such that the following hold:

1. ~Xt is a càdlàg process. For each k, ~Xt is continuous on [τk, τk+1) and satisfies

Xi
t = Xi

τk
+

∫ t

τk

bisds+W i
t −W i

τk
, i = 1, . . . , N ; t ∈ [τk, τk+1). (4.1)

For all k ≥ 1, and with probability one, there is a unique particle index `(k) ∈
{1, . . . , N} such that

τk = min
i=1,...,N

inf{t > τk−1 | lim
s→t−

Xi
s ∈ Dc} = inf{t > τk−1 | lim

s→t−
X`(k)
s ∈ Dc}.

(4.2)

2. For all k ≥ 1,

lim
t→τ−k

Xj
t = Xj

τk
∈ D, ∀ j ∈ {1, . . . , N} \ {`(k)}, (4.3)

and

P(X`(k)
τk

= Xj
τk
| Fτ−k ) =

1

N − 1
, ∀ j ∈ {1, . . . , N} \ {`(k)} (4.4)

hold with probability one.

This is no longer well-defined once two particles hit the boundary at the same time:

τstop = inf{t > 0 : ∃ j 6= k such that Xj
t , X

k
t ∈ ∂D}.
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Moreover if there are an infinite number of stopping times τk in finite time, this is no
longer well-defined after the time

τ∞ = lim
k→∞

τk. (4.5)

Furthermore if the domain D is unbounded, the particles may “escape to infinity” in
finite time, after which time the particle system is not well-defined. We write

τmax = inf
{
t > 0 : sup

t′≤t
1≤i≤N

|Xi
t′ | =∞

}
. (4.6)

Therefore ( ~Xt, ~Wt)0≤t<τWD is defined only up to the time

τWD := τstop ∧ τ∞ ∧ τmax. (4.7)

Throughout this section,

( ~Xt, ~Wt,~bt)0≤t<τWD = ((X1, . . . , XN
t ), (W 1, . . . ,WN

t ), (b1, . . . , bNt ))0≤t<τWD

will refer to a weak solution to the Fleming-Viot particle system (N ≥ 2) with generalised
dynamics having drift processes bounded by |bit| ≤ B. We further define mN

t and ξN as
in (1.10) and (1.11),

mN
t = ϑN ( ~XN

t ), mN
0 ∼ ξN .

We will couple the particles X1, . . . , XN to appropriately constructed independent
strong solutions (η1, W̃ 1), . . . , (ηN , W̃N ) of the following SDE,

dηt =

{
dW̃t +Bdt+ d−1

2ηt
dt− dLr−ηt , d > 1

dW̃t +Bdt+ dLηt − dL
r−η
t , d = 1

, η0 = r, (4.8)

where r > 0 is the constant from the global interior ball condition, Condition 2.3. Here
Lη and Lr−η are the local times

Lηt := lim
ε↓0

1

2ε

∫ t

0

1(|ηs| < ε)d[η]s, Lr−ηt := lim
ε↓0

1

2ε

∫ t

0

1(|r − ηs| < ε)d[η]s. (4.9)

We will then use this coupling to obtain estimates on the N -particle system.

Proposition 4.2. We assume the Brownian motions W i are jointly independent and de-
fined up to time∞. There exists on the same probability space a family (η1

t , W̃
1
t )0≤t<∞, . . . ,

(ηNt , W̃
N
t )0≤t<∞ of strong solutions to (4.8) which are jointly independent, but coupled

to X1, . . . , XN up to time τWD = τ∞ ∧ τstop ∧ τmax so that

d(Xi
t , ∂D) ≥ r − ηit ∈ [0, r], 0 ≤ t < τWD. (4.10)

Remark 4.3. The coupling (4.10) only holds up to time τWD, although (ηit, W̃
i
t ) are defined

for all t ≥ 0.

We then establish the following lemma.

Lemma 4.4. If (η1, W̃ 1), (η2, W̃ 2) are two independent solutions to (4.8) on the same
probability space, then

P(∃ t > 0 such that η1
t = η2

t = r) = 0. (4.11)

For the case of Brownian dynamics (b ≡ 0) with bounded domain D, the authors of
[9] established controls analogous to Proposition 4.2 with b = 0 and D bounded. The
method of construction they used, however, was quite different. As outlined in Section 3,
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their approach does not work in our case. On the other hand, a different family of
processes was constructed in [29] to establish the well-posedness of the Fleming-Viot
particle system they considered there. Their construction cannot be used to establish the
estimates of this section, however, without having to invoke a rather unwieldy condition.
As we explained in Section 3, here we construct a family of Bessel processes similar to
those constructed in [9] using a strategy similar to that implemented in [29].

Proposition 4.5. For any weak solution to the Fleming-Viot particle system with gener-
alised dynamics, τWD = τ∞ = τstop = τmax =∞ almost surely. In particular, the coupling
defined in Proposition 4.2 holds for all t ≥ 0.

Having established τWD =∞ almost surely in the case of generalised dynamics, we
have τWD =∞ in the case of McKean-Vlasov dynamics, giving the proof of Theorem 2.6.

Proof of Theorem 2.6. It is clearly possible to construct a weak solution of the driftless
system up to time τWD, so that between jump times and for t < τWD particle Xi satsifies
dXi

t = dW i
t . Therefore by Girsanov’s theorem we obtain the existence of a weak solution

( ~Xt, ~Wt)0≤t<τWD to the N -particle system with McKean-Vlasov dynamics (1.3) up to time
τWD. This and every other weak solution to (1.3) defined up to time τWD is defined for all
time with τWD =∞ almost surely by Proposition 4.5.

Uniqueness of the law of ( ~Xt)0≤t<∞ follows from uniqueness for the driftless system,
by change of measure (by the same argument that weak solutions to SDEs with bounded
measurable coefficients are unique in law; see [25, Proposition 3.10 of Section 5.3]).

We shall then establish tightness for the laws of the empirical measure valued process
at times bounded away from 0, when the domain D is bounded.

Proposition 4.6. We assume D is bounded. For any T0 > 0 there exists a compact set
KT0 ⊆ P(PW (D)) dependent only upon the upper bound on the drift B and the domain D
such that the empirical measure mN

t := ϑN ( ~XN
t ) must satisfy L(mN

t ) ∈ KT0 for all t ≥ T0.

We henceforth fix a finite time horizon T <∞, but no longer assume D is bounded.
We establish the following proposition.

Proposition 4.7. Define for c > 0 the closed set Vc = {x ∈ D : d(x, ∂D) ≥ c}. Then we
have:

1. For every ε > 0, T0 > 0 there exists a constant c, dependent only upon ε, T0, the
time horizon T , the upper bound B for the drift, and the constant r > 0 of the
interior ball condition, such that Kε,T0

= Vc ⊆ D must satisfy

lim
N→∞

P

(
sup

t∈[T0,T ]

mN
t (KC

ε,T0
) ≥ ε

)
= 0. (4.12)

2. We now assume ξN := ϑN#υ
N is tight in P(PW (D)) (i.e. as a tight family of random

measures on the open set D) – so that mass does not concentrate on the boundary.
Fix ε, δ > 0. Then there exists a constant c̃ > 0 depending on ε, δ, B, r, and T such
that K̂ε,δ = Vc̃ ⊆ D satisfies

lim sup
N→∞

P

(
sup
t∈[0,T ]

mN
t (K̂C

ε,δ) ≥ ε

)
< δ. (4.13)

Remark 4.8. In Part 1 of Proposition 4.7, we do not assume that the initial random
measures ξN := ϑN#υ

N are tight as random measures on D. In particular we may have ξN

converging weakly in probability to an atom on ∂D or the mass could escape to infinity.
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Remark 4.9. There are two conventions as to the definition of a geometric random
variable. Throughout we use the definition in which the distribution is supported on
{1, 2, . . .}, with distribution given by

P(G ≥ k) = (1− p)k−1.

Our final estimate controls the number of jumps by any particle over a finite time
horizon:

Proposition 4.10. Assume that {L(mN
0 )} is tight in P(PW (D)). Let JN,it be the number

of jumps of the ith particle in the N -particle system up to time t. Then for every ε > 0,
there exists a stopping time τNε and constants Mε < ∞, pε > 0 (all dependent upon T)
such that for all N large enough:

1. The number of jumps JN,i
τNε ∧T

by particle i up to time T ∧τNε is stochastically bounded

by the sum of Mε i.i.d. Geom(pε) distributions.

2. The stopping times τNε satisfy

lim sup
N→∞

P(τNε ≤ T ) ≤ ε.

4.1 Proof of Proposition 4.2

The proof proceeds in the follow steps:

1. We fix for the time being Xi
t (with driving Brownian motion W i) and seek to

construct a family (ηit, W̃
i)0≤t<∞, i ∈ {1, . . . , N}, of independent solutions of (4.8)

and some càdlàg processes Di
t, i ∈ {1, . . . , N}, such that

ηit ≥ Di
t ≥ r − d(Xi

t , ∂D), 0 ≤ t < τWD. (4.14)

For clarity, we will usually drop the superscript i in what follows: ηt, W̃t, Dt, τω
will refer to quantities that depend on the particle index i. Our construction of
(ηt, W̃t)0≤t<∞ proceeds as follows:

(a) We define stopping times τ(j,k,`) for every triple (j, k, `) ∈ N3
0, thereby obtaining

a collection of random subintervals [τ(j,k,`), τ(j,k,`+1)) of [0, τ∞ ∧ τstop). We
write ω0 for the order-type of the natural numbers, associate to the ordinal
ω = jω2

0 + kω0 + ` < ω3
0 the triple (j, k, `) and write τω for the stopping time

τ(j,k,`). The use of ordinals will enable us to use ordinal induction. Moreover
we write τω3

0
:= τWD and write Iω for the interval [τω, τω+1) = [τ(j,k,`), τ(j,k,`+1))

(whereby [t, t) := ∅). The ordering

τω1 ≤ τω2 for ω1 ≤ ω2 ≤ ω3
0 (4.15)

shall be immediate from the construction. Moreover we shall establish the
following lemma.

Lemma 4.11. For limit ordinals ω ≤ ω3
0 we have

τω′ ↑ τω as ω′ ↑ ω for every ω ≤ ω3
0 a limit ordinal. (4.16)

By ordinal induction the random subintervals Iω form a disjoint cover of
[0, τω3

0
) = [0, τWD). Moreover on each interval Iω, Xt will be contained in the

ball B(vω, r) (where r > 0 is the constant we assume to exist in the interior
ball condition and vω = Xτω ).
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(b) We use our construction in part 1a to define

Et =
∑
ω

1Iω (t)d(Xt, vω), 0 ≤ t < τWD,

Dω
t = (d(X(t∧τω+1)− , vω)− d(Xt∧τω , vω)

)
1(τω < τω+1)1(t > τω)

(4.17)

We observe that Dω is a continuous semimartingale, with dDω
t = dEt for t ∈ Iω.

We employ a Doob-Meyer decomposition of Dω
t on each interval Iω to construct

a Brownian motion (W̃t)0≤t<∞ such that (Et)0≤t<τWD is a [0, r]-valued process
which satisfies

dEt =

{
dW̃t +Bdt+ d−1

2Es
dt− dHt, d > 1

dW̃t +Bdt+ dLEs ds− dHt, d = 1
, (4.18)

where Ht is a non-decreasing, adapted process. Moreover there exists a
càdlàg adapted process nt such that

W̃t =

∫ t

0

ns · dWs, 0 ≤ t <∞. (4.19)

(c) We establish that (4.8) has strong solutions for this driving motion W̃t, and
that ηt = ηit satisfies (4.14).

(d) We then compare (4.18) and (4.8) establish

Et ≤ ηt, 0 ≤ t < τWD, (4.20)

and therefore we have (4.14).

2. We repeat the above construction for each Xi, writing (ηi, W̃ i) for the strong
solutions we construct. By examining the quadratic covariation of the Brownian
motions W̃ i (using (4.19)) we establish the (ηi, W̃ i) are jointly independent.

Step 1a

We now define functions ρ and v as in [9]. With r > 0 being the constant assumed to
exist by the interior ball condition (Condition 2.3), define

ρ(x) = sup
B(y,r) such that
D⊇B(y,r)3x

d(x, ∂B(y, r)).

We claim there exists v : D → D measurable such that:

1. B(v(x), r) ⊆ D for every x ∈ D;

2. d(x, ∂B(v(x), r)) ≥ ρ(x)
2 .

The construction of v is fairly elementary. We firstly take an ascending sequence of
compact sets K1,K2, . . . with union D. We fix Ki and seek to define on Ki a suitable
function vi satisfying 1 and 2. It is easy to see that for every x ∈ Ki we can choose
y(x) such that d(x, ∂B(y, r)) > ρ(x)

2 . Then on an open neighbourhood Vx 3 x we have

d(x′, ∂B(y, r)) > ρ(x′)
2 as both x′ 7→ d(x′, ∂B(y(x), r)) and x′ 7→ ρ(x′) are continuous

functions. We may cover Ki with open sets Vx, x ∈ Ki, and take a finite subcover
Vx1 , . . . , Vxn (for some n). We now define

vi(x′) :=

{
x1, x′ ∈ Ki ∩ Vx1

xj , x′ ∈ Ki ∩ (Vxj \ (Vx1 ∪ . . . ∪ Vxj−1))
.
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Then vi is piecewise constant (and hence measurable) and satisfies 1 and 2 on Ki.
Therefore defining v by

v(x′) :=

{
v1(x′), x′ ∈ K1

vi(x′), x′ ∈ Ki \ (K1 ∪ . . . ∪Kj−1))

we are done. We now turn to the construction of the stopping times τ(j,k,`), for triples
(j, k, `) ∈ N3

0.

1. τ(0,0,0) := 0.

2. τ(j+1,0,0) := inf{t > τ(j,0,0) : Xt− ∈ ∂D} ∧ τWD, for all j ∈ N0.

3. With j ∈ N0 fixed, we now define τ(j,0,`) ∈ [τ(j,0,0) , τ(j+1,0,0)] for every ` ∈ N. We
proceed inductively, having already defined τ(j,0,`) for ` = 0 in the previous step.
We suppose that τ(j,0,`) ∈ [τ(j,0,0) , τ(j+1,0,0)] has been defined for some ` ∈ N0. If
τ(j,0,`) = τ(j+1,0,0), we set τ(j,0,`+1) := τ(j,0,`). Otherwise, τ(j,0,`) < τ(j+1,0,0) holds and
Xτ(j,0,`) ∈ D. Therefore, we may define X(j,0,`) := Xτ(j,0,`) and v(j,0,`) := v(X(j,0,`))

which satisfies
B(v(j,0,`), r) ⊆ D. (4.21)

We then define

τ(j,0,`+1) = τWD ∧

{
inf{t > τ(j,0,`) : d(Xt− , v(j,0,`)) ≥ r}, if ρ(Xτ(j,0,`))) > 2−0

τ(j,0,`), if ρ(Xτ(j,0,`)) ≤ 2−0 or τ(j,0,`) = τ(j+1,0,0)

,

which satisfies τ(j,0,`+1) ≤ τ(j+1,0,0) by (4.21). By induction on `, this defines τ(j,0,`)
for all ` ∈ N0 and we have τ(j,0,0) ≤ τ(j,0,`) ≤ τ(j,0,`+1) ≤ . . . ≤ τ(j+1,0,0).

4. We then establish (Lemma 4.12) that either τ(j+1,0,0) =∞ and τ(j,0,`) ↑ τ(j+1,0,0) as
` ↑ ∞, or else τ(j+1,0,0) < ∞ and there exists some random `(j,0) < ∞ such that
either ρ(X(j,0,`(j,0))) ≤ 2−0 or τ(j,0,`(j,0)) = τ(j+1,0,0). In the former case (τ(j+1,0,0) =

∞) we define
τ(j,1,0) := τ(j+1,0,0).

Otherwise we have τ(j,0,`) := τ(j,0,`(j,0)) for all ` ≥ `(j,0) so that we may define

τ(j,1,0) := τ(j,0,`(j,0)) ≤ τ(j+1,0,0).

5. We repeat the above inductively. We fix k and assume we have defined τ(j,0,0) ≤
τ(j,k,0) ≤ τ(j+1,0,0). We seek to define

τ(j,0,0) ≤ τ(j,k,0) ≤ τ(j,k,1) ≤ . . . ≤ τ(j,k+1,0) ≤ τ(j+1,0,0).

Proceeding as in Step 3, if τ(j,k,`) = τ(j+1,0,0) we define

τ(j,k,`+1) = τ(j+1,0,0).

Otherwise τ(j,k,`) < τ(j+1,0,0) so we may define as before v(j,k,`) = v(Xτ(j,k,`)) and
X(j,k,`) := Xτ(j,k,`) . We may then define

τ(j,k,`+1) = τWD ∧

{
inf{t > τ(j,k,`) : d(Xt, v(j,k,`)) ≥ r}, if ρ(Xτ(j,k,`))) > 2−k

τ(j,k,`), if ρ(Xτ(j,k,`)) ≤ 2−k or τ(j,k,`) = τ(j+1,0,0)

.

Having defined τ(j,k,`) for ` = 0, 1, . . . we now turn to defining τ(j,k+1,0). We establish
the following lemma.
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Lemma 4.12. Either τ(j+1,0,0) =∞ and τ(j,k,`) ↑ ∞ as ` ↑ ∞, or else τ(j+1,0,0) <∞
and there exists some random `(j,k) < ∞ such that either ρ(X(j,k,`(j,k))) ≤ 2−k or
τ(j,k,`(j,k)) = τ(j+1,0,0).

In the former case (τ(j+1,0,0) =∞) we define

τ(j,k+1,0) := τ(j+1,0,0).

Otherwise we have τ(j,k,`) := τ(j,k,`(j,k)) for all ` ≥ `(j,k) so that we may define

τ(j,k+1,0) := τ(j,k,`(j,k)) ≤ τ(j+1,0,0).

Repeating inductively in k we have defined τ(j,k,`) for (j, k, `) ∈ N3
0, subject to

proving Lemma 4.12.

Proof of Lemma 4.12. We fix j and k. We consider sub-intervals [mh, (m + 1)h] (m =

0, 1, . . .) of length h > 0 to be determined, over each of which the diffusion term dominates
the drift term. We write Nm := |{`′ : τ(j,k,`′) ∈ [mh, (m + 1)h] ∩ [0, τWD) and τ(j,k,`′) <
τ(j+1,0,0)}| (for our j and k fixed). Then it is sufficient to show that h > 0 may be chosen
so that

P(Nm =∞) = 0 for all 0 ≤ m <∞.

We recall that we have fixed i, and moreover Xt = Xi
t has driving Brownian motion

Wt = W i
t which satisfies

|(Xt2 −Xt1)− (Wt2 −Wt1)| ≤ B(t2 − t1) (4.22)

if Xt does not hit the boundary during the time interval [t1, t2].
We observe therefore that if our distance to the boundary is bounded from below

then in order for our particle to die within a sufficiently small time interval, the driving
Brownian motion Wt must travel a distance bounded from below in this small time
interval. In particular we suppose that we have τ(j,k,`) ∈ [mh, (m + 1)h] ∩ [0, τWD) with
τ(j,k,`) < τ(j+1,0,0) and ρ(v(j,k,`)) ≥ 2−k. Then in order to also have τ(j,k,`+1) ≤ (m+ 1)h it
must be the case that Xt hits ∂B(v(Xτ(j,k,`)), r)) before time (m+ 1)h. We now recall

d(Xτ(j,k,`) , ∂B(v(Xτ(j,k,`)), r)) ≥
ρ(Xτ(j,k,`))

2
≥ 2−k−1.

Therefore if τ(j,k,`) ∈ [mh, (m+ 1)h] ∩ [0, τWD) with τ(j,k,`) < τ(j+1,0,0) and ρ(v(j,k,`)) ≥ 2−k,
then in order to also have τ(j,k,`+1) < τ(j+1,0,0) and ρ(v(j,k,`+1)) ≥ 2−k we must have
|X(j,k,`+1) −X(j,k,`)| ≥ 2−k−1, which requires the driving Brownian motion satisfy

|Wτ(j,k,`+1)
−Wτ(j,k,`) | ≥ 2−k−1 −Bh.

We note that this latter event happening is independent of Fτ(j,k,`) , and for h < 2−(k+2)

B has
probability at most some p < 1. Therefore at time τ(j,k,`) ∈ [mh, (m+ 1)h] ∩ [0, τ∞ ∧ τstop),
the probability this is the final such stopping time in the interval [rh, (r + 1)h] is at
least 1− p > 0. Recalling Remark 4.9, we see that Nm is stochastically dominated by a

Geom(1− p) distribution for h < 2−(k+2)

B .

We have left to prove Lemma 4.11.

Proof of Lemma 4.11. We begin with the ω = ω3
0 case. This is true by definition.

Next, consider the case that ω = (j + 1)ω2
0. If τ(j+1,0,0) =∞ then τ(j,k,0) =∞ for all

k ≥ 1 and we are done. We may therefore assume τ(j,k+1,0) < τ(j+1,0,0) <∞ for all k ∈ N0
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otherwise we are done. Then Lemma 4.12 gives that ρ(Xτ(j,k+1,0)
) = ρ(Xτ(j,k,`(j,k))

) ≤
2−k → 0 as k →∞ and so d(Xτ

jω2
0+kω0

, ∂D)→ 0 as k →∞. Therefore by the almost-sure

continuity of the path Xt and the fact that τ(j+1)ω2
0
<∞ we have limk→∞Xτ(j,k,0)

∈ ∂D.
Therefore we have τjω2

0+kω0
→ τ(j+1)ω2

0
as k →∞.

Finally, in the case that ω = jω2
0 + (k + 1)ω0, this is an immediate consequence of

Lemma 4.12.

Step 1b

We begin by constructing W̃t and showing that it can be written in the form (4.19) for a
càdlàg adapted process nt which we also construct. We recall (4.17) where we define for
ω < ω3

0

Et =
∑
ω

1Iω (t)d(Xt, vω), 0 ≤ t < τWD,

Dω
t = (d(X(t∧τω+1)− , vω)− d(Xt∧τω , vω)

)
1(τω < τω+1)1(t > τω).

(4.23)

After adding a positive drift B1Iω (t), Dω
t becomes a submartingale, so we may take the

Doob-Meyer decomposition, obtaining a mean zero Martingale term W̃ω
t with quadratic

variation
∫ t

0
1Iω (s)ds (i.e. a Brownian motion started at time τω and stopped at time τω+1).

Indeed we can write

Dω
t =

(√
(X(t∧τω+1)− − vω) · (X(t∧τω+1)− − vω)−

√
(Xt∧τω − vω) · (Xt∧τω − vω)

)
× 1(τω < τω+1)1(t > τω)

so that we have

dDω
t = 1Iω (t)

Xt − vω
|Xt − vω|

· dWt + finite variation terms

and therefore

dW̃ω
t = 1Iω (t)

Xt − vω
|Xt − vω|

· dWt.

We fix n̂ ∈ Rd such that |n̂| = 1 so that n̂ ·Wt is a Brownian motion. We now write

W̃t =

∫ t∧τWD

0

∑
ω

1Iω (s)dW̃ω
s +

∫ t

t∧τWD

n̂ · dWs, 0 ≤ t <∞ (4.24)

which is clearly a Brownian motion, since the Iω form a countable partition of [0, τWD).
We recall that we want to define W̃t beyond time τWD if τWD <∞. In particular we can
write

W̃t =

∫ t

0

(∑
ω

1Iω (s)
Xs − vω
|Xt − vω|

+ 1[τWD,∞)(s)
)
n̂︸ ︷︷ ︸

=:ns

·dWs

and hence we have (4.19).
We now claim

Ht := E0 − Et +

∫ t

0

{
dW̃s +Bds+ d−1

2Es
ds, d > 1

dW̃s +Bds+ dLEs , d = 1
, 0 ≤ t < τWD, (4.25)

is non-decreasing.
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Proof (4.25) is non-decreasing. It will be convenient here to extend the definition of Et
by defining EτWD = r if τWD <∞.

We proceed by ordinal induction. We inductively claim

Ht is non-decreasing on [0, τω] ∩ [0, τWD) for ω ≤ ω3
0 , (4.26)

which immediately implies (4.25) by Lemma 4.11.
The ω = 0 case is immediate.
If ω = ω′ + 1 is a successor ordinal, then it is sufficient to show that Ht is non-

decreasing on [τω′ , τω]. We may assume τω′ < τω, otherwise we are done.

dDω′

t = 1(t ∈ Iω′)

{
dW̃ω′

t + b̄ω
′

t dt+ d−1
2Et

dt, d > 1

dW̃ω′

t + b̄ω
′

t dt+ dLE , d = 1

for some process b̄ω
′

t ≤ B. Therefore for τω′ ≤ t < τω,

Ht −Hτω′ = Eω
′

τω′
− Eω

′

t +

∫ t

τω′

{
dW̃s +Bds+ d−1

2Es
ds, d > 1

dW̃s +Bds+ dLEs , d = 1
=

∫ t

τω′

(B − b̄ω
′

s )ds,

which is non-decreasing.
Moreover we note by construction that lim supt↑τω Et = r so that lim supt↑τω (Hτω −

Ht) ≥ 0 if τω < τWD. Thus we have dealt with the case where ω is a successor ordinal.
We finally consider the case whereby ω ≤ ω3

0 is a limit ordinal. If τω′ = τω for some
ω′ < ω we are done by our induction hypothesis. Moreover (Ht)0≤t<τω is non-decreasing
by our induction hypothesis. Therefore if τω = τWD we are done.

We now assume otherwise, so that for ω′ < ω we have τω′ < τω < τWD. It is sufficient
to show that lim supt↑τω Ht ≤ Hτω . We take a sequence of successor ordinals ωn ↑ ω with
ωn < ω. For each n we have some ωn ≤ ω′n < ω such that τω′n < τω′n+1. However we know
by construction that Eτω′n+1− = r so by the same calculation as in the case of successor

ordinals, lim supt↑τω (Hτω −Ht) ≥ 0 hence we are done.

Thus we have established (4.19) whereby Ht defined in (4.18) is a non-decreasing
adapted process.

Step 1c

Theorem 1.3 of [3] gives the existence and uniqueness of strong solutions to reflected
SDEs in convex domains where the drift is C1 and Lipschitz. That theorem applies
directly to (4.8) in the d = 1 case. In the d > 1 case, the only issue is that the drift is
locally Lipschitz but not globally Lipschitz. Here we must stop the process ηt when it hits
ε > 0, then take ε to zero and note that on any fixed finite time horizon the probability of
hitting this barrier goes to zero as ε→ 0.

Step 1d

We have constructed a solution (η, W̃ ) to (4.8) and claim that

ηt ≥ Et ≥ r − d(Xt, ∂D), 0 ≤ t < τWD. (4.14)

The second inequality is obvious, we now establish the first.
We recall that (η, W̃ ) satisfies

dηt =

{
dW̃t + d−1

2ηt
dt+Bdt− dLr−ηt , d > 1

dW̃t +Bdt+ dLη − dLr−ηt , d = 1
, 0 ≤ t <∞, η0 = r, (4.8)
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whereas Et is a [0, r]-valued process which satisfies

dEt =

{
dW̃t + d−1

2Es
dt+Bdt+ dHt, d > 1

dW̃t +Bdt+ dLEs ds+ dHt, d = 1
, 0 ≤ t < τWD (4.18)

for some non-decreasing adapted process Ht. Therefore we have

d(ηt − Et) = dHt + 1d>1

(d− 1

2ηt
− d− 1

2Et

)
dt

+1d=1

(
dLηt − dLEt

)
− dLr−ηt , 0 ≤ t < τWD.

(4.27)

We fix δ > 0 and assume for contradiction there exists t1 < τWD such that ηt1 − Et1 ≤
−2δ. We define t0 = sup{t′ < t1 : η′t−Et′ ≥ −δ}. Then since Ht is non-decreasing we have
(ηt0 − Et0) ≥ lim supt′↑t1(η′t − Et′) ≥ −δ. Therefore t0 < t1 and we must have ηt < Et − δ
for t ∈ (t0, t1]. Thus as Ht is non-decreasing (ηt0 − Et0) ≤ lim inft′↓t1(η′t − Et′) ≤ −δ and
therefore (ηt0 − Et0) = −δ. Therefore we must have

Lr−ηt1 − Lr−ηt0 = 0, LEt1 − L
E
t0 = 0, 1d>1

(d− 1

2ηt
− d− 1

2Et

)
dt ≥ 0 for t ∈ [t0, t1].

Therefore we have

−δ ≥ (ηt1 − Et1)− (ηt0 − Et0) =

∫ t1

t0

1d>1

(d− 1

2ηs
− d− 1

2Es

)
ds︸ ︷︷ ︸

≥0

+Ht1 −Ht0︸ ︷︷ ︸
≥0

+1d=1(Lηt1 − L
η
t0)︸ ︷︷ ︸

≥0

− (LEt1 − L
E
t0)︸ ︷︷ ︸

=0

− (Lr−ηt1 − Lr−ηt0 )︸ ︷︷ ︸
=0

≥ 0.

This is a contradiction, hence we must have ηt ≥ Et for t < τWD.
We have now completed Step 1d.

Step 2

From (4.19) we can write
dW̃ i

t = nit · dW i
t

for some processes nit. We write nit(k) and W i
t (k) for the component of ni and W i in the

kth dimension respectively. Therefore we have for i 6= j that

d[W̃ i, W̃ j ]t =
∑
k,l

nit(k)njt (l)d[W i(k),W j(l)]t = 0.

Thus the Brownian motions W̃ i and W̃ j have zero covariance, so W̃ 1, . . . , W̃N are
jointly independent. Since each (ηi, W̃ i) is a measurable function of W̃ i, they must also
be independent.

Thus we have constructed independent identically distributed strong solutions
(η1, W̃1), . . . ,

(ηN , W̃N ) of (4.8) satisfying (4.10) so have established Proposition 4.2.

4.2 Proof of Lemma 4.4

We consider on the same probability space (Ω,F ,P) two independent strong solutions
(ηk, W̃ k) (k = 1, 2) to (4.8), which we recall is given by

dηt =

{
dW̃t + d−1

2ηt
dt+Bdt− dLr−ηt , d > 1

dW̃t +Bdt+ dLηt − dL
r−η
t , d = 1

, η0 = r, (4.8)
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such that (η1, W̃ 1) and (η2, W̃ 2) are independent of each other. Given t0 ∈ Q≥0 we define

τt0 = inf{t > t0 : min(η1
t , η

2
t ) ≤ r

2
}.

We define for k = 1, 2,

W
k

t = W̃ k
t +


0, t ≤ t0
B(t− t0) +

∫ t
t0
d−1
2ηks

ds, t0 ≤ t ≤ τt0
B(τt0 − t0) +

∫ τt0
t0

d−1
2ηks

ds, t ≥ τt0

.

By Girsanov’s theorem there is an equivalent probability measure P under which

W
1

and W
2

are Brownian motions, which by examining the covariation we see must be
independent. Now we observe that (ηkt )t0≤t≤τt0 must satisfy

dηkt = dW
k

t − dL
r−ηk
t , t0 ≤ t ≤ τt0 , ηkt0 = r.

We have the existence of a strong solution η̂kt = ηkt0 + W
k

t − supt0≤t′≤tW
k

t′ which by
computing d(η̂k−ηk)2 ≤ 0 we see must be equal to ηk (i.e. we have pathwise uniqueness).

Therefore ηk is a measurable function of W
k
, hence r−η1 and r−η2 are independent and

distributed under P like the absolute value of a 1-dimensional Brownian motion. There-
fore by Pythagoras

√
(r − η1

t )2 + (r − η2
t )2 must be distributed under P like the absolute

value of a 2-dimensional Brownian motion. Therefore P(∃t0 < t < τt0 such that η1
t = η2

t =

r) = 0 hence P(∃t0 < t < τt0 such that η1
t = η2

t = r) = 0. Taking the union over t0 ∈ Q≥0

we are done.

4.3 Proof of Proposition 4.5

We now use Proposition 4.2 and Lemma 4.4 to establish that τWD =∞. The main idea
is that by Proposition 4.2 the event τWD <∞ corresponds to the event that two of the ηi

hit r at the same time, which almost surely doesn’t happen by Lemma 4.4.

In [9] they justified that τstop ≥ τ∞ on the basis of the hitting time of a Brownian mo-
tion in an arbitrary domain having a continuous density. However, (4.10) and Lemma 4.4
give us that τstop ≥ τ∞ ∧ τmax for free. Indeed, if τstop < τ∞ ∧ τmax then two particles (say
Xi and Xj) hit the boundary at time τstop, so that by (4.10) ηistop = ηjstop = r. Therefore
by Lemma 4.4, P(τstop < τ∞ ∧ τmax) = 0.

We now have τstop ≥ τ∞ ∧ τmax almost surely. Since between killing times τk, the
particles can’t travel an infinite distance over a finite time horizon T < ∞, we may
inductively in k see that τmax ≥ τk ∧ T . Since T <∞ is arbitrary, τmax ≥ τ∞.

Thus τ∞ ≤ τmax ∧ τstop, so we now seek to show τ∞ = ∞ almost surely. We assume
for the sake of contradiction τ∞ < ∞ with positive probability. We write τ ik for the kth

jump time of particle i. Then there exists 1 ≤ i ≤ N such that τ ik ↑ τ∞ < ∞ as k → ∞
with positive probability. If this is the case, then i must jump an infinite number of times
up to time τ∞. Therefore by the pigeonhole principle, for some j 6= i, i jumps infinitely
many times onto j before time τ∞ <∞ with positive probability

We therefore assume i jumps onto j infinitely many times up to time τ∞ <∞. Since
the drift is bounded and τ∞ = τWD <∞ we almost surely have∑

k such that
i jumps onto j

(Xi
τ ik+1−

−Xi
τ ik

)2 <∞. (4.28)
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We write τ i,jk for the kth time particle i hits the boundary and jumps to particle j. Then
by (4.28) we have

d(Xj

τ i,jk
, ∂D) = d(Xi

τ i,jk
, ∂D)→ 0 as k →∞.

Thus lim supt↑τ∞ η
i
t = lim supt↑τ∞ η

j
t = r by (4.10). Thus if τ∞ = τWD < ∞ with positive

probability then ηiτ∞ = ηjτ∞ = r with positive probability, which is not the case by
Lemma 4.4.

Therefore τWD =∞ almost surely.

4.4 Proof of Proposition 4.6

It is sufficient by [24, Theorem 4.10] to show that the expected mean measures,

{χt : χt(A) := E[mN
t (A)] whereby mN

t := ϑN ( ~XN
t ) for some weak solution ~XN

t to (1.3)

for any initial condition ~XN
0 ∼ υN ∈ P(DN ), any N and any t ≥ T0},

are tight. We define Vδ = {x ∈ D : d(x, ∂D) ≥ δ}. Then we have χt(V
c
δ ) = P(d(XN,1

t ,

∂D) < δ) ≤ P(r − ηN,1t < δ) = P(ηN,1t > r − δ) by Tonelli’s theorem and Proposition 4.2.
This bound is uniform over all weak solutions for all N, all initial conditions, and all
T ≥ T0, hence we are done.

4.5 Proof of part 1 of Proposition 4.7

We henceforth fix T0 > 0 and ε > 0. We shall take Kε,T0
= Vc = {x : d(x, ∂D) ≥ c}

for c > 0 to be determined. We may by Proposition 4.2 construct i.i.d. solutions of (4.8)
(η1, W̃ 1), . . . , (ηN , W̃N ) such that

{mN
t (Kc) ≥ ε for some T0 ≤ t ≤ T} ⊆

{
sup

T0≤t≤T

1

N

N∑
j=1

1(d(Xj , ∂D) ≤ c) ≥ ε
}

⊆
{

sup
T0≤t≤T

1

N

N∑
j=1

1(ηjt ≥ r − c) ≥ ε
}
.

Therefore it is sufficient to show that we may take c > 0 small enough such that

lim sup
N→∞

P( sup
T0≤t≤T

1

N

N∑
j=1

1(ηjt ≥ r − c) ≥ ε) = 0. (4.29)

Our strategy will be to implement Kingman’s Subadditive Ergodic Theorem. We
will establish (4.29) with η1, . . . , ηN constructed on a different probability space (which
is sufficient). We consider a strong solution (η,W ) of (4.8) on the probability space
(Ω,F ,P). We thereby, by taking an infinite product, construct i.i.d. solutions ηi of (4.8)
on the probability space (Ω,F ,P)⊗∞. It is classical that the map

T : (Ω,F ,P)⊗∞ 3 (ω1, ω2, . . .) 7→ (ω2, ω3, . . .) ∈ (Ω,F ,P)⊗∞

is ergodic. For c > 0 to be determined and every n ∈ Nwe let gn(ω) = supT0≤t≤T
∑

1≤i≤n 1(ηit
≥ r − c). Then it is easy to see gn satisfies

gn+m(ω) ≤ gn(ω) + gm(T n(ω)). (4.30)

Therefore by Kingman’s Subadditive Ergodic Theorem we have

lim
n→∞

1

n
gn(ω) = inf

m≥1
E[

1

m
gm] P⊗∞-almost surely.

EJP 27 (2022), paper 101.
Page 26/72

https://www.imstat.org/ejp

https://doi.org/10.1214/22-EJP820
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


The McKean-Vlasov Fleming-Viot process

Thus it is sufficient to establish that there exists c > 0 and n <∞ such that E[ 1
ngn] < ε.

We fix n > 2
ε and note that

E[
1

n
gn] ≤ 1

n
P(gn ≤ 1) + P(gn ≥ 2) ≤ ε

2
+ P(gn ≥ 2).

Therefore it is sufficient to show P(gn ≥ 2) < ε
2 for some c > 0 small enough. We may

consider the ranked particles η(1)
t ≥ η

(2)
t ≥ . . . ≥ η

(n)
t , in particular we consider the

second ranked particle

η
(2)
t = sup{ηit : ∃j 6= i such that ηjt ≥ ηit},

which we note has continuous sample paths. Then we have

{gn ≥ 2} = { sup
T0≤t≤T

η(2) ≥ r − c}.

Our goal is to show the probability of this event is less than ε
2 for c > 0 small enough.

Recall that ηi ≤ r. Since η(2) has continuous sample paths and [T0, T ] is compact we have

{ηit = ηjt = r for some i 6= j and T0 ≤ t ≤ T}

= {η(2)
t = r for some T0 ≤ t ≤ T} = ∩c>0{η(2)

t ≥ r − c for some T0 ≤ t ≤ T}.

The probability of this event is zero by Lemma 4.4 hence we have

lim
c→0

P( sup
T0≤t≤T

η(2) ≥ r − c) = 0.

Therefore P(gn ≥ 2) = P(supT0≤t≤T η
(2) ≥ r − c) < ε

2 for c > 0 small enough. Therefore
we have

lim
N→∞

sup
T0≤t≤T

1

N

N∑
j=1

1(ηjt ≥ r − c) < ε P⊗∞-almost surely.

Thus we have (4.29) on our original probability space. We finally note that the choice
of c > 0 is dependent only upon the parameters of the Bessel processes, hence dependent
only upon T0, T, ε, B and r.

4.6 Proof of part 2 of Proposition 4.7

We recall ξN = ϑN#υ
N . Since {ξN} are tight as a family of random measures, for every

ε, δ > 0 there exists c′ > 0 such that

P(ξN (V cc′) ≥
ε

10
) < δ.

So, by bounding the distance travelled by a particle in time T0 for small enough
T0 > 0, we have that for some smaller c′′ > 0 and all N large enough that

P(mN
t (V cc′′) ≥ ε for some t ≤ T0) < δ.

We now take ĉ(ε, δ) = c(ε, T0) ∧ c′′ so that K̂ε,δ = Vĉ satisfies (4.13).
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4.7 Proof of Proposition 4.10

Here we adopt a strategy similar to Part 1 of the proof of [9, Theorem 1.3] (where
they considered the Brownian case). There they argued that a positive proportion of
specially selected particles stay within a given set with probability converging to 1. Then
they argued that each time some particle dies there is a probability bounded away from 0

of this particle jumping onto one of these specially selected particles. If that is the case,
then the probability of not dying off is bounded away from 0 as the distance between the
given set and the boundary is bounded away from 0. Thus each time a particle hits the
boundary, there is a probability bounded away from 0 of this being the last death time of
the particle so long as the specially selected particles are within the given set.

Their proof that a positive proportion of specially selected particles stay within a
given set with probability converging to 1 relies on the independence of the particles in
the Brownian case. This does not apply in our case, so instead we must use the closed
set we constructed in Part 2 of Proposition 4.7. Moreover we break [0, T ] into a large
number of sub-intervals, over each of which the diffusive term dominates the drift term
(this is not necessary in the b = 0 case as there is no drift).

We recall that Geom(p) refers to the geometric distribution on {1, 2, . . .} with distri-
bution given by P(G ≥ k) = (1− p)k−1 (Remark 4.9). We now set

τNε = inf{t ≥ 0 : mN
t (K̂c

1
2 ,ε

) ≥ 1

2
}, (4.31)

so that we have lim supN→∞P(τNε ≤ T ) ≤ ε. We break [0, T ] into M to be determined
sub-intervals [rh, (r + 1)h] (r = 0, . . . ,M − 1) of length h = T

M and define

Jr := |{k : τ ik ∈ [rh, (r + 1)h] and τ ii ≤ τNε }|.

We recall that Xi
t has driving Brownian motion W i

t and satisfies

|(Xi
t2 −X

i
t1)− (W i

t2 −W
i
t1)| ≤ B(t2 − t1) (4.22)

if Xi
t does not hit the boundary during the time interval [t1, t2]. We recall the observation

that if our distance to the boundary is bounded from below then in order for our particle
to die within a sufficiently small time interval, the driving Brownian motion Wt must
travel a distance bounded from below in this small time interval. Using Part 2 of
Proposition 4.7 take δ = ĉ(ε,δ)

3 > 0 so that d(K̂ 1
2 ,ε
, ∂D) = 3δ, and further take M > TB

δ .

Thus if rh ≤ τ ik ≤ τ ik+1 ≤ (r + 1)h and Xi
τ ik
∈ K̂ 1

2 ,ε
we must have

|W(r+1)h∧τ ik+1− −Wτ ik
| ≥ 3δ −Bh ≥ 2δ.

Moreover P(|W(r+1)h∧τ ik+1− −Wτ ik
| ≥ 2δ|Fτ ik) < p for some p < 1. Therefore at each

death time τ ik ∈ [rh, (r + 1)h] with τ ik ≤ τNε there is a probability at least 1
2 of jumping to

a particle in K̂ 1
2 ,ε

and if this is the case there is then a probability of at least 1− p > 0 of
this being the final time particle i jumps during the interval [rh, (r + 1)h]. Therefore Jr
can be coupled to a Geometric random variable of success probability (1− p)× 1

2 which
is independent of Fhr and dominates Jr.

5 Ergodicity of the N-particle System (1.3) – Theorem 2.7

The goal of this section is to establish Theorem 2.7, giving ergodicity of the particle
system for fixed N . We recall that in Theorem 2.7 we assume D is bounded and path-
connected, which we therefore assume in this section. Since N is fixed, we neglect to
write it for convenience. We write G = DN and Pt for the transition semigroup for ~X.
We recall the Doeblin condition in continuous time
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Definition 5.1 (Doeblin Condition, [26]). There exists t∗ > 0, α > 0 and a probability
measure ν such that for any x ∈ G, Pt∗(x, dy) ≥ αν(dy).

We now recall [26, Corollary 2.7].

Theorem 5.2 ([26]). Assume that the Doeblin condition in continuous time holds. Then
there exists a unique invariant distribution ψ, and moreover we have

||Pt(x, ·)− ψ(·)||TV ≤ (1− α)b
t
t∗ c, ∀x ∈ G.

Thus it is sufficient to establish the Doeblin condition holds.

Step 1

We define Vε = {x ∈ D : d(x, ∂D) ≥ ε} and Gε = V Nε . We fix 0 < ε1 <
r
2 . We shall

construct a relatively compact, open and path connected domain K with smooth (C∞)
boundary ∂K such that

Gε1 ⊆ K ⊂⊂ G.

In particular if ~x = (x1, . . . , xN ) ∈ DN then d(xi, ∂D) ≥ ε1 for all i implies ~x ∈ K.

We fix ~x∗ ∈ G and define the function

p(~x) := sup
γ:~x∗→~x

a path in G

d(γ, ∂G).

Then since p is continuous and positive, there exists ε′ > 0 such that p > ε′ > 0 on Gε1 .
We then define the relatively compact, open, path-connected set K ′,

Gε1 ⊆ K ′ := {~x ∈ G : p(~x) > ε′} ⊂⊂ G.

We now expand K ′ a bit to obtain an open, path-connected, relatively compact domain
K with smooth boundary. There exists ε′′ > 0 such that d(K ′, ∂G) > ε′′. We take
ϕ ∈ C∞c (RNd) a mollifier supported on the ball B(0, ε

′′

4 ) so that by Sard’s theorem there
exists 0 < c < 1 such that

K ′′ = {x : ϕ ∗ 1K′+B(0, ε
′′
2 ) > c} ⊇ K ′ ⊇ Gε1

is a relatively compact, open domain with smooth boundary. Thus taking K to be the
path-connected component of K ′′ containing K ′, we obtain our desired domain.

Step 2

We recall that D satisfies the interior ball condition with radius r. We may by
Proposition 4.2 define N i.i.d. Bessel processes, with positive drift B, η1, . . . , ηN , such
that r − ηi ≤ d(Xi, ∂D) for each i. Then with probability at least p1 for some p1 > 0,
η1

1 , . . . , η
N
1 ≤ r − 2ε1. This gives us that there exists p1 > 0 such that P1(~x,G2ε1) ≥ p1 for

all ~x ∈ G = DN .

Step 3

For ~u = (u1, . . . , uNd) ∈ G and ε > 0 we define

F (~u, ε) = {(u′1, . . . , u′Nd) : |u′i − ui| < ε}.

We take ~u ∈ G and ε2 > 0 such that F (~u, 5ε2) ⊆ G2ε1 and fix C = F (~u, ε2). We claim that
there exists δ2 > 0 and p2 > 0 such that Pδ2(~x,C) ≥ p2 for all ~x ∈ G2ε1 .

We let Qt(x, ·) be the transition kernel for Brownian motion started at ~x ∈ K and
killed when it hits ∂K. We can write the SDE for ~Xt between jump times as

d ~Xt = ~b( ~Xt)dt+ d ~Wt.
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Since the drift is bounded, and both d(Cc, F (~u, ε22 )) and d(K, ∂G) are bounded away from
0, there exists δ2 > 0 small enough such that for all x ∈ K

~x+ ~Wδ2 ∈ F (~u,
ε2
2

) and ~x+ ~Wt′ does not leave K for t′ ≤ δ2

⇒ ~Xδ2 ∈ C and ~Xt′ does not hit ∂G for t′ ≤ δ2.

Therefore we have

Pδ2(~x,C) ≥ Qδ2(~x, F (~u,
ε2
2

)) for all x ∈ G2ε1 .

Taking a smooth function 1F (~u,
ε2
4 ) ≤ Φ ≤ 1F (~u,

ε2
2 ) we see (t, ~x) 7→ Qt(~x,Φ) is a smooth

solution of the heat equation onK with Dirichlet boundary conditions, so by the Maximum
principle ~x 7→ Q1(~x, 1F (~u,

ε2
2 )) is bounded away from 0 on G2ε1 . Thus Pδ2(~x,C) is bounded

away from 0 on G2ε1 .

Step 4

Lemma C.1 then implies there exists p3 > 0 such that P1(~x, ·) ≥ p3Leb|C (·) for all
~x ∈ C. Setting t∗ = 1+δ2 +1, α = p1p2p3Leb(C) and ν = 1

Leb(C)Leb|C we have established
Doeblin’s condition.

This completes our proof of Theorem 2.7.

6 Density estimate for the Proof of Theorem 2.9

Unlike the previous section, we no longer assume D is path-connected or bounded;
here we assume only that D is an open subdomain of Rd satisfying the uniform interior
ball condition – Condition 2.3. We take a sequence of weak solutions to the Fleming-Viot
particle system with generalised dynamics

( ~XN
t , ~W

N
t ,
~bNt )0≤t<∞ = ((XN,1

t , . . . , XN,N
t ), (WN,1

t , . . . ,WN,N
t ), (bN,1t , . . . , bN,Nt ))0≤t<∞

and with initial conditions ~XN
0 ∼ υN . Moreover the drifts bN,it are uniformly bounded

with |bN,it | ≤ B <∞. We define mN
t and JNt as in (1.10) and (1.12)

mN
t = ϑN ( ~XN

t ), JNt =
1

N
sup{k ∈ N | τNk ≤ t}.

The goal of this section is to establish the following lemma, which provides for
controls on possible subsequential limits.

Lemma 6.1. For fixed T <∞ we assume that laws of {(mN
t , J

N
t )0≤t≤T )}N≥2 are a tight

family of measures on D([0, T ];PW (D) × R≥0) with limit distributions supported on
C([0, T ];PW (D)×R≥0). Then for every subsequential limit in distribution (mt, Jt)0≤t≤T ∈
C([0, T ];PW (D)×R≥0) we have:

1. The random measure m defined by dm = dmtdt is almost surely absolutely continu-
ous with respect to LebD×[0,T ].

2. For every 0 < t ≤ T we almost surely have mt is absolutely continuous with respect
to LebD.

Note that we are not claiming here that almost surely mt is absolutely continuous
with respect to LebD for all 0 < t ≤ T .

We focus on the proof of Part 1 of Lemma 6.1 – the proof of Part 2 is the same. We
then use the machinery we construct to prove Lemma 6.1 to prove the following lemma.
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Lemma 6.2. We assume that {L(mN
0 )} is tight in P(PW (D)). Then for any T ∈ [0,∞) we

have

lim sup
N→∞

E

[
sup
t∈[0,T ]

mN
t (B(0, R)c)

]
→ 0 as R→∞. (6.1)

The proofs of this section shall rely on an analysis of the “Dynamical Historical
Processes” defined in [4].

6.1 Dynamical historical processes

The Dynamical Historical Process (HN,i,ts )0≤s≤t is the unique continuous path from
time 0 to time t which is equal to one of the particles at all times and equal to Xi

t at time
t. We provide a definition of “Dynamical Historical Process” (DHP) which is equivalent
to that found in [4], but which will be more useful for our purposes.

We shall define the set of “Chains” CN and associate to each α ∈ CN a solution
(Xα,Wα) of

dXα
t = b(Xα

t ,m
N
t )dt+ dWα

t , 0 ≤ t < τ = inf{t : Xα
t− ∈ ∂D}, Xα

0 = X
i0(α)
0 ,

whereby i0(α) ∈ {1, . . . , N}. Each α ∈ CN provides a recipe for a continuous path made
from the trajectories of the particle system, killed at the first time it hits ∂D. The index
i0(α) ∈ {1, . . . , N} is the index of the particle whose trajectory Xα “follows” at time 0.

We shall then define for each 1 ≤ i ≤ N a càdlàg CN -valued process αN,it which
provides a recipe for the unique continuous path made from the trajectories of the
particles finishing with XN,i

t at time t.

Definition 6.3 (Set of Chains CN ). We define CN to be the collection of all “Chains”,
which we define as

CN = {((j`, 0), (j`−1, k`−1), . . . , (j1, k1), (j0, k0)) : j`′ ∈ {1, . . . , N} for `′ ≤ `,
k`′ ∈ N, j`′ 6= j`′+1 for `′ < ` and 0 ≤ ` <∞}.

Given α = ((j`, 0), (j`−1, k`−1), . . . , (j0, k0)) ∈ CN we write |α| = ` for the “length” of the
chain. Thus α = ((i, 0)) is defined to have length |α| = 0.

We now construct (Xα,Wα) for α ∈ CN as follows. Recall from (2.8) that U ik is the
target index of particle i at its kth jump time. We firstly define the càdlàg processes
(Iαt ,Λαt )0≤t<∞ for α = ((j`, 0), (j`−1, k`−1), . . . , (j0, k0)) according to

Initial Condition: (Iα0 ,Λα0 ) = (j`, `),

(Iαt ,Λαt ) : (jr, r) 7→ (jr−1, r − 1) if t = τ
jr−1

kr−1
and jr = U

jr−1

kr−1
,

(Iαt ,Λαt ) is constant otherwise.

We then define

Xα
t = X

Iαt
t , 0 ≤ t < τα = inf{t > 0 : Xα

t− ∈ ∂D},

dWα
t := dW

Iαt
t , 0 ≤ t <∞, Wα

0 = 0.

We see that Xα must satisfy the SDE

dXα
t = b(mN

t , X
α
t )dt+ dWα

t , 0 ≤ t < τα = inf{t > 0 : Xα
t− ∈ ∂D}, Xα

0 := X
i0(α)
0 ,

(6.2)

whereby i0(α) := Iα0 .
We now define the Dynamical Historical Process.

EJP 27 (2022), paper 101.
Page 31/72

https://www.imstat.org/ejp

https://doi.org/10.1214/22-EJP820
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


The McKean-Vlasov Fleming-Viot process

τ ik0

i

i = j0

j2

τ j2k2

j1

j1

j1

τ j1k1

j3

j3

t

Figure 2: The continuous thick path denotes the path of the DHP corresponding to
particle XN,i at time t.

Definition 6.4 (Dynamical Historical Processes). Given α = ((j`, 0), (j`−1, k`−1), . . . , (j1,

k1))

∈ CN and (j0, k0) with j0 6= j1 we set

α⊕ (j0, k0) = ((j`, 0), (j`−1, k`−1), . . . , (j1, k1), (j0, k0)).

We then define the CN -valued processes αN,it (i = 1, . . . , N ):

1. At time 0 we define
αN,i0 = (i, 0).

2. Between death times of Xi, αN,it is constant:

αN,it = αN,i
τ ik
, τ ik ≤ t < τ ik+1.

3. At time τ ik if U ik = j then we set

αN,i
τ ik

= αN,j
τ ik−
⊕ (i, k). (6.3)

Then we note that by construction τα
N,i
t > t. We may now define the Dynamical Historical

Processes of XN,1, . . . , XN,N by

HN,i,ts := X
αN,it
s , 0 ≤ s ≤ t. (6.4)

We say that the DHP HN,i,t follows particle j at time s if Iα
N,i
t

s = j. Thus in Figure 2
the DHP HN,i,t follows particle j3 at time 0 and particle i at time t. We let Rit ≥ 0 be the
index of the most recent jump time of particle i:

Rit = max{k ≥ 0 | τ ik ≤ t},

with the convention that τ i0 = 0 so that HN,i,ts follows particle i at time s for s ∈ [τ i
Rit
, t].

6.2 Proof of part 1 of Lemma 6.1

Without loss of generality, suppose that (mN
t , J

N
t )0≤t≤T converges in distribution on

D([0, T ];PW (D)×R≥0) to (mt, Jt)0≤t≤T ∈ C([0, T ];PW (D)×R≥0), as N →∞ (or along a
subsequence). We will write

m = mt ⊗ dt, dm = dmtdt, mN = mN
t ⊗ dt, dmN = dmN

t dt. (6.5)
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Our goal is to show that, P-almost surely, the random measure m = mt ⊗ dt is absolutely
continuous with respect to LebD×[0,T ].

For ~h = (h1, . . . , hd) ∈ Rd>0 and ~x = (x1, . . . , xd) ∈ Rd we define the rectangle

R~h(~x) = (x1 − h1, x1 + h1)× . . .× (xd − hd, xd + hd). (6.6)

Define A = {R~h(~x)× [t0, t1] : t0, t1 ∈ Q, 0 < t0 ≤ t1, ~x ∈ Qd, ~h ∈ Qd>0} and take R to be
the set of finite unions of sets in A (note that R is a countable collection of sets). For
E ∈ B(D × (0, T ]) \ {∅}, define Tmin(E) = inf{t : (x, t) ∈ E}. For ρ ∈ R we define

ρt := {x : (x, t) ∈ ρ}.

Our proof of the almost-sure absolute continuity of the random measure m begins
with the following two lemmas.

Lemma 6.5. Fix T <∞ and suppose that we have a random measure m ∈ P(D × [0, T ])

defined on a probability space (Ω,F ,P) such that m(D × {0}) = 0 holds P-almost
surely. We further assume that for every ε > 0 there exists a non-increasing function
Cε : (0, T ]→ R≥0 such that

E

[
0 ∨ sup

ρ∈R

(
m(ρ)− Cε(Tmin(ρ))Leb(ρ)

)]
≤ ε. (6.7)

Then m << LebD×[0,T ] holds P-almost surely.

The proof of Lemma 6.5 is given later in Appendix A. We note that (6.7) is a property
of the law of the random measure m. Therefore, by Skorokhod’s representation theorem,
we could assume the convergence of (mN

t , J
N
t )0≤t≤T to (mt, Jt)0≤t≤T holds almost surely

on a possibly different probability space (Ωa.s.,Fa.s.,Pa.s.).
Lemma 6.6. Suppose that, on the probability space (Ωa.s.,Fa.s.,Pa.s.), some random
variables {(mN

t )0≤t≤T } converge in D([0, T ];PW (D)) as N →∞, Pa.s.-almost surely, to
(mt)0≤t≤T ∈ C([0, T ];PW (D)). Then, for all ρ ∈ R, we Pa.s.-almost surely have∫ T

0

mt(ρt)dt ≤ lim inf
N→∞

∫ T

0

mN
t (ρt) dt.

Proof. Since (mt)0≤t≤T ∈ C([0, T ];PW (D)), by assumption, we know that (mN
t )0≤t≤T

converges to (mt)0≤t≤T with respect to the uniform (in W ) metric. So, Pa.s.-almost
surely we have

mt(ρt) ≤ lim inf
N→∞

mN
t (ρt)

for every t > 0 by the Portmenteau Theorem and the fact ρt is an open set. From this
fact and Fatou’s lemma, we infer that, Pa.s-almost surely,

∫ T

0

mt(ρt)dt ≤
∫ T

0

lim inf
N→∞

mN
t (ρt)dt ≤ lim inf

N→∞

∫ T

0

mN
t (ρt)dt. (6.8)

So, to verify the condition (6.7) for the limit measure m, we turn our attention to
estimating mN (ρ). Whereas Lemma 6.6 requires almost-sure convergence, the construc-
tion we will use to obtain controls on mN (ρ) doesn’t necessarily make sense on such
a new probability space obtained with Skorokhod’s representation theorem. We will
therefore obtain controls on mN (ρ) working on our original filtered probability space
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(Ω,F , (Ft)t≥0,P). We will then transfer these controls to controls on the limit by way of
Skorokhod’s representation theorem and Lemma 6.6.

Working for the time being on (Ω,F , (Ft)t≥0,P), we now turn our attention to esti-
mating:

mN (ρ) =

∫ T

0

mN
t (ρt) dt =

1

N

N∑
i=1

∫ T

0

1(XN,i
t ∈ ρt) dt.

Estimating this quantity involves bounding the number of particles in a given set ρt
at time t. It is straightforward to do this with pure diffusions. In our system, however,
the jumps make this estimate more difficult.

Recalling the definition of the Dynamical Historical ProcessHN,is = X
αN,it
s , for s ∈ [0, t],

we let G`,n,it be the event that
|αN,it | ≤ ` (6.9)

and

JN,I
α
N,i
t

s
s ≤ n, ∀ s ∈ [0, t]. (6.10)

The first condition says that the DHP makes no more than ` “transfers”, and the second
says that if the DHP HN,i,ts is following particle j at time s, then particle j has made no
more than n jumps up to time s. We recall that

XN,i
t = HN,i,tt , 0 ≤ t ≤ T, 1 ≤ i ≤ N. (6.11)

Now we bound mN (ρ) by

mN (ρ) =
1

N

N∑
i=1

∫ T

0

1(XN,i
t ∈ ρt)1(G`,n,it ) dt+

1

N

N∑
i=1

∫ T

0

1(XN,i
t ∈ ρt)1((G`,n,it )C)dt

(6.12)

≤ 1

N

N∑
i=1

∫ T

0

1(HN,i,tt ∈ ρt)1(G`,n,it ) dt+ sup
t∈[0,T ]

T

N

N∑
i=1

1((G`,n,it )C). (6.13)

We write SN,`,n1 (ρ) and SN,`,n2 for the two terms in (6.13):

SN,`,n1 (ρ) =
1

N

N∑
i=1

∫ T

0

1(HN,i,tt ∈ ρt)1(G`,n,it )dt

and

SN,`,n2 = sup
t∈[0,T ]

T

N

N∑
i=1

1((G`,n,it )C). (6.14)

In particular, notice that SN,`,n2 does not depend on the set ρ.
For `, n ∈ N fixed, we will prove later (Section 6.2.1) that there exists C`,n : (0, T ]→

R≥0 a non-increasing function such that for all ρ ∈ R

C`,n(Tmin(ρ))Leb(ρ) ∨ SN,`,n1 (ρ)
p→ C`,n(Tmin(ρ))Leb(ρ) (6.15)

as N →∞. In addition to this, we will prove later (Section 6.2.2) that for any ε > 0, we
may choose ` = `(ε) and n = n(ε) such that

lim sup
N→∞

E[SN,`,n2 ] ≤ ε. (6.16)

Clearly, the random variables SN,`,n2 are uniformly bounded: |SN,`,n2 | ≤ T . In particular,
for fixed ` and n, the laws of {SN,`,n2 }N≥2 are a tight family. Therefore, there is a
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random variable Gε so that along a subsequence, SN,`,n2 → Gε in distribution as N →∞.
By (6.16), E[Gε] ≤ ε must hold.

By the Skorokhod representation theorem, we may for fixed ε > 0 assume that both

(mN
t )0≤t≤T → (mt)0≤t≤T and SN,`,n2 → Gε (6.17)

hold almost surely (perhaps on a new probability space (Ωa.s.,Fa.s.,Pa.s.), which does
not depend on ρ). From (6.13) and (6.15) we have for any ρ ∈ R and δ > 0 that

Pa.s.(mN (ρ)− SN,`,n2 ≥ C`,nLeb(ρ) + δ)→ 0 as N →∞. (6.18)

(The quantities in (6.18) are all defined on the probability space (Ωa.s,Fa.s.,Pa.s.)). Using
Lemma 6.6 and (6.17) we have

lim inf
N→∞

(
mN (ρ)− SN,`,n2

)
≥ m(ρ)−Gε, Pa.s.-almost surely.

Therefore for every ρ ∈ R and δ > 0, using (6.18) and Fatou’s lemma we have

Pa.s.(m(ρ)−Gε > C`,nLeb(ρ) + δ) ≤ lim inf
N→∞

Pa.s.(mN (ρ)− SN,`,n2 > C`,nLeb(ρ) + δ) = 0.

(6.19)

Therefore, since δ > 0 is arbitrary and R is countable, this implies

sup
ρ∈R

(
m(ρ)− C`,nLeb(ρ)

)
≤ Gε Pa.s.-almost surely.

We finally note that

EP
a.s.[

sup
ρ∈R

(
m(ρ)− C`,n(Tmin(ρ))Leb(ρ)

)]
≤ ε

is a statement about the distribution of m, so must also hold true under P. Except for the
proof of (6.15) and (6.16), this establishes condition (6.7) in Lemma 6.5 and completes
the proof of of Part 1 of Lemma 6.1. The rest of this section is devoted to the proofs
of (6.15) and (6.16).

6.2.1 Proof of (6.15)

The following lemma will be a key tool for controlling the density of diffusions with
bounded drift. We write ~n(~x) (~x ∈ ∂Rd>0) for the inward normal of the positive orthant
Rd>0 and consider strong solutions of the SDE

dYt = (−B, . . . ,−B)dt+ dW̃t + ~n(Yt)dL
Y
t , Y0 = 0, (6.20)

where LYt is the local time of Yt with the boundary ∂Rd>0. This is a normally reflected
diffusion in Rd>0 with constant drift. Recall R~h(~0) defined at (6.6).

Lemma 6.7. Consider on some filtered probability space (Ω′,F ′, (F ′t)t≥0,P
′) the family

of Rd-valued weak solutions (Xγ ,W γ) (γ ∈ Γ) of the SDE

dXγ
t = bγt dt+ dW γ

t , 0 ≤ t <∞, (6.21)

whereby |bγ | ≤ B is (F ′t)t≥0-adapted. Then there exists on (Ω′,F ′, (F ′t)t≥0,P
′) a family of

identically distributed strong solutions (Y γ , W̃ γ) to (6.20) which satisfy the following:

1. Xγ dominates Y γ so that

Xγ
t ∈ R~h(~0) ⇒ Y γt ∈ R~h(~0), t ≥ 0, ~h ∈ Rd>0 (6.22)

whereby ~0 = (0, . . . , 0).
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2. We have explicit controls on the density of Y γ so that there exists C : (0,∞)→ R>0

non-increasing such that

P(Y γt ∈ R~h(~0)) ≤ CtLeb(R~h(~0)). (6.23)

3. For any event A ∈ F ′0 and γ1, γ2 ∈ Γ: if conditional upon the event A, W γ1 and W γ2

are conditionally independent, then so too are Y γ1 and Y γ2 .

We will use Lemma 6.7 in Appendix C to prove Lemma C.1, providing controls on
the density of a diffusion for generic bounded drift, which shall be used throughout this
paper.

We consider the possibilities for αN,it given G`,n,it . The condition that JN,I
α
N,i
t

s ≤ n

for all 0 ≤ s ≤ t then allows us to see that for each transfer of the DHP from particle
j to particle k, j is within the first n particles k jumps onto. Therefore to obtain all
possibilities for αN,it given G`,n,it , it is sufficient to consider the first n particles i jumps
onto, the first n particles each of these children jumps onto, and repeating this ` times
to obtain all possibilities for αN,it ; these possibilities form a tree structure. We take Π`,n

to be a perfect n-ary tree of length ` and construct a random injective function

α̂N,`,ni : Π`,n → CN

with image CN,`,ni ⊆ CN . This random function shall be such that

G`,n,it ⊆ {αN,it = α̂N,`,ni (v) for some v ∈ Π`,n} (6.24)

and such that
α̂N,`,ni (v) is σ(U ik : 1 ≤ i ≤ N, k ≥ 0)-measurable. (6.25)

We then define T N,`,ni to be the following {1, . . . , N}Π`,n -valued random variable

T N,`,ni (v) = jr whereby α̂N,`,ni (v) = ((jr, 0), . . .). (6.26)

T N,`,ni assigns the root of Π`,n to i, assigns the kth child of the root to the kth particle i
jumps onto, and so forth. We then define

GN,`,ni = Image(T N,`,ni )

to be the collection of all particles given by T N,`,ni at some branch of Π`,n. Thus GN,`,ni is

the collection of all particles which may be followed by X α̂N,`,ni (v) for some v ∈ Π`,n.
We define a new filtered probability space (Ω,F , (F̄t)t≥0,P) given by the initial

enlargement
F̄t = Ft ∧ σ(U ik : 1 ≤ i ≤ N, k ≥ 0). (6.27)

We note the following:

1. This new filtered probability space has the same sigma-algebra as our previous
probability space (Ω,F ,P). Thus any random variable we define on this new sigma-
algebra is defined on our previous probability space and vice-versa – only the
adaptedness properties with respect to the filtration may change.

2. Since (Ft)t≥0 is a subfiltration of (F̄t)t≥0 any (Ft)t≥0-adapted process is (F̄t)t≥0-
adapted.

3. The Brownian motion W i is independent of σ(U ik : 1 ≤ i ≤ N, k ≥ 0), hence an
(F̄t)t≥0-Brownian motion. Moreover since α̂N,`,ni (v) is F̄0-measurable we have

W
α̂N,`,ni (v)
t :=

∫ t

0

dW I
α̂
N,`,n
i

(v)
s

s , 0 ≤ t <∞, W
α̂N,`,ni (v)
0 = 0

is an (F̄t)t≥0-Brownian motion.
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4. If the set of particles α̂N,`,ni (v) follows is disjoint from those followed by α̂N,`,nj (v′) –

hence if GN,`,ni ∩ GN,`,nj = ∅ – then W α̂N,`,ni (v) and W α̂N,`,nj (v′) have zero covariation.
Therefore conditional on the event

AN,`,ni,j = {GN,`,ni ∩ GN,`,nj = ∅} ∈ F̄0,

W α̂N,`,ni (v) and W α̂N,`,nj (v′) must be independent.

For every ρ ∈ R we fix a finite index set ιρ such that ρ is given by the union

ρ = ∪β∈ιρ [t
β
0 , t

β
1 ]×R~hβ (~xβ) (6.28)

whereby ∑
β∈ιρ

Leb([tβ0 , t
β
1 ]×R~hβ (~xβ)) ≤ 2Leb(ρ). (6.29)

For each 1 ≤ i ≤ N , v ∈ Π`,n, β ∈ ιρ we apply Lemma 6.7 to {X α̂N,`,ni (v) − ~xβ} to
construct Y i,v,βt and define

ηN,`,n,ρi :=
∑
β∈ιρ
v∈Π`,n

∫ tβ1

tβ0

1(Y i,v,βt ∈ R~hβ (~0))dt, ρ ∈ R. (6.30)

We therefore have

SN,l,n1 (ρ) =
1

N

N∑
i=1

∫ T

0

1(X
αN,it
t ∈ ρt)1G`,n,it

dt ≤ 1

N

N∑
i=1

∑
β∈ιρ

∫ tβ1

tβ0

1(X
αN,it
t ∈ R~hβ (~xβ))1G`,n,it

dt

≤︸︷︷︸
by (6.24)

1

N

N∑
i=1

∑
β∈ιρ

1

N

N∑
i=1

∑
v∈Π`,n

∫ tβ1

tβ0

1(X
α̂N,`,ni (v)
t ∈ R~hβ (~xβ))1G`,n,it

dt

≤︸︷︷︸
by (6.22)

1

N

N∑
i=1

∑
β∈ιρ
v∈Π`,n

∫ tβ1

tβ0

1(Y i,v,βt ∈ R~hβ (~0))dt =
1

N

N∑
i=1

ηN,`,n,ρi .

We conclude our proof of (6.15) by establishing the following lemma and verifying
{ηN,l,n,ρi : 1 ≤ i ≤ N} satisfies the conditions of this lemma with M = C`,n(Tmin(ρ))Leb(ρ).

Lemma 6.8. Let {γNk : 1 ≤ k ≤ N ∈ N} be a triangular array of random vari-
ables, and let SN =

∑
k≤N γ

N
k . We suppose that the γNk are uniformly bounded, that

supj 6=k Cov(γNj , γ
N
k )→ 0 as N →∞, and that lim supN→∞ sup1≤j≤N E[γNj ] ≤M . Then we

have SN
N ∨M →M in probability.

6.2.2 Proof of Lemma 6.7

We firstly construct Y γ , W̃ γ for γ ∈ Γ. We write Xγ,d′

t for the d′ th coordinate of Xγ,d′

t for

1 ≤ d′ ≤ d. We take the Doob-Meyer decomposition of |Xγ,d′

t |, obtaining it as the sum of

a Brownian motion W̃ γ,d′

t , a drift (≤ B) term and a local time term up to the time τγ . We
then write

W̃ γ
t = (W̃ γ,1

t , . . . , W̃ γ,d
t )

and continue W̃ γ
t after the time τγ by setting dW̃ γ

t = dW γ
t . It is then immediate that

there exists an (F ′t)t≥0-adapted d× d signature matrix-valued process Kγ
t such that W̃ γ

satisfies
dW̃ γ

t = Kγ
t dW

γ
t . (6.31)
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Having constructed (F ′t)t≥0-Brownian motions W̃ γ,d′ , we have (F ′t)t≥0- adapted strong
solutions (Y γ,d

′
, W̃ γ,d′) of the SDE

dYt = dW̃t −Bdt+ dLYt , Y0 = 0 (6.32)

(which exists by [3, Theorem 1.3]). Thus (Y γ ,W γ) = ((Y γ,1, . . . , Y γ,d),W γ) is a strong

solution to (6.20). Now we observe that for some |bγ,d
′

t | ≤ B we have

d(|Xγ,d′

t | − Y γ,d
′

t ) = (B − bγ,d
′

t )dt+ dL|X
γ,d′ | − dLY

γ,d′

t , t < τγ .

Hence by the same proof that ηt ≥ Et in the proof of Step 1d of Proposition 4.2 we

have |Xγ,d′

t | ≥ Y γ,d
′

t for all t < τγ . This immediately implies (6.22).

We now control the expectation, showing that there exists C : (0, T ] → R≥0 non-
increasing such that for all ~h ∈ Rd>0 and γ ∈ Γ we have (6.23). We have [1, Equation
(1.1)] an explicit expression for the cumulative density function of reflected Brownian
motion with constant negative drift reflected at 0. Differentiating [1, Equation (1.1)] in y
we have that for some c <∞ the transition density satisfies

pt(x, y) ≤ c√
t
.

Therefore P(Y γ,d
′

t ∈ [0, h]) ≤ c√
t
h for t > 0, h ≥ 0 and 1 ≤ d′ ≤ d.

We use (6.31) to see that W̃ γ,d1 and W̃ γ,d2 are pairwise independent Brownian
motions for d1 6= d2 and hence jointly independent. Therefore {Y γ,d′ : 1 ≤ d′ ≤ d} are
independent as they are measurable functions of independent Brownian motions. Thus
we have

P(Y γt ∈ R~h(~0)) =
∏

1≤d′≤d

P(Y γ,d
′

t ∈ [0, hd′ ]) ≤
cd

t
d
2

Leb(R~h(~0)).

Finally we observe that for any event A ∈ F ′0 and γ1, γ2 ∈ Γ; if conditional upon
the event A, W γ1 and W γ are conditionally independent; then they must have zero
covariation. Using (6.31) we see that W̃ γ1 and W̃ γ2 must also have zero covariation,
hence be conditionally independent. Therefore upon the event A, Y γ1 and Y γ2 are
independent as they are measurable functions of independent Brownian motions.

Construction of α̂N,l,ni

We define the random function α̂N,l,ni by firstly defining its image:

Definition 6.9. We define CN,`,ni ⊆ CN by

CN,`,ni =
{

((j`′ , 0), (j`′−1, k`′−1), . . . , (j1, k1), (j0, k0)) ∈ CN :

U jrkr = jr+1 whereby kr ≤ n for all r < `′, `′ ≤ `, j0 = i
}
.

(6.33)

We now parametrise the elements of CN,`,ni as follows. We define Π`,n to be a perfect
n-ary tree of length `.

Definition 6.10 (Π`,n). We define Π`,n to be a perfect n-ary tree of length ` (so that each
leaf is of depth ` with the root defined to be of depth 0). We adopt standard Ulam-Harris
notation, writing ∅ for the root of Π`,n, (k0) for the kth

0 child of ∅ (k0 ≤ n) and recursively
defining (k0, . . . , kr, kr+1) to be the kth

r+1 child of (k0, . . . , kr) (for r ≤ `− 2 and kr ≤ n).
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Note that the leaves of this tree terminate with an `− 1 subscript: (k0, k1, . . . , k`−1).
Then we see that the random map

ιN,`,ni : CN,`,ni → Π`,n, (i, 0) 7→ ∅
((jr, 0), (jr−1, kr−1), . . . , (j1, k1), (i, k0)) 7→ (k0, k1, . . . , kr−1), 1 ≤ r ≤ `,

is bijective. To see that ιN,`,ni is surjective, fix some (k0, . . . , k`′−1) ∈ Π`,n and recursively
define jr+1 = U jrkr (r < `′), j0 = i. Then we see ιN,`,ni (((j`′ , 0), (j`′−1, k`′−1), . . . , (j1, k1),

(i, k0))) = (k0, k1, . . . , k`′−1) whereby ((j`′ , 0), (j`′−1, k`′−1), . . . , (j1, k1), (i, 0)) ∈ CN,`,ni . To
see that ιN,`,ni is injective, suppose that ιN,`,ni (((j`′ , 0), (j`′−1, k`′−1), . . . , (j1, k1), (i, k0))) =

(k0, k1, . . . , k`′−1) (`′ ≤ `). Then we must have j1 = U ik0
and jr+1 = U jrkr for r < `′. This

uniquely defines

((j`′ , 0), (j`′−1, k`′−1), . . . , (j1, k1), (i, k0)).

Thus we can take the inverse of ιN,`,ni , parametrising the elements of CN,`,ni with Π`,n,

Π`,n → CN,`,ni , v 7→ α̂N,`,ni (v), α̂N,`,ni (∅) = (i, 0)

α̂N,`,ni ((k0, k1, . . . , k`′−1)) = ((j`′ , 0), (j`′−1, k`′−1), . . . , (j1, k1), (i, k0)).

This shows that α̂N,`,ni : Π`,n → CN is a random injection with image CN,`,ni .

Proving and verifying the conditions of Lemma 6.8

Proof of Lemma 6.8. Clearly SN
N −

1
N

∑N
j=1E[γNj ] has zero expectation, so we now show

it has variance converging to zero. Since the γNk are uniformly bounded, so are Var(γNk ).
We therefore have

Var
(SN
N
− 1

N

N∑
j=1

E[γNj ]
)

=
1

N2

N∑
k=1

Var(γNk ) +
∑
j 6=k

Cov(γNj , γ
N
k )

≤ N

N2
sup
k

Var(γNk )︸ ︷︷ ︸
→0

+
N2 −N
N2

sup
j 6=k

Cov(γNj , γ
N
k )︸ ︷︷ ︸

→0

→ 0.

Therefore SN
N −

1
N

∑N
j=1E[γNj ]→ 0 in probability. Since lim supN→∞ sup1≤j≤N E[γNj ] ≤M

we have SN
N ∨M →M in probability as N →∞.

Clearly the ηN,`,n,ρi are uniformly bounded in N , so it is sufficient to control the
expectation and covariance as in Lemma 6.8. We do this using Lemma 6.7.

We start by controlling the expectation, using Tonelli’s theorem and (6.23) to see that
we have Ct non-increasing such that

E[ηN,`,n,ρi ] ≤
∑
β∈ιρ
v∈Π`,n

Ctβ0
(tβ1 − t

β
0 )Leb(R~hβ (~0))

≤ CTmin(ρ)|Π`,n|
∑
β∈ιρ

Leb([tβ0 , t
β
1 ]×R~hβ (~xβ)) ≤ 2CTmin(ρ)|Π`,n|Leb(ρ).

We therefore define C`,n(t) = 2|Π`,n|Ct so that E[ηN,`,n,ρi ] ≤ 2|Π`,n|CTmin(ρ). We now seek
to show that

sup
i 6=j

Cov(ηN,`,n,ρi , ηN,`,n,ρj )→ 0 as N →∞.
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We recall that conditional on the event AN,`,ni,j the Brownian motions W α̂N,`,ni (v) and

W α̂N,`,nj (v′) are independent. Thus using Lemma 6.7, conditional on the event AN,`,ni,j ,

Y i,v,β1 and Y j,v
′,β2 are independent for β1, β2 ∈ ιρ. Therefore it is sufficient to show that

inf
i 6=j
P(AN,`,ni,j )→ 1 as N →∞.

We calculate

P(GN,`,ni ∩ GN,`,nj 6= ∅) ≤ |Π
`,n|2

N − 1
→ 0 as N →∞.

To see this, we see that the elements of GN,`,ni and GN,`,nj are chosen independently

and uniformly at random, so that each element of GN,`,nj has a probability at most
|GN,`,ni |
N−1 ≤ |Π

`,n|
N−1 of being in GN,`,ni . Therefore by a union bound we are done.

We have concluded our proof of (6.15).

Proof of (6.16)

We recall τNε is the stopping time defined in Proposition 4.10, and JN,it is the number
of jumps by particle Xi in time t. We shall now bound the probability of (G`,n,it )c by
decomposing it into events AN,`,n,εi , BN,i,`,εt and {τNε ≤ T}, whereby

AN,`,n,εi = ∪v∈Π`,n{J
N,T N,`,ni (v)

T∧τNε
≥ n+ 1}, (6.34)

BN,`,ε,it = {|αN,i
t∧τNε
| ≥ `+ 1}. (6.35)

Step 1

We begin by decomposing (G`,n,it )c into the events

(G`,n,it )c ⊆ AN,`,n,εi ∪BN,`,ε,it ∪ {τNε ≤ T}, (6.36)

none of which are dependent upon any choice of ρ ∈ R, only BN,`,ε,it being dependent
upon t ≤ T , and whereby BN,`,ε,it is not dependent upon n.

We may decompose (Gl,n,it )c into

{(G`,n,it )c} ⊆ {|αN,it | ≥ `+ 1} ∪ {JN,I
N,α

N,i
t

s
s > n for some s ∈ [0, t] and |αN,it | ≤ `}.

Since Proposition 4.10 gives controls on the number of jumps only up to time τNε , it is
necessary to localise up to time τNε so that

{(G`,n,it )c} ⊆ {|αN,i
t∧τNε
| ≥ `+ 1} ∪ {τNε ≤ T}

∪{JN,I
N,α

N,i
t

s

T∧τNε
> n for some s ∈ [0, t] and |αN,it | ≤ `}.

Focusing on the third term on the right hand side, since |αN,it | ≤ l we can write

αN,it = ((j`′ , 0), (j`′−1, k`′−1), . . . , (i, k0))

for some `′ ≤ `, so that we may take r minimal such that JN,jr
T∧τNε

> n. Therefore,
k0, . . . , kr−1 ≤ n and r ≤ ` so that we have

((jr, 0), (jr−1, kr−1), . . . , (i, k0)) ∈ C`,ni .

Thus jr = T N,`,ni (v) for v = (k0, k1, . . . , kr−1) ∈ Π`,n. Therefore we have (6.36) so that

{(G`,n,it )c} ⊆ {|αN,i
t∧τNε
| ≥ `+ 1} ∪ ∪v∈Π`,n{J

N,T `,ni (v)

T∧τNε
≥ n+ 1} ∪ {τNε ≤ T}.
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Step 2

We now show that we may choose ` = `(ε) large enough so that

lim sup
N→∞

EP
[

sup
t≤T

1

N

N∑
i=1

1(BN,`,ε,it )dt
]
≤ ε. (6.37)

There exists (by Proposition 4.10) J̄ <∞ such that

lim sup
N→∞

P(JNT∧τNε ≥ J̄) ≤ ε

3
. (6.38)

We define SN = inf{t : JNt ≥ J̄} and LNt := 1
N (1 +

∑
i|α

N,i
t |). We fix for the time being

1 ≤ i ≤ N . We see from (6.3) that if i jumps at time t, the expected value of |αN,it | is at
most

1

N − 1

∑
j 6=i

|αN,jt− |+ 1 =
1

N − 1

∑
j 6=i

(|αN,jt− |+ 1) ≤ N

N − 1
LNt− .

Moreover the length |αN,it− | immediately prior to the jump must be non-negative, hence

the expected increase in |αN,it | at time t is at most N
N−1L

N
t− . Therefore the expected value

of LNt immediatly after the jump at time t is at most N
N−1L

N
t− . Further, the length of

|αN,jt | does not change for j 6= i and the |αN,it | are bounded by N(J̄ + 1) + 1 up to time
SN . Thus we see that

(
1 +

1

N − 1

)−NJNt∧SN LNt∧SN =
( N

N − 1

)−NJNt∧SN LNt∧SN (6.39)

is a supermartingale, which takes the value 1 at time 0. We now observe that

`

N

N∑
i=1

1(BN,`,n,ε,it ) =
`

N

N∑
i=1

1(|αN,i
t∧τNε
| ≥ `+ 1) ≤ LNt∧τNε .

Thus, since (6.39) is a supermartingale, we have for all N and t ≤ T that

P
(

sup
t≤T∧SN

1

N

N∑
i=1

1(BN,`,n,ε,it ) ≥ ε

3

)
≤ P(sup

t≤T
LNt∧τNε ∧SN ≥

`ε

3
)

≤ P
(

sup
t≤T

( N

N − 1

)N(J̄−JN
t∧SN∧τNε

)
LNt∧τNε ∧SN ≥

`ε

3

)
= P

(
sup
t≤T

( N

N − 1

)−NJN
t∧SN∧τNε LNt∧τNε ∧SN ≥

`ε

3

( N

N − 1

)−NJ̄)
≤ 3

ε`

( N

N − 1

)NJ̄ ≤ 3e2J̄

ε`
.

Therefore for some ` = `(ε) large enough we have for all N that

P
(

sup
t≤T∧SN

1

N

N∑
i=1

1(BN,`,n,ε,it ) ≥ ε

3

)
≤ ε

3
.

Combining this with (6.38) and observing that supt≤T∧τNε
1
N

∑N
i=1 1(BN,l,n,ε,it ) ≤ 1 we

have (6.37).
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Step 3

Having fixed ` = `(ε) we may choose n = n(ε) large enough such that we have

lim sup
N→∞

EP
[ 1

N

N∑
i=1

1(AN,`,n,εi )
]
≤ ε. (6.40)

Recalling T N,`,ni defined at (6.26), we define the initial enlargement

Fvt = Ft ∨ σ(U
T N,`,ni (v′)
k , k ≥ 0, v′ ∈ Π`,n,v), t ≥ 0 (6.41)

whereby we write Π`,n,v for Π`,n with all descendents of v removed (we remove v itself).
We then observe that:

1. T N,`,ni (v) is Fv0 measurable.

2. Conditional upon T N,`,ni (v′) 6= T N,`,ni (v) for v′ ∈ Π`,n,v, the jumps U
T N,`,ni (v)
k are

chosen independently and uniformly at random at the times τ
T N,`,ni (v)
k .

3. W T
N,`,n
i (v) is an (Fvt )t≥0-Brownian motion as with the argument that W α̂N,`,ni (v) is

an (F̄t)t≥0-Brownian motion in the proof of (6.15).

We fix for the time being 1 ≤ i ≤ N and now work on (Ω,F , (Fvt )t≥0,P). We see

that with probability at most |Π
`,n,v|
N−1 ≤ (n+1)`

N−1 , T N,`,ni (v) 6= T N,`,nt (v′) for all v′ ∈ Π`,n,v.

Otherwise W T
N,`,n
i (v) is an Fv-Brownian motion and U

T N,`,ni (v)
k (k ≥ 1) are chosen inde-

pendently and uniformly at random at time τ
T N,`,ni (v)
k , so that we can repeat the argument

of the proof of Proposition 4.10 in order to obtain

P(J
T N,`,ni (v)
T∧τε ≥ n+ 1) ≤ P(J

T N,`,ni (v)
T∧τε ≥ n+ 1|Ti(v) 6= T N,`,nt (v′) for v′ ∈ Π`,n,v)

+P(Ti(v) = T N,`,nt (v′) for some v′ ∈ Π`,n,v) ≤Mεp
bn+1
Mε
c

ε +
|Π`,n|
N − 1

for some 0 < pε < 1 and Mε < ∞. Whereas we may have established this using a new
filtration, our probability space (Ω,F ,P) has been kept fixed. Therefore we have

P(AN,`,n,εi ) ≤ |Π`,n|Mεp
bn+1
Mε
c

ε +
|Π`,n|2

N − 1
.

Thus we have (using Tonelli’s theorem and that |Π`,n| grows polynomially in n for fixed `)

lim sup
N→∞

E[
1

N

N∑
i=1

1(AN,`,n,εi )] ≤ |Π`,n|Mεp
bn+1
Mε
c

ε → 0 as n→∞.

Having fixed ` = `(ε) we may therefore choose n = n(ε) such that

lim sup
N→∞

E[
1

N

N∑
i=1

1(AN,`,n,εi )] < ε,

so that we have (6.40).
From (6.37), (6.40) and Proposition 4.10 we may conclude that for all ε > 0 there

exists ` = `(ε), n = n(ε) such that

lim sup
N→∞

EP
[

sup
t≤T

1

N

N∑
i=1

1((G`,n,it )c)
]
≤ ε. (6.42)

This completes the proof of (6.16) and therefore of Part 1 of Lemma 6.1.
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6.3 Proof of part 2 of Lemma 6.1

We may observe that the proof of Part 1 may be repeated with A replaced by
{(a1, b1)× . . .× (ad, bd) : ai, bi ∈ Q}, and R adjusted accordingly to obtain a proof of Part
2.

We have now concluded our proof of Lemma 6.1.

6.4 Proof of Lemma 6.2

The T = 0 case is an immediate consequence of the assumption that {L(mN
0 )} is tight

in P(PW (D)), so we may henceforth assume that T > 0. We now prove Lemma 6.2 using
the machinery we constructed to prove Lemma 6.1. We take R <∞ to be determined
and write FR = B(0, R)c. As with (6.13) we have

mN
t (FR) ≤ 1

N

N∑
i=1

1(HN,i,tt ∈ FR)1G`,n,it
+

1

N

N∑
i=1

1((G`,n,it )C).

We then use (6.24) to see that

sup
t≤T

mN
t (FR) ≤ 1

N

N∑
i=1

∑
v∈Π`,n

1
(

sup
t≤T
|X α̂N,`,ni (v)

t | ≥ R
)

+
1

T
SN,`,n2

where SN,`,n2 was defined at (6.14). We now fix ` = `(ε) and n = n(ε) as in (6.16) so that
lim supN→∞E[SN,`,n2 ] ≤ ε.

These are then random variables on the filtered probability space (Ω,F , (F̄t)t≥0,P) de-

fined in (6.27) with respect to which W α̂N,`,ni (v) is an (F̄t)t≥0-Brownian motion, X α̂N,`,ni (v)

is adapted and is a solution of the SDE (6.2):

dX
α̂N,`,ni (v)
t = b(mN

t , X
α̂N,`,ni (v)
t )dt+ dWα

t , 0 ≤ t < τ α̂
N,`,n
i (v), (6.43)

τ α̂
N,`,n
i (v) = inf{t > 0 : X

α̂N,`,ni (v)

t− ∈ ∂D}.

Using the fact that (6.1) holds for T = 0, and the fact the drift is bounded, we have

lim sup
R→∞

lim sup
N→∞

E
[ 1

N

N∑
i=1

∑
v∈Π`,n

1
(

sup
t≤T
|X α̂N,`,ni (v)

t | ≥ R
)]

= 0.

Therefore we have

lim sup
R→∞

lim sup
N→∞

E[sup
t≤T

mN
t (FR)] ≤ ε

T
.

Since ε > 0 is arbitrary, we are done.

7 Coupling to a particle system on a large but bounded subdo-
main

We construct here a coupling which will allow us in Section 8 to establish our
hydrodynamic limit theorem on unbounded domains. We prove the following lemma in
Appendix B:

Lemma 7.1. Let D ⊆ Rd be a non-empty open domain with C∞ boundary ∂D. Then for
every R > Rmin := inf{R′ > 0 : B(0, R′) ∩D 6= ∅} there exists a non-empty open bounded
domain DR with C∞ boundary such that D ∩B(0, R) ⊆ DR ⊆ D.
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For all R > Rmin we let DR be such a subdomain of D. Since DR is a smooth bounded
domain there exists rR > 0 such that DR satisfies the interior ball condition with radius
r > rR > 0: for every x ∈ DR there exists y ∈ DR such that x ∈ B(y, rR) ⊆ DR.

Given the Fleming-Viot particle system ~XN with McKean-Vlasov dynamics constructed
on the filtered probability space (ΩN ,FN , (FNt )t≥0,P

N ) and associated empirical mea-
sure processes

mN
t =

1

N

∑
i

δXN,it
,

we now define a coupling, on an enlarged filtered probability space (ΩN,R,FN,R,
(FNt )t≥0,P

N,R), between ~XN and another Fleming-Viot particle system with general
dynamics ~XN,R on the subdomain DR having drift processes bN,R,it = b(mN

t , X
N,R,i
t )

(defined in Definition 4.1). In particular, we prove the following proposition.

Proposition 7.2. For R > Rmin + 1, the Fleming-Viot particle system ~XN can be
coupled with another particle system ~XN,R on an enlarged filtered probability space
(ΩN,R,FN,R, (FN,Rt )t≥0,P

N,R) such that the following properties hold:

1. The particle system ~XN,R is a Fleming-Viot N -particle system with generalised
dynamics (defined in Definition 4.1) on the domain DR having drift processes
bN,R,it = b(mN

t , X
N,R,i
t ), which is well-defined up to time∞.

2. Assuming {L(mN
0 )} is tight in P(PW (D)), then the empirical measure processes

mN,R
t =

1

N

∑
i

δXN,R,it
,

and the jump processes

JNt =
1

N
#{jumps up to time t by ~XN}, JN,Rt =

1

N
#{jumps up to time t by ~XN,R},

satisfy

(a) {L(mN,R
0 ) : N ∈ N} is tight in P(PW (DR));

(b) for any T <∞,

lim sup
N→∞

E
[

sup
t≤T
||mN

t −m
N,R
t ||TV + 1∧ sup

t≤T
|JNt − J

N,R
t |

]
→ 0 as R→∞. (7.1)

Note that by Theorem 2.6, ( ~XN
t )0≤t<∞ has the same distribution under PN as under

PN,R. We shall firstly construct the coupling before establishing that this coupling
satisfies (7.1).

7.1 Construction of the coupling

Since N is fixed in this construction, we neglect the N superscript for the sake of
notation. We fix a point x∗ ∈ D ∩B(0, R− 1). We then take a filtered probability space
(Ω̃, F̃ , (F̃t)t≥0, P̃) on which are defined the jointly independent Brownian motions (W̃ i

t )t≥0

(i = 1, . . . , N ) and whereby (F̃t)t≥0 is the natural filtration of the Brownian motions
W̃ i. We then define a probability space (ΩV ,FV ,PV ) on which the jointly independent
uniform {1, . . . , N} \ {i}-valued random variables V ik (i = 1, . . . , N ; k ≥ 1) are defined.
We shall firstly define our construction on the measurable space (which we shall later
equip with the appropriate filtration and probability measure)

(ΩR,FR) = (Ω× Ω̃× ΩV ,F ⊗ F̃ ⊗ σV ).

We shall partition {1, . . . , N} into “blue” indices Bt and “yellow” indices Yt at each
time t – we shall say the ith particles, both Xi

t and XR,i
t , are blue (or yellow) at time t if
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i ∈ Bt (or i ∈ Yt). We shall refer to particles in the particle system ~XR as “R-particles”.
At time 0 we assign indices i ∈ {1, . . . , N} to be blue if |Xi

0| ≤ R− 1 and otherwise yellow:

B0 := {i : |Xi
0| ≤ R− 1}, Y0 := {i : |Xi

0| > R− 1}. (7.2)

The initial condition for the R-particles is given by

XR,i
0 =

{
Xi

0, i ∈ B0

x∗, i ∈ Y0

. (7.3)

Having defined these initial conditions, we now summarize the properties of the coupling
construction; we give a more precise construction below:

• All R-particles, whether blue or yellow, will satisfy XR,i
t ∈ DR for all t ≥ 0.

• Once an index turns yellow, it will remain yellow: if i ∈ Ys, then i ∈ Yt for all t ≥ s.
Between jump times, the yellow R-particles are driven by the Brownian motion W̃ i

(independent of Wt), according to

dXR,i
t = dW̃ i

t , i ∈ Yt.

Upon hitting ∂DR, a yellow R-particle jumps onto another R-particle chosen uni-
formly at random.

• As long as an index i is blue, the particle XR,i follows Xi, meaning XR,i
t = Xi

t if
i ∈ Bt. In particular, between jump times a blue R-particle satisfies

dXR,i = b(mN
t , X

R,i
t ) dt+ dW i

t , i ∈ Bt.

Upon hitting ∂DR, a blue R-particle jumps onto another R-particle chosen uniformly
at random. However, the blue particle may turn to yellow upon hitting ∂D.

• An index i can change from blue to yellow only when Xi hits the boundary ∂DR.
There are two ways this can happen. First, a blue index i turns yellow whenever
the associated particle XR,i = Xi hits ∂DR \ ∂D; at this point, XR,i jumps onto
another R-particle (in DR), but Xi does not jump at this time (because it has not
hit ∂D). A blue index turns yellow also in the case that XR,i = Xi hits ∂D \ ∂DR

if Xi happens to jump onto a particle with yellow index j ∈ Yt. In this case,
the index i is turned yellow, and the associate R-particle jumps onto the yellow
R-particle XR,j ∈ DR (which may be at a location different from Xj). When a blue
R-particle hits ∂D \ ∂DR and jumps onto another blue particle, then it remains
blue. In particular, XR,i = Xi jump to the same location and the relation XR,i

t = Xi
t

continues as long as i ∈ Bt.

A precise construction of the coupling can be carried out inductively. We will define
the times (τRk )∞k=0 corresponding to the kth death time of any of the R-particles (kth time
at which an R particle hits ∂D). Our coupling is constructed up to time τRk , inductively
in k. We proceed as follows.

Step 1
Assuming that for some k ≥ 0 we have defined the random times 0 = τR0 < . . . < τRk

and ~XR
t , Bt and Yt for t ≤ τRk we define τRk+1 and ~XR

t , Bt and Yt for t < τRk+1 according to

τRk+1 = inf{t > τRk : XR,i
t− ∈ ∂DR for some i},

XR,i
t =

{
Xi
t , i ∈ BτRk

XR,i

τRk
+ W̃ i

t − W̃ i
τRk
, i ∈ YτRk

, t ∈ [τRk , τ
R
k+1).
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This means that the R-particles XR,i which are blue at time τRk track the corresponding
Xi, whilst the yellow R-particles track the path of the corresponding (F̃t)t≥0-Brownian
motion W̃ i

t , up to the next time τRk+1 one of the R-particles the boundary ∂DR. Further-
more, we define

Bt := BτRk , Yt := YτRk , t ∈ [τRk , τ
R
k+1),

so that between hitting times the colors of the R-particles do not change.
Step 2
We now define the construction at time τRk+1. It may be the case that two or more of

the R-particles hit the boundary ∂DR at the same time (when we equip our construction
with a probability measure this will turn out to be a null event), if this is the case we halt
our construction at the time we call τRstop := τRk+1.

Otherwise there is only one R-particle which hits the boundary at time τRk+1, with

unique index `(k + 1) ∈ {1, . . . , N} such that XR,`(k+1)

τRk+1−
∈ ∂DR. There are three distinct

possibilities:

1. It could be that index `(k + 1) is yellow immediately prior to the hitting time. In

this case the index V `(k+1)
k+1 is chosen and XR,`(k+1) jumps onto XR,V

`(k+1)
k+1 :

X
R,`(k+1)

τRk+1

:= X
R,V

`(k+1)
k+1

τRk+1−
.

In this case `(k + 1) remains yellow: `(k + 1) ∈ YτRk+1
, and none of the other indices

change colour:
YτRk+1

:= YτRk+1−
, BτRk+1

:= BτRk+1−
.

2. It could be the case that `(k + 1) is blue immediately prior to the hitting time τRk+1,
and XR,`(k+1) hits ∂DR \∂D at this time. Thus XR,`(k+1) was tracking X`(k+1) up to
the hitting time, but of course X`(k+1) cannot jump at this time as it did not hit the
boundary of D. In this case only the R-particle jumps, choosing the index V `(k+1)

k+1

to jump onto, and the index `(k + 1) switches to yellow:

X
R,`(k+1)

τRk+1

:= X
R,V

`(k+1)
k+1

τRk+1−
, YτRk+1

:= YτRk+1−
∪ {`(k + 1)}, BτRk := BτRk+1−

\ {`(k + 1)}.

3. The final possibility is that `(k + 1) is blue immediately prior to time τRk+1, at which
time XR,`(k+1) hits ∂DR∩∂D. If this is the case X`(k+1) and XR,`(k+1) hit ∂D∩∂DR

together, so that τRk+1 corresponds to τ `(k+1)
k′ for some k′ ≤ k+ 1 (i.e. the k′ th hitting

time of particle X`(k+1) with the boundary ∂D). Recall that the particle X`(k+1)

then jumps onto the particle XU
`(k+1)

k′ at this time τ `(k+1)
k′ = τRk . We then define the

R-particle XR,`(k+1) as jumping onto the R-particle with the same index U `(k+1)
k′ .

Thus, if that index is blue (if U `(k+1)
k′ ∈ BτRk+1−

), then both X`(k+1) and XR,`(k+1)

jump onto the same location (which, by induction, is in DR) and remain blue:

X
R,`(k+1)

τRk+1

:= X
`(k+1)

τRk+1

, YτRk+1
:= YτRk+1−

, BτRk+1
:= BτRk+1−

.

Otherwise, the target index U `(k+1)
k′ is yellow, U `(k+1)

k′ ∈ YτRk+1−
, and we set

X
R,`(k+1)

τRk+1

:= X
R,U

`(k+1)
k+1

τRk+1−
, YτRk+1

:= YτRk+1−
∪ {`(k + 1)}, BτRk := BτRk+1−

\ {`(k + 1)}.

In all three cases none of the other R-particles jump at the time τRk+1.
Step 3
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This is well-defined on (ΩR,FR) up to the time τRWD := τR∞ ∧ τRstop, where

τR∞ = lim
k→∞

τRk , τRstop = inf{t > 0 : ∃ j 6= k such that XR,j
t− , XR,k

t− ∈ ∂DR}.

We now equip our measurable space with a filtration and probability measure. We define
the filtration

FRt := Ft ⊗ F̃t ⊗ σ(V
`(k)
k : τRk ≤ t), 0 ≤ t <∞

and the probability measure

P̂ = P⊗ P̃⊗ PV .

We see that on the filtered probability space (ΩR,FR, (FRt )t≥0, P̂) our original N -particle
system ( ~XN , ~WN ) has the same distribution, and moreover ~XN,R is a generalised
Fleming-Viot particle system with drift

bR,it = 1(i ∈ BRt )b(mN , XR,i
t ).

In particular, in between the jump times {τRk } (which are FRt stopping times), XR,i
t

satisfies

dXR,i
t = 1(i ∈ Bt)

(
b(mN

t , X
R,i
t )dt+ dW i

t

)
+ 1(i ∈ Yt)dW̃ i

t . (7.4)

Therefore by Proposition 4.5, P̂(τWD = ∞) = 1. Since the Brownian motions {W̃ i} are
independent of the Brownian motions {W i}, we may use Girsanov’s theorem to tilt the
probability measure P̂, obtaining a probability measure PR under which both

WR,i
t :=

∫ t

0

1(i ∈ Bs)dW i
s +

∫ t

0

1(i ∈ Ys)(dW̃R,i
s − b(mN , XR,i

s )ds), 1 ≤ i ≤ N

and W i (1 ≤ i ≤ N ) are PR-Brownian motions. We see that between jumps XR,i
t is a

solution of the SDE

dXR,i
t = b(mN

t , X
R,i
t )dt+ dWR,i

t . (7.5)

Since P̂ and PR are equivalent, {τWD < ∞} remains a null event. By considering the
covariation, we see {W i} and {WR,i} both remain families of independent Brownian
motions (though not independent of each other). We have therefore finished our con-
struction of ~XR

t .

{L(mN,R
0 ) : N ∈ N} is tight in P(PW (DR)).

We note that a family of random measures being tight in P(PW (DR)) is equivalent to
their mean measures being tight in P(DR) [24, Theorem 4.10]. Using (7.2) and (7.3)
we can write mR,N

0 (A) = mN
0 (A∩ B̄(0, R− 1)) +mN

0 ((B̄(0, R− 1))c)δx∗(A). Therefore the
expected mean measures EN,R0 (A) = E[mN,R

0 (A)] and EN0 (A) = E[mN
0 (A)] satisfy

EN,R0 (A) ≤ EN0 (A ∩B(0, R− 1)) + δx∗(A).

Since {L(mN
0 )} is tight in P(PW (D)), {EN0 } is tight in P(D), so that {(A 7→ EN0 (A ∩

B(0, R−1)))} is tight in D∩B(0, R−1) ⊆ DR. Therefore {EN,R0 } is tight in P(DR) hence
{L(mN,R

0 )} is tight in P(PW (DR)).
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7.2 Proof the coupling satisfies (7.1)

Step 1: We first show that

lim sup
R→∞

lim sup
N→∞

E[sup
t≤T
||mN,R −mN ||TV] = 0. (7.6)

Since supt≤T ||mN,R−mN ||TV ≤ |YT |N almost surely, it suffices to estimate |YT |, the number
of yellow indices at time T .

For the sake of notation, we write Xi for XN,i and W i for WN,i. Recall that a blue
index i turns yellow if the particle XR,i = Xi hits ∂D \ ∂DR and jumps to a yellow
particle, or if it hits the boundary ∂DR \ ∂D. By Lemma 6.2 we know that

lim sup
R→∞

lim sup
N→∞

P(sup
t≤T

mN
t (B(0,

R

3
)c) ≥ ε′) = 0

holds for any ε′ > 0, which implies that any blue particle hitting ∂D will jump, with high
probability, to a particle within B(0, R/3). This, the fact that the drift is bounded (we
may assume BT < R/3) and the fact that

lim
R→∞

P( sup
t′,t′′≤T

|Wt′ −Wt′′ | ≥ R/3) = 0 (7.7)

for a Brownian motion W , will give control on the possibility that a blue particle hits
∂DR \ ∂D.

We write τ ik for the kth death time of particle Xi – at which time it jumps onto the
particle with index U ik – and τk for the kth death time of any of the particles Xj (for any j).
These stopping times are also dependent upon N , but again we suppress the superscript
for the sake of notation. We define the initial enlargement

FWt := FRt ∧ σ((W i
s)0≤s≤T : i = 1, . . . , N).

Under this filtration, the target indices U ik are still chosen independently and uniformly
at the corresponding hitting times. We then define the (FWt )0≤t<∞-adapted processes

B̃t := {i ∈ Bt : sup
t′,t′′≤T

|W i
t′ −W i

t′′ | <
R

3
and |Xi

τ ik
| < R

3
for all τ ik ≤ t} ⊆ Bt,

Ȳt := (B̃t)c ⊇ Yt.

The time at which a blue particle hits ∂D ∩ ∂DR must coincide with one of the death
times of the original particles Xi. We claim that if i ∈ B̃t− \B̃t, then Xi must hit ∂D∩∂DR

at time t. It is sufficient to show that it does not hit ∂DR \ ∂D. We take the largest k
such that τ ik < t, so that we have

|Xi
t− | ≤ |W

i
t −W i

τ ik
|+B|t− τ ik|+ |Xi

τ ik
| < R

since i ∈ B̃t− . Thus Xi
t− /∈ ∂DR \ ∂D. Thus 1(i ∈ B̃t) is constant on [τ ik, τ

i
k+1) for all k ≥ 0

and non-increasing on [0,∞). Although |Yt| may increase at times when an R particle
hits ∂DR \ ∂D (which is not one of the hitting times τ ik), we have 1(i ∈ Yt) ≤ 1(i ∈ Ȳt),
and the latter can increase only at a hitting time τ ik. So, our goal now is to control the
growth of |Ȳt|.

If i ∈ Yτ ik+1
∩ B̃τ ik and τ ik < τ ik+1 ≤ T , then it must be the case that U ik+1 ∈ Yτ ik+1−,

meaning that the blue particle Xi jumps onto a yellow particle at time τ ik+1. Therefore if

i ∈ Ȳτ ik+1
\ Ȳτ ik+1− = Ȳτ ik+1

∩B̃τ ik and τ ik+1 ≤ T then it must be that either U ik+1 ∈ Yτ ik+1− ⊆
Ȳτ ik+1− or the particle i jumps to a location |Xi

τ ik+1
| ≥ R

3 so that i /∈ B̃τ ik+1
, even if i ∈ Bτ ik+1

.
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We also note that P(i ∈ ȲT \ ȲT−) = 0, a consequence of Corollary C.2 in Appendix C.
Conditioned on FW

τ ik+1∧T−
, the target index U ik+1 is chosen uniformly from the remaining

N − 1 indices. Therefore we have

P(i ∈ Ȳτ ik+1∧T \ Ȳτ ik+1∧T−|F
W
τ ik+1∧T−

) ≤ N

N − 1
mN
τ ik+1∧T−

(B(0,
R

3
)c) +

|Ȳτ ik+1∧T−|
N − 1

. (7.8)

For ε′ > 0 and J̄ <∞ to be determined, we define

τ̂ = inf{t > 0 : JNt ≥ J̄ or mN
t (B(0,

R

3
)c) ≥ ε′} ∧ T, Ek =

E[|Ȳτk∧τ̂ |]
N

.

Since at most one particle is killed at time τk (almost surely) we have

Ek+1 − Ek =
1

N
E
[
|Ȳτk+1∧τ̂ \ Ȳτk+1∧τ̂−|1(τk+1 ≤ τ̂)

]
=

1

N
E
[
E[|Ȳτk+1∧τ̂ \ Ȳτk+1∧τ̂−||FWτk+1∧τ̂−] 1(τk+1 ≤ τ̂)︸ ︷︷ ︸

FWτk+1∧τ̂−
-measurable

]

≤ 1

N
E
[( N

N − 1
mN
τk+1−(B(0,

R

3
)c) +

|Ȳτk+1−|
N − 1

)
1(τk+1 ≤ τ̂)

]
by (7.8)

≤ ε′

N − 1
+

1

N − 1
Ek.

Thus Ek+1 ≤ (1 + 1
N−1 )Ek + ε′

N−1 holds for all k ≥ 0, so that

Ek+1 + ε′ ≤
(
1 +

1

N − 1

)
(Ek + ε′),

and then

ENJ̄ ≤ ENJ̄ + ε′ ≤
(
1 +

1

N − 1

)NJ̄
(E0 + ε′).

We note that if τ̂ = T , then τNJ̄ ∧ τ̂ = T so that we have

E
[ |YT |
N

]
≤ E

[ |ȲT |
N

]
≤ E

[ |ȲτNJ̄∧τ̂ |
N

1(τ̂ = T )
]

+ E
[ |ȲT |
N

1(τ̂ < T )
]

≤ ENJ̄ + P(τ̂ < T ) ≤
(
1 +

1

N − 1

)NJ̄
(E0 + ε′) + P(τ̂ < T ).

Recalling (7.2), observe that

E0 =
1

N
E[Ȳ0] ≤ P

(
sup

t′,t′′≤T
|Wt′ −Wt′′ | ≥ R/3

)
+ E[mN

0 (B(0, R/3)c)].

Therefore, by (7.7), we see that lim supR→∞ lim supN→∞E0 = 0. By Lemma 6.2, we see
that lim supR→∞ lim supN→∞P(supt≤T m

N
t (B(0, R3 )c) ≥ ε′) = 0. From this we conclude

lim sup
R→∞

lim sup
N→∞

1

N
E[|YT |] ≤ eJ̄ε′ + lim sup

N→∞
P(JNT ≥ J̄).

We now fix ε > 0 and use Proposition 4.10 to take J̄ <∞ such that lim supN→∞P(JNT ≥
J̄) < ε. Then taking 0 < ε′ < ε

eJ̄
we have lim supR→∞ lim supN→∞

1
NE[|YT |] ≤ 2ε for arbi-

trary ε > 0. Hence, we have now proved that

lim sup
R→∞

lim sup
N→∞

E[sup
t≤T
||mN,R −mN ||TV] ≤ lim sup

R→∞
lim sup
N→∞

E
[ |YT |
N

]
= 0, (7.9)
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which is (7.6).
Step 2: Next, we will prove that

lim sup
N→∞

E[1 ∧ sup
t≤T
|JN,R − JN |]→ 0 as R→∞. (7.10)

The main idea is that as long as an index i is blue, the jumps of Xi and XR,i coincide.
Therefore, in estimating |JN,R−JN | we only need to count the jumps once i turns yellow.
We return to our original filtered probability space (ΩN,R,FN,R, (FN,Rt )t≥0,P

N,R). For
i ∈ {1, . . . , N} we define the stopping times at which a given index becomes yellow,

τYi := inf{t > 0 : i ∈ Yt},

so that we have

sup
t≤T
|JN,Rt − JNt | ≤

1

N

N∑
i=1

(
|JN,R,iT − JN,R,i

τYi ∧T
|+ |JN,iT − JN,i

τYi ∧T
|
)
.

We fix ε > 0 and define

Vc = {x ∈ D : d(x, ∂D) ≥ c}, V Rc = {x ∈ DR : d(x, ∂DR) ≥ c}

for c > 0 to be determined as in Proposition 4.7. We define the stopping times

τNc = inf{t > 0 : mN (Vc) ≤
1

2
}, τN,Rc = inf{t > 0 : mN,R(KR

c ) ≤ 1

2
}, Tc = τNc ∧ τN,Rc .

By Proposition 4.7 there is c̃ = c̃( 1
10 , ε) > 0 such that

lim sup
N→∞

P( sup
t∈[0,T ]

mN
t (V cc̃ ) ≥ 1

10
) < ε,

so that applying (7.6) we have

lim sup
R→∞

lim sup
N→∞

P( sup
t∈[0,T ]

mN,R
t ((Vc̃)

c) ≥ 2

10
) ≤ 2ε.

Therefore lim supR→∞ lim supN→∞P(Tc̃ < T ) ≤ 3ε. We therefore have

E
[
1 ∧ sup

t≤T
|JN,Rt − JNt |

]
≤ P(Tc̃ < T )

+
1

N

N∑
i=1

E
[
|JN,R,iT∧Tc̃ − J

N,R,i

τYi ∧T∧Tc̃
|+ |JN,iT∧Tc̃ − J

N,i

τYi ∧T∧Tc̃
|
∣∣τYi < T ∧ Tc̃

]
P(τYi < T ∧ Tc̃).

(7.11)

We note that ( ~XN
τYi +t

)t≥0 and ( ~XN,R

τYi +t
)t≥0 are Fleming-Viot particle systems with gener-

alised dynamics. We recall from (4.31) that the stopping time τNε given in Proposition 4.10
is given by inf{t > 0 : mN

t (Vc̃( 1
2 ,ε)

) < 1
2}. Moreover the constants Mε and pε obtained in

that proof were dependent only upon the upper bound on the drift B <∞, and the value
of c̃( 1

2 , ε). We therefore see that we may apply (the proof of) Proposition 4.10 to see that
there exists Cε <∞ dependent only upon c̃( 1

10 , ε) such that

E
[
|JN,R,iT∧Tc̃ − J

N,R,i

τYi ∧T∧Tc̃
|+ |JN,iT∧Tc̃ − J

N,i

τYi ∧T∧Tc̃
|
∣∣τYi < T ∧ Tc̃

]
≤ Cε.

We therefore have

E
[
1 ∧ sup

t≤T
|JN,Rt − JNt |

]
≤ Cε
N
E[YT ] + P(Tc̃ < T ).

Taking lim supR→∞ lim supN→∞ of both sides, using (7.6) and noting ε > 0 was arbitrary,
we conclude that (7.10) holds.
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8 Hydrodynamic limit theorem

In this section we shall establish Theorem 2.10. We shall then prove the uniqueness
in law of weak solutions to the McKean-Vlasov SDE (1.5), before combining this with
Theorem 2.10 to prove Theorem 2.9 along with the existence part of Proposition 2.8 –
completing its proof.

However the proof of Theorem 2.10 relies on Lemma 8.1, which provides a partial
result for Proposition 2.8 along with compactness for families of global weak solutions
to the McKean-Vlasov SDE (1.5) whose initial conditions belong to a compact set. This
lemma will also be used in Section 9. Therefore we firstly prove Lemma 8.1.

Throughout this section we assume Condition 2.4. For κ ⊆ PW (D) we define

Ξ(κ) = {(L(Xt|τ∂ > t),− lnP(τ∂ > t))0≤t<∞ ∈ C([0,∞);PW (D)×R≥0) :

(X, τ∂ ,W ) is a global weak solution of (1.5) with initial condition L(X0) ∈ κ},
(8.1)

which we equip with the metric dD. Therefore (2.12) is given by Ξ = Ξ(PW (D)).

Lemma 8.1. Every weak solution (X, τ∂ ,W ) to (1.5) is a global weak solution such that

(L(Xt|τ∂ > t))0≤t<∞ ∈ C([0,∞);PW (D)) and (P(τ∂ > t))0≤t<∞ ∈ C([0,∞);R>0).

Moreover Ξ(κ) is a compact subset of (C([0,∞);PW (D) × R≥0), d∞) for κ ⊆ PW (D)

compact.

Note that Lemma 8.1 allows for the possibility that Ξ(κ) is the compact set ∅.

8.1 Proof of Lemma 8.1

We begin by showing that every weak solution (X, τ∂ ,W ) to (1.5) is a global weak
solution with W -continuous in time laws. We suppose (Xt,Wt)0≤t≤τ∂ is a weak solution
to (1.5). Lemma C.1, which we establish in Appendix C, automatically implies that
(X, τ∂ ,W ) is a global weak solution.

We now turn to proving that global weak solutions to (1.5) have W -continuous in
time conditional laws. We fix some weak solution (X, τ∂ ,W ) of (1.5) (which is a global
weak solution) and φ ∈ Cb(D). Corollary C.2 (established in Appendix C) gives that
P(τ∂ = t) = 0 for t ≥ 0. Therefore we have

lim
t′↑t

φ(Xt′)1(τ∂ > t′) = lim
t′↓t

φ(Xt′)1(τ∂ > t′) = φ(Xt)1(τ∂ > t) almost surely.

Thus L(Xt′) → L(Xt) in M(D) as t′ → t. Moreover since P(τ∂ = t) = 0, P(τ∂ > t′) →
P(τ∂ > t) as t′ → t. Therefore we have

L(Xt|τ∂ > t) ∈ C([0,∞);P(D)), P(τ∂ > t) ∈ C([0,∞);R>0),

where P(D) is equipped with the topology of weak convergence of probability measures.
Since W generates this same topology, we have (L(Xt|τ∂ > t))0≤t<∞ ∈ C([0,∞);PW (D)).

Compactness of Ξ(κ)

We now turn to establishing that Ξ(κ) is a compact subset of (C([0,∞);PW (D)×R≥0, d
∞)

for κ ⊆ PW (D) compact. Since the empty set is compact, we may assume without loss
of generality that Ξ(κ) 6= ∅. We take (Xk, τk∂ ,W

k) a sequence of global weak solutions
to (1.5) with initial conditions L(Xk

0 ) ∈ κ.
Step 1. We define

F kt :=

∫ t

0

b(L(Xk
s |τk∂ > s), Xk

s )ds
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and the metric of uniform convergence on compact intervals of time:

d̄∞((x1
t , f

1
t , w

1
t )0≤t<∞, (x

2
t , f

2
t , w

2
t )0≤t<∞)

=

∞∑
n=1

2−n(sup
t≤n

(|x1
t − x2

t |+ |f1
t − f2

t |+ |w1
t − w2

t |) ∧ 1).

We claim that {L((Xk
t∧τk∂

, F k
t∧τk∂

,W k
t∧τk∂

)0≤t<∞)} is tight in P((C([0,∞); D̄×Rd×Rd), d̄∞)).

Aldous’ condition [2, Theorem 1] gives that {L((Xk
t∧τk∂

, F k
t∧τk∂

,W k
t∧τk∂

)0≤t≤T )} is tight

in P(D([0, T ]; D̄×Rd×Rd)) hence in P(C([0, T ]; D̄×Rd×Rd)) (equipped with the uniform
metric) for any T <∞. We now fix ε > 0. Then there exists for each T ∈ N some KT ⊆
C([0, T ]; D̄×Rd×Rd) compact such that P((Xk

t∧τk∂
, F k

t∧τk∂
,W k

t∧τk∂
)0≤t≤T /∈ KT ) < ε2−T . We

therefore define

K = {f ∈ (C([0,∞); D̄ ×Rd ×Rd), d∞) : (ft)0≤t≤T ∈ KT for all T ∈ N}.

We see that K is clearly compact in (C([0,∞); D̄×Rd×Rd), d̄∞), and moreover P((Xk
t∧τk∂

,

F k
t∧τk∂

,W k
t∧τk∂

)0≤t<∞ /∈ K) ≤
∑∞
T=1 ε2

−T ≤ ε. This establishes the claim.

Step 2. We equip [0,∞] with the topology given by the one-point compactification of
[0,∞), metrised with the metric d[0,∞](x, y) = | 1

x+1 −
1
y+1 |. Then {L(τk∂ )} must be tight

after compactification, hence the joint laws are tight, so that

{L(((Xk
t∧τk∂

, F kt∧τk∂
,W k

t )0≤t<∞, τ
k
∂ ))}

is tight in
P((C([0,∞); D̄ ×Rd ×Rd), d̄∞)× ([0,∞], d[0,∞])).

We consider any convergent in distribution subsequential limit

((Xt∧τ∂ , Ft∧τ∂ ,Wt∧τ∂ )0≤t<∞, τ∂),

so that on some new probability space (Ω′,F ′,P′) we have P′-almost sure convergence
in d̄∞ by Skorokhod’s representation theorem. Having almost sure convergence (rather
than convergence in distribution) shall become useful in Step 4. We equip (Ω′,F ′,P′)
with the filtration F ′t := ∩h>0σ((Xs∧τ∂ , Fs∧τ∂ ,Ws)0≤s≤t+h, τ∂ ∧ (t + h)). We see that
(Wt)t≥0 must be an (F ′t)t≥0-Brownian motion and τ∂ an (F ′t)t≥0-stopping time. It is now
sufficient to show that:

1. (L(Xk
t |τk∂ > t),− lnP(τk∂ > t))0≤t<∞ → (L(Xt|τ∂ > t),− lnP(τ∂ > t))0≤t<∞ in d∞;

2. (X,W, τ∂) is a global weak solution of (1.5).

Step 3. Next, we establish that there exists an F′-adapted and uniformly bounded
process bt such that

dXt = btdt+ dWt, 0 ≤ t < τ∂ = inf{t > 0 : Xt− ∈ ∂D}.

Corollary C.2 then gives that P(τ∂ = t) = 0 whilst Lemma C.1 gives that P(τ∂ > t) > 0

for all t ≥ 0.
We note that (X,W, τ∂ , F ) P′-almost surely satisfies

dXt = dFt + dWt, t ≤ τ∂ , (8.2)

whereby Wt is a Brownian motion up to time τ∂ and moreover F has B-Lipschitz paths.
We now define bt = limh→0

Ft+h−Ft
h ∈ [−B,B] when the limit exists and bt = 0 otherwise.

Since Ft is Lipschitz, Rademacher’s theorem allows us to see that

dXt = btdt+ dWt, t ≤ τ∂ .
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We now seek to show that P′(τ∂ = inf{t > 0 : Xt− ∈ ∂D}) = 1. We let τ ′∂ = inf{t :

Xt− ∈ ∂D}. Clearly we must have Xτ∂− ∈ ∂D if τ∂ < ∞ hence it is sufficient to show
P′(τ ′∂ < τ∂) = 0. We must have Xt ∈ D̄ for every t ≤ τ∂ . Since ∂D is smooth and P′-
almost surely Xt satisfies (8.2), if τ ′∂ < τ∂ then P′-almost surely there exists τ ′′ ∈ (τ ′∂ , τ∂)

such that Xτ ′′ /∈ D̄. This is impossible, thus P′(τ ′∂ < τ∂) = 0.

Step 4. We establish that L(Xk
t |τk∂ > t)→ L(Xt|τ∂ > t) in W and P(τk∂ > t)→ P(τ∂ >

t) pointwise in t.

Since P(τ∂ = t) = 0, P(τk∂ > t)→ P(τ∂ > t). We now take φ ∈ Cb(D) and extend φ to
a D̄ by setting φ(x) = 0 for x ∈ ∂D. We have Xk

t∧τk∂
→ Xt∧τ∂ P

′-almost surely. Unless

τk∂ > t for arbitrarily large k and τ∂ ≤ t we must have φ(Xk
t∧τk∂

) → φ(Xt∧τ∂ ). However

since τk∂ → τ∂ , P′(lim supk→∞ τk∂ ≥ t ≥ τ∂) ≤ P′(τ∂ = t) = 0 hence φ(Xk
t∧τk∂

) → φ(Xt∧τ∂ )

P′-almost surely. Therefore we have L(Xk
t ) → L(Xt) in M(D) hence L(Xk

t |τk∂ > t) →
L(Xt|τ∂ > t) in W .

Step 5. We now establish that (L(Xk
t |τk∂ > t),− lnP(τk∂ > t))0≤t<∞ → (L(Xt|τ∂ >

t)− lnP(τ∂ > t))0≤t<∞ in d∞.

We begin by establishing that for all T <∞ we have

sup
t≤T
|− lnP(τk∂ > t) + lnP(τ∂ > t)| → 0 as k →∞. (8.3)

We will then establish that for all T <∞ we have

sup
t≤T

W (L(Xk
t |τk∂ > t),L(Xt|τ∂ > t))→ 0 as k →∞. (8.4)

These would then imply (L(Xk
t |τk∂ > t),− lnP(τk∂ > t))0≤t<∞ → (L(Xt|τ∂ > t)− lnP(τ∂ >

t))0≤t<∞ in d∞.

P(τk∂ > t) and P(τ∂ > t) are continuous, non-negative, non-increasing in t, and
uniformly (in k ∈ N, t ≤ T ) bounded away from 0. This and Step 4 imply (8.3) and that

sup
0≤t≤t+h≤T

k∈N

P(t < τk∂ ≤ t+ h)→ 0 as h→ 0 (8.5)

by elementary analysis. We now turn to establishing (8.4). We calculate

W (L(Xk
t+h|τk∂ > t+ h),L(Xk

t |τk∂ > t))

≤W (L(Xk
t+h|τk∂ > t+ h),L(Xk

t |τk∂ > t+ h)) +W (L(Xk
t |τk∂ > t+ h),L(Xk

t |τk∂ > t)).

(8.6)

We begin by bounding W (L(Xk
t |τk∂ > t+ h),L(Xk

t |τk∂ > t)). We observe that

L(Xk
t ) = L(Xk

t |τk∂ > t+ h) P(τk∂ > t+ h)︸ ︷︷ ︸
=P(τk∂>t)−P(t<τk∂≤t+h)

+L(Xk
t |t < τk∂ ≤ t+ h)P(t < τk∂ ≤ t+ h) = L(Xk

t |τk∂ > t+ h)P(τk∂ > t)

+
(
L(Xk

t |t < τk∂ ≤ t+ h)− L(Xk
t |τk∂ > t+ h)

)
P(t < τk∂ ≤ t+ h).

Therefore we have

L(Xk
t |τk∂ > t) = L(Xk

t |τk∂ > t+ h)

+
(
L(Xk

t |t < τk∂ ≤ t+ h)− L(Xk
t |τk∂ > t+ h)

)P(t < τk∂ ≤ t+ h)

P(τk∂ > t)
,
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so that using (8.5) we have

W (L(Xk
t |τk∂ > t),L(Xk

t |τk∂ > t+ h)) ≤ ||L(Xk
t |τk∂ > t)− L(Xk

t |τk∂ > t+ h)||TV

≤ P(t < τk∂ ≤ t+ h)

P(τk∂ > t)
.

We have W (L(Xk
t |τk∂ > t + h),L(Xk

t+h|τk∂ > t + h)) ≤
E[|Xk

(t+h)∧τk
∂

−Xk
t∧τk

∂

|]

P(τk∂>t+h)
so that

using (8.6) we have

sup
k∈N

0≤t≤t+h≤T

W (L(Xk
t+h|τk∂ > t+ h),L(Xk

t |τk∂ > t))

≤ sup
k∈N

0≤t≤t+h≤T

(P(t < τk∂ ≤ t+ h)

P(τk∂ > t)
+
E[|Xk

(t+h)∧τk∂
−Xk

t∧τk∂
|]

P(τk∂ > t+ h)

)
→ 0 as h→ 0.

Therefore using Step 4 we have (8.4).
Step 6. By considering the martingale problem, we see that bt = b(L(Xt|τ∂ >

t), Xt) for t < τ∂ , hence (X, τ∂ ,W ) must be a global weak solution of (1.5). Since

κ 3 L(Xk
0 )

W→ L(X0) and κ is compact in PW (D), L(X0) ∈ κ. Thus (L(Xt|τ∂ >

t),− lnP(τ∂ > t))0≤t<∞ ∈ Ξ(κ). Using Step 5 we have established that for any sequence
(L(Xk

t |τk∂ > t),− lnP(τk∂ > t))0≤t<∞ in Ξ(κ) there is a further subsequence converging in
d∞ to an element (L(Xt|τ∂ > t),− lnP(τ∂ > t))0≤t<∞ of Ξ(κ). This concludes our proof
of Lemma 8.1.

8.2 Proof of Theorem 2.10

Our goal is to establish tightness of {L((mN
t , J

N
t )0≤t<∞)} and characterise the limit

distributions as being supported on Ξ – the set of flows of laws of a stochastic process.
To characterise subsequential limits the strategy we would like to employ is to use

martingale methods to chararacterise subsequential limits as being supported on the
solution set of a nonlinear Fokker-Planck PDE, then to show that these PDE solutions
correspond to global weak solutions of (1.5).

Formally speaking, subsequential limits should correspond to weak solutions of the
nonlinear Fokker-Planck equation:

∂tu+∇ ·
(
b

(
u∫

D
u(y)dy

, x

)
u

)
=

1

2
∆u, u

∣∣
∂D

= 0

renormalised to have mass 1. We may rigorously show that subsequential limits of
{(mN

t , J
N
t )0≤t<∞} correspond to weak solutions of this PDE. However on unbounded

domains we cannot directly show these PDE solutions correspond to solutions of the
McKean-Vlasov SDE (1.5) as we need to make use of a uniqueness theorem [28, Theorem
1.1] for solutions of the linear Fokker-Planck equation which requires boundedness of
the domain.

We will instead consider a notion of solution which satisfies a certain approximation
condition upon truncation of the domain to a large but bounded subdomain DR of D.
Proposition 7.2 allows us to couple our N -particle system ~XN to an N -particle system
~XN,R on DR and obtain uniform controls on the difference between the two N -particle
systems. Thus we show subsequential limits satisfy this approximation condition, and by
martingale methods are solutions of our PDE.

We then show that such approximable PDE solutions correspond to solutions of the
McKean-Vlasov SDE (1.5).
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Overview

For R > Rmin + 1, we take ~XN,R to be the particle system on the subdomain DR ⊆ D

whose existence is guaranteed by Proposition 7.2 with associated empirical measure
valued process and jump process respectively given by

mN,R
t =

1

N

N∑
i=1

δXN,R,it
, JN,Rt =

1

N
#{jumps up to time t by ~XN,R}.

We define for 1 +Rmin < R <∞ the test functions

C∞0 (D̄R × [0,∞)) = {ϕ ∈ C∞c (D̄R × [0,∞)) : ϕ|∂DR×[0,∞)
≡ 0} (8.7)

and define C∞0 (D̄ × [0,∞)) in the same manner, with DR replaced with D.
We define

Mϕ,N,R
t :=

(
1− 1

N

)NJN,Rt 〈mN,R
t (·), ϕ(·, t)〉 − 〈mN,R

0 (·, 0), ϕ(·, 0)〉

−
∫ t

0

(
1− 1

N

)NJN,Rs 〈mN,R
s (·), ∂sϕ(·, s) + b(mN

s , ·) · ∇ϕ(·, s)

+
1

2
∆ϕ(·, s)〉ds, 0 ≤ t ≤ T, ϕ ∈ C∞0 (D̄R × [0,∞)),

(8.8)

and define Mϕ,N
t in the same manner, with DR replaced with D and mN,R replaced with

mN .
By showing these are martingales and using the Martingale Central Limit Theorem

[31, Theorem 2.1] we establish the following proposition.

Proposition 8.2. For R > 1 + Rmin, T < ∞ and for fixed test function ϕ ∈ C∞0 (D̄R ×
[0,∞)), (Mϕ,N,R

t )0≤t≤T (and similarly Mϕ,N
t )0≤t≤T for ϕ ∈ C∞0 (D̄ × [0,∞)) converges to

zero uniformly in probability,

sup
t≤T
|Mϕ,N,R

t | → 0 in probability as N →∞. (8.9)

We then establish tightness of {L((mN,R
t , JN,Rt )0≤t≤T )} by combing Proposition 8.2

with the estimates of Section 4 (which prevent mass accumulating on the boundary).

Proposition 8.3. We show for R > 1 + Rmin and T < ∞ that {L((mN,R
t , JN,Rt )0≤t≤T )}

(similarly {L((mN
t , J

N
t )0≤t≤T )}) is tight in P(D([0, T ];PW (DR) × R≥0)) (respectively

P(D([0, T ];PW (D)×R≥0))) with almost surely continuous limit distributions.

It is then simple to use Proposition 8.3 to establish the following proposition.

Proposition 8.4. {L((mN
t , J

N
t )0≤t<∞)} is tight in P((D([0,∞);PW (D)×R≥0), dD)) with

almost surely continuous limit distributions.

Along subsequential limits we have (1 − 1
N )NJ

N
t → e−Jt and mN

t → mt so that
Proposition 8.2 gives us that yt := e−Jtmt almost surely corresponds to a weak solution
of

〈ϕ, yt〉 − 〈ϕ, y0〉 =

∫ t

0

〈ys(·), ∂sϕ(·, s) + b(ms, ·) · ∇ϕ(·, s) +
1

2
∆ϕ(·, s)〉ds = 0,

0 ≤ t ≤ T, ϕ ∈ C∞0 (D̄ × [0,∞)).

We would then like to show that such a PDE solution corresponds to a solution of the
McKean-Vlasov SDE (1.5) by constructing a diffusion killed at the boundary ∂D with drift
b(yt, Xt) and showing that L(Xt) = yt. This final step requires a uniqueness result of
Porretta [28, Theorem 1.1] for weak solutions of the linear Fokker-Planck PDE (both yt
and the L(Xt) satisfy the same linear Fokker-Planck PDE with fixed drift b(yt, ·)). Availing
ourselves of this uniqueness theorem, however, requires the following:
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1. We require y = yt ⊗ dt to have a density with respect to LebD×[0,∞). Lemma 6.1
allows us to see that this is the case.

2. We require y0 to have a density with respect to LebD. Lemma 6.1 allows us to
see that this is the case after arbitrarily small time intervals. This issue may be
overcome by arguing after a small time interval t0 > 0, showing that (yt0+t)t≥0

corresponds to a McKean-Vlasov solution, then taking a limit as t0 → 0 using
Lemma 8.1.

3. We require D to be bounded, whereas we wish to include the case where D is
unbounded. To address this issue, we employ the coupling of Section 7. Since DR

is bounded, we may apply the above strategy to the coupled particle system ~XN,R.
By then employing the uniform controls of Proposition 7.2 and changing our notion
of PDE solution, we are able to circumvent this problem.

We now introduce our notion of PDE solution. Given y ∈ C([0,∞);PW (D)) and
R > 1 +Rmin we define

HR,T (y) = {z ∈ C([0, T ];M(DR)) ∩ L1(DR × [0, T ]) : zt ∈ L1(DR) for all t ∈ Q>0 and

〈zt(·), ϕ(·, t)〉 − 〈z0(·), ϕ(·, 0)〉 −
∫ t

0

〈zs(·), ∂sϕ(·, s) + b(ys, ·) · ∇ϕ(·, s) +
1

2
∆ϕ(·, s)〉ds = 0,

0 ≤ t ≤ T, ϕ ∈ C∞0 (D̄R × [0,∞))}.
(8.10)

This is the solution set of the linear Fokker-Planck equation on the truncated domain and
truncated time interval with drift given by b(ys, ·). We now define the following notion of
approximable PDE solution for the nonlinear Fokker-Planck equation as

S = {(y, f) ∈ C([0,∞);PW (D)×R≥0) : for every ε > 0 and T <∞ we have for R <∞
arbitrarily large that there exists z ∈ HR,T (y) with sup

t≤T
||yte−ft − zt||TV ≤ ε}.

(8.11)

Note that at this point, we have not established existence of either PDE solutions
or McKean-Vlasov solutions for given initial data. We will combine Proposition 8.2 with
Lemma 6.1 to show that any subsequential limit of our Fleming-Viot particle system must
meet the criteria pathwise to being a PDE solution.

Proposition 8.5. We suppose that some subsequence of {(mN
t , J

N
t )0≤t<∞} converges

in (D([0,∞);PW (D)×R≥0), dD) in distribution to (mt, Jt)0≤t<∞. Then (mt, Jt)0≤t<∞ ∈ S
almost surely.

We then show that any such PDE solution must correspond to a solution of our
McKean-Vlasov SDE (1.5).

Proposition 8.6. Approximable PDE solutions correspond to McKean-Vlasov solutions:

S ⊆ Ξ ∩ C((0,∞);L1(D)). (8.12)

Taken together, these give Theorem 2.10.

Proof of Proposition 8.2

We provide here the proof for Mϕ,N,R
t . The proof for Mϕ,N

t is identical with DR, mN,R,
C∞0 (D̄R × [0,∞)) and τN,Rk replaced with D, mN , C∞0 (D̄ × [0,∞)) and τN respectively.

We fix ϕ ∈ C∞0 (D̄R×[0,∞)), 1+Rmin < R ≤ ∞ and establish (Mϕ,N,R
t )0≤t≤T converges

to zero in distribution.
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It is trivial that Mϕ,N,R
t is integrable for all t. We recall that τN,Rk is the kth death time

of any particle in the coupled system with τN,R0 := 0. Inducting in k, we shall establish
that Mϕ,N,R,k

t := Mϕ,N,R
t∧τk is a martingale. This is trivially true for k = 0.

We note that JN,R,kt is constant on [τk, τk+1), and moreover the infinitesimal generator
of 〈mN,R

t (·), ϕ(·, t)〉 is 〈mN,R
t (·), ∂tϕ(·, t)+b(mN

t , ·) ·∇ϕ(·, t)+ 1
2∆ϕ(·, t)〉. Therefore we have

Mϕ,N,R,k+1

t∧τN,Rk+1 −
= 1(t < τk+1)Mϕ,N,R,k+1

t + 1(t ≥ τN,Rk+1 )Mϕ,N,R,k+1

τN,Rk+1 −
is a martingale.

At time τN,Rk+1 , the particle which dies (let’s say particle i) jumps to a uniformly chosen
different particle (let’s say particle j). Since ϕ vanishes on the boundary ∂DR, the value
of ϕ(XR,i

t , t) jumps from 0 to ϕ(XR,j
τk+1−, τk+1−), the expected value of which must be

1

N − 1

∑
j 6=i

ϕ(Xj
t , t) =

N

N − 1
〈mN,R

τk+1−, ϕ(·, τk+1−)〉.

Thus we have

E[〈mN,R
τk+1

(·), ϕ(·, τk+1)〉|Fτk+1−] =
1

N

[ N

N − 1
〈mN,R

τk+1−, ϕ(·, τk+1−)〉

+N〈mN,R
τk+1−, ϕ(·, τk+1−)〉

]
=
(

1− 1

N

)−1

〈mN,R
τk+1−, ϕ(·, τk+1−)〉.

Thus E[Mk+1

τN,Rk+1

|Fτk+1−] = Mk+1

τN,Rk+1 −
. Therefore we have Mϕ,N,R,k+1

t is a martingale.

Thus Mϕ,N,R
t is a martingale.

We shall now employ the Martingale Central Limit Theorem [31, Theorem 2.1] to
obtain convergence to 0 in probability as N →∞, by obtaining controls on the quadratic
variation. We note that the control we obtain on the quadratic variation is similar to that
obtained in [30]. There the author established convergence of the Fleming-Viot process
driven by a killed strong Markov process. They used a martingale given in terms of the
semigroup, whereas here the martingales Mϕ,N,R

t and Mϕ,N
t are given in terms of the

infinitesimal generator. The use of the semigroup allowed them to obtain in [30, Theorem
1] a quantitative rate of convergence given in terms of arbitrary bounded measurable
test functions – the use of martingales given in terms of the infinitesimal generator could
only provide a rate of convergence given in terms of test functions belonging to the
domain of the infinitesimal generator. Such an approach based on the linear semigroup
becomes problematic here, however, due to the presence of the mean-field term.

Between times τN,Rk and τN,Rk+1 , we have

dMϕ,N,R
t =

(
1− 1

N

)NJN,Rt 1

N

N∑
i=1

∇ϕ(XR,i
t , t) · dWR,i

t + drift terms.

Hence we have [MN,R,ϕ]T∧τk+1− − [MN,R,ϕ]T∧τk ≤ 1
N ||∇ϕ||

2
∞(τN,Rk+1 − τ

N,R
k ). Moreover, at

each jump time, the jumps of Mϕ,N,R are bounded by

|Mϕ,N,R

T∧τN,Rk+1

−Mϕ,N,R

T∧τN,Rk+1 −
| ≤

(
1− 1

N

)k∣∣〈mN,R

T∧τN,Rk+1

(·)−mN,R

T∧τN,Rk+1 −
(·), ϕ(·, T ∧ τN,Rk+1 )

〉∣∣
+
(
1− 1

N

)k∣∣〈(1− 1

N
)mN,R

T∧τN,Rk+1

(·)−mN,R

T∧τN,Rk+1

(·), ϕ(·, T ∧ τN,Rk+1 )
〉∣∣ ≤ 3

(
1− 1

N

)k ||ϕ||2∞
N

.

Therefore the jumps of [Mϕ,N,R]t are bounded by

[Mϕ,N,R]T∧τN,Rk+1
− [Mϕ,N,R]T∧τN,Rk+1 −

≤
(

1− 1

N

)2k 9||ϕ||2∞
N2

≤
(

1− 1

N

)k 9||ϕ||2∞
N2

.
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Therefore summing the geometric series we have

[MN,R,ϕ]T ≤
1

N
||∇ϕ||2∞T +

9||ϕ||2∞
N

→ 0 as N →∞.

Thus we have [MN,R,ϕ]T converges to zero in probability as N → ∞. Moreover it is
trivial that E[supt≤T |M

N,R,ϕ
t − MN,R,ϕ

t− |] → 0 in probability as N → ∞. Thus using

the Martingale Central Limit Theorem [31, Theorem 2.1] we have (Mϕ,N,R
t )0≤t≤T → 0

uniformly in probability.

Proof of Proposition 8.3

We provide here the proof for {L((mN,R
t , JN,Rt )0≤t≤T )}. The proof for {L((mN

t , J
N
t )0≤t≤T )}

is identical, but with DR, mN,R, C∞0 (D̄R × [0,∞)) and τN,Rk replaced with D, mN ,
C∞0 (D̄ × [0,∞)) and τN , respectively, aside from two places where Lemma 6.2 must be
invoked.

The proof can be broken down into the following steps:

1. We begin by establishing that {L((JN,Rt )0≤t≤T )} is tight in P(D([0, T ];R≥0)), and
moreover any limit distribution is supported on the space of continuous functions.

2. We then show {L((mN,R
t )0≤t≤T )} is tight in P(D([0, T ];PW (DR))).

3. Having shown that {L(((mN,R
t )0≤t≤T , (J

N,R
t )0≤t≤T ))} is tight in P(D([0, T ];

PW (DR)) × D([0, T ];R≥0)) with limit distributions supported on P(D([0, T ];

PW (DR)) × C([0, T ];R≥0)), we establish that {L((mN,R
t , JN,Rt )0≤t≤T )} is tight in

P(D([0, T ];PW (DR)×R≥0)) with almost surely continuous limit distributions.

Step 1

Markov’s inequality and Proposition 4.10 give that {L(JN,RT : N ∈ N)} is tight. Thus

it is enough to show the set of laws of ςNt :=
(
1 − 1

N

)NJN,Rt is tight in P(D([0, T ];R))

with limit distributions supported on C([0, T ];R). We will employ Aldous’ condition [2,

Theorem 1]. Since we have 0 ≤
(
1− 1

N

)NJN,Rt ≤ 1 then {L(ςNt )} must be tight for each
fixed t. We therefore need to establish [2, Condition A].

We fix ε, δ > 0. As in Part 2 of Proposition 4.7 we take K̂ ε
2 ,
δ
2

= Vĉ( ε2 ,
δ
2 ) ⊆ DR such

that we have lim supN→∞P(supt≤T m
N,R
t (K̂c

ε
2 ,
δ
2

) ≥ ε
2 ) ≤ δ

2 . Since DR is bounded, K̂ ε
2 ,
δ
2

is compact. Here the proof for {L((mN
t , J

N
t )0≤t≤T )} diverges from the present proof

as D is not necessarily bounded. In this case we use Lemma 6.2 to obtain R′ε,δ < ∞
such that lim supN→∞P(supt≤T m

N,R
t (B(0, R′ε,δ)

c) ≥ ε
2 ) ≤ δ

2 . In either case we obtain

K̃ε,δ = K̂ ε
2 ,
δ
2
∩ B̄(0, R′ε,δ) ⊆ DR compact such that

lim sup
N→∞

P(sup
t≤T

mN,R
t (K̃c

ε,δ) ≥ ε) ≤ δ.

We now take ϕε,δ ∈ C∞c (DR) such that 1K̂ε,δ ≤ ϕε,δ ≤ 1. Thus we have

lim sup
N→∞

P
(

sup
0≤t≤T

|1− 〈mN,R
t , ϕε,δ(·)〉| ≥ ε

)
≤ δ. (8.13)

We then take M
ϕε,δ,N,R
t as in (8.8) and observe

ςNt+h − ςNt = (ςNt+h − ςNt+h〈m
N,R
t+h , ϕε,δ(·)〉)− (ςNt − ςNt 〈mt, ϕε,δ(·)〉)

+(M
ϕε,δ,N,R
t+h −Mϕε,δ,N,R

t ) +

∫ t+h

t

ςNs 〈mN,R
s (·), b(mN

s , ·) · ∇ϕε,δ +
1

2
∆ϕε,δ〉ds.
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We bound the first two terms on the right hand side using (8.13), the third term converges
to zero in probability using Proposition 8.2 whilst the integrand in the fourth term is
bounded (by Cε,δ <∞ say). Therefore we have

lim inf
N→∞

P
(

sup
0≤t≤t+h′
≤t+h≤T

|ςNt+h′ − ςNt | ≤ 3ε+ Cε,δh
)
≥ 1− 2δ.

This establishes [2, Condition A]. Moreover for any subsequential limit in distribution
ς∞ and ε, δ > 0 there exists some hε,δ = ε

Cε,δ
> 0 such that

P( sup
h′≤hε,δ

0≤t≤T−h′

|ς∞t+h′ − ς∞t | ≥ 5ε) ≤ 2δ.

Thus as δ > 0 is arbitrary there exists some random h(ε) > 0 such that

sup
h′≤h(ε)

0≤t≤T−h′

|ς∞t+h′ − ς∞t | ≤ ε almost surely.

Since ε > 0 is arbitrary, ζ∞ ∈ C([0, T ];R) almost surely.
Step 2

We show {L((mN,R
t )0≤t≤T )} is tight in P(D([0, T ];PW (D̄R))), then extend this to

showing {L((mN,R
t )0≤t≤T )} is tight in P(D([0, T ];PW (DR))).

Since DR is bounded, [18, Theorem 2.1] gives us the following lemma.

Lemma 8.7 ([18]). We suppose that for every ϕ ∈ C∞c (Rd) the laws of %Nt :=〈ϕ(·),mN,R
t (·)〉

are tight in P(D([0, T ];R)). Then {L((mN,R
t )0≤t≤T )}must be tight in P(D([0, T ];PW (D̄))).

Here the proof for {L((mN
t , J

N
t )0≤t≤T )} diverges from the present proof as D is not

necessarily bounded. In this case we obtain Lemma 8.7 by combining [18, Theorem 2.1]
with Lemma 6.2.

We now verify the assumptions of Lemma 8.7. We fix ϕ ∈ C∞c (Rd) and establish that
{L(%Nt )} is tight in P(D([0, T ];R)) by way of Aldous’ criterion [2, Theorem 1].

Since ϕ is bounded {L(%Nt )} is tight on the line for fixed t, so it is sufficient to check [2,
Condition A]. We let τN be a sequence of stopping times and δN a sequence of constants
as defined in [2, Condition 1]. We write %N = %N,C + %N,J whereby %N,C is continuous
and %N,Jt =

∑
t′≤t %

N
t′ − %Nt′−. Then %N,C is a diffusion process with uniformly bounded

drift and diffusivity hence we have

%N,CτN+δN
− %N,CτN

p→ 0.

We note that the jumps of % are of magnitude bounded by C
N for some C <∞. Therefore

to verify
%N,JτN+δN

− %N,JτN

p→ 0

it is enough to check
JN,RτN+δN

− JN,RτN

p→ 0.

We have this since {L((JN,Rt )0≤t≤T )} is tight in P(D([0, T ];R)) with limit distributions
supported on C([0, T ];R) (Step 1). Thus we have verified [2, Condition A]

%NτN+δN − %
N
τN

p→ 0,

and hence have verified the assumption of Lemma 8.7.
Having established {L((mN,R

t )0≤t≤T )} is tight in P(D([0, T ];PW (D̄R))), we now show
it is tight in P(D([0, T ];PW (DR))). Using Skorokhod’s representation theorem, we
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consider along any subsequence a further subsequence converging on a possibly different
probability (Ω′,F ′,P′) space in D([0, T ];PW (D̄R)) P′-almost surely to (mR

t )0≤t≤T . It is
sufficient to show (mR

t )0≤t≤T ∈ D([0, T ];PW (DR)) P′-almost surely.

For each ε, T0 > 0, Part 1 of Proposition 4.7 implies that mR
t (Kc

ε,T0
) < ε for every

T0 ≤ t ≤ T P′-almost surely. Therefore mR
t (∂D) = 0 for every T0 ≤ t ≤ T P′-almost

surely. Since T0 can be made arbitrarily small and {L(mN,R
0 )} is tight in P(PW (DR)) we

have mR
t (∂D) = 0 for all 0 ≤ t ≤ T P′-almost surely.

Step 3

It is sufficient to consider some subsequence on which ((mN,R
t )0≤t≤T , (J

N,R
t )0≤t≤T )

converges in D([0, T ];PW (DR)) × D([0, T ];R≥0) in distribution, then establish along
this subsequence convergence in D([0, T ];PW (DR) × R≥0) in distribution with limit
distributions supported on C([0, T ];PW (DR)×R≥0).

Indeed by the Skorokhod Representation Theorem on a possibly different probabil-
ity space (Ω′,F ′,P′) we have along this subsequence P′-almost sure convergence of
((mN,R

t )0≤t≤T , (J
N,R
t )0≤t≤T ) to a limit we call ((mR

t )0≤t≤T , (J
R
t )0≤t≤T ). By Step 1 we have

JRt is continuous, and hence P′-almost surely JN,Rt converges uniformly to JRt .

From the definition of the Skorokhod metric [6, Equation (12.13), Page 124] it is
trivial that this implies (mN,R

t , JN,Rt )0≤t≤T converges to (mR
t , J

R
t )0≤t≤T P

′-almost surely
in D([0, T ];PW (DR)×R≥0). We have∣∣∣MN,R,ϕ

t+h −MN,R,ϕ
t −

(
〈(1− 1

N
)NJ

N,R
t+hmN,R

t+h (·), ϕ(·)〉 − 〈(1− 1

N
)NJ

N,R
t mN,R

t (·), ϕ(·)〉
)∣∣∣

≤ Cϕh, ϕ ∈ C∞c (D),

where Cϕ is a constant dependent only upon ϕ. Note that we are viewing ϕ both as a
function in C∞c (DR) and a function in C∞0 (D̄R × [0,∞)) which is constant in time up to
time T by abuse of notation. Proposition 8.2 then implies that almost surely (mR

t )0≤t≤T
satisfies for all 0 ≤ t ≤ t+ h ≤ T :

|〈e−J
R
t+hmR

t+h(·), ϕ(·)〉 − 〈e−J
R
t mR

t (·), ϕ(·)〉| ≤ Cϕh, ϕ ∈ C∞c (DR × [0, T ]).

We know mR
t e
−JRt ∈ D([0, T ];M(DR)), so that we have

|〈e−J
R
t mR

t (·), ϕ(·)〉 − 〈e−J
R
t−mR

t−(·), ϕ(·)〉| = 0, ϕ ∈ C∞c (DR), 0 ≤ t ≤ T.

This implies e−J
R
t mR

t = e−J
R
t−mR

t− for all t ≤ T hence e−J
R
t mR

t ∈ C([0, T ];M(DR)). Thus
almost surelymR ∈ C([0, T ];P(DR)). SinceW metrises the topology of weak convergence
of probability measures [17], we are done.

Proof of Proposition 8.4

We fix ε > 0. Then by Proposition 8.3 there exists for each T ∈ N some KT ⊆
D([0, T ];PW (D)×R≥0) compact such that P((mN

t , J
N
t )0≤t≤T /∈ KT ) < ε2−T . We therefore

define

K = {f ∈ D([0,∞);PW (D)×R≥0), dD) : (ft)0≤t≤T ∈ KT for all T ∈ N}.

We see that K is clearly compact in (D([0,∞);PW (D)×R≥0), dD), and moreover P((mN
t ,

JNt )0≤t<∞ /∈ κ) ≤
∑
T ε2

−T ≤ ε.
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Proof of Proposition 8.5

We write (Ω′,F ′,P′) for the probability space on which our subsequential limit (mt,

Jt)0≤t<∞ is defined. We define

Sε,R,T = {(y, f) ∈ C([0,∞);PW (D)×R≥0) : there exists

z ∈ HR,T (y) with sup
t≤T
||yte−ft − zt||TV ≤ ε}. (8.14)

We claim that
P′((mt, Jt)0≤t<∞ ∈ SCε,R,T )→ 0 as R→∞ (8.15)

for all ε > 0 and T <∞ fixed.
We fixR <∞ for the time being. We take, on the probability space (ΩN,R,FN,R,PN,R),

the particle system ~XN,R on DR coupled to ~XN whose existence is guaranteed by
Proposition 7.2. We have by propositions 8.3 and 8.4 that {L(((mN

t , J
N
t )0≤t<∞, (m

N,R
t ,

JN,Rt )0≤t≤T ))} is tight in P((D([0,∞);PW (D)×R≥0), dD)×D([0, T ];PW (D)×R≥0)) with
limit distributions supported on C([0,∞);PW (D)×R≥0)×C([0, T ];PW (D)×R≥0). We may
therefore take a further subsequence along which {((mN

t , J
N
t )0≤t<∞, (m

N,R
t , JN,Rt )0≤t≤T )}

is convergent in distribution. Using Skorokhod’s representation theorem, these may be
supported on a probability space (Ω′′,F ′′,P′′) along which {((mN

t ,

JNt )0≤t<∞, (m
N,R
t , JN,Rt )0≤t≤T )} is P′-almost surely convergent, to a limit we call

((mt, Jt)0≤t<∞, (m
R
t , J

R
t )0≤t≤T ).

Note that we are abusing notation here, writing (mt, Jt)0≤t<∞ both for a random
variable on (Ω′,F ′,P′) and for a random variable on (Ω′′,F ′′,P′′). Nevertheless, by
construction they have the same law, hence

P′((mt, Jt)0≤t<∞ ∈ SCε,R,T ) = P′′((mt, Jt)0≤t<∞ ∈ SCε,R,T ).

For t ∈ Q>0 we have by Lemma 6.1 that mR
t ∈ L1(DR) P′′-almost surely. Therefore

mR
t ∈ L1(DR) for all t ∈ Q>0, P′′-almost surely. Moreover Lemma 6.1 gives that

mR = mR
t ⊗dt satisfies mR ∈ L1(DR× [0, T ]), P′′-almost surely. Therefore, by Proposition

8.2 we have
(mR

t e
−JRt )0≤t≤T ∈ HR,T (m) P′′-almost surely.

Since convergence in Skorokhod space to a continuous function implies uniform
convergence, (mN

t , J
N
t )0≤t≤T → (mt, Jt)0≤t≤T and (mN,R

t , JN,Rt )0≤t≤T → (mR
t , J

R
t )0≤t≤T

in d∞[0,T ] P
′′-almost surely. Therefore we have

sup
t≤T
||mR

t −mt||TV ≤ lim inf
N→∞

sup
t≤T
||mN,R

t −mN
t ||TV P′′-almost surely.

Therefore we have

EP
′′
[

sup
t≤T
||mR

t e
−JRt −mte

−Jt ||TV

]
≤ EP

′′
[

sup
t≤T
||mR

t −mt||TV + 1 ∧ sup
t≤T
|JRt − Jt|

]
≤ EP

′′
[

lim inf
N→∞

(
sup
t≤T
||mN,R

t −mN
t ||TV + 1 ∧ sup

t≤T
|JN,Rt − JNt |

)]
Fatou’s Lemma

≤ lim inf
N→∞

EP
′′
[

sup
t≤T
||mN

t −m
N,R
t ||TV + 1 ∧ sup

t≤T
|JNt − J

N,R
t |

]
= lim inf

N→∞
EP

N,R
[

sup
t≤T
||mN

t −m
N,R
t ||TV + 1 ∧ sup

t≤T
|JNt − J

N,R
t |

]
→ 0 as R→∞

by Proposition 7.2. Therefore using Markov’s inequality we have

P′((mt, Jt)0≤t<∞ ∈ SCε,R,T ) = P′′((mt, Jt)0≤t<∞ ∈ SCε,R,T )

≤ 1

ε
EP
′′
[

sup
t≤T
||mR

t e
−JRt −mte

−Jt ||TV

]
→ 0 as R→∞.
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Therefore we have (8.15) so that for all R0 <∞,

(mt, Jt)0≤t<∞ ∈ ∪R≥R0
Sε,R,T P′-almost surely.

Therefore we have

(mt, Jt)0≤t<∞ ∈ ∩ε>0 ∩T∈N ∩R0∈N ∪R≥R0
Sε,R,T = S P′-almost surely.

Proof of Proposition 8.6

Step 1

We fix deterministic (mt, Jt)0≤t<∞ ∈ S and use Girsanov’s theorem to construct
(X, τ∂ ,W ) a global weak solution of the SDE

dXt = b(mt, Xt)dt+ dWt, 0 ≤ t ≤ τ∂ = inf{t > 0 : Xt ∈ ∂D}. (8.16)

Step 2

For the time being we fix R, T <∞ and assume that there exists z ∈ HR,T (m) such
that z0 ∈ L1(DR) and (zt)0≤t≤T is a solution of

〈zt(·), ϕ(·, t)〉 − 〈z0(·), ϕ(·, 0)〉 −
∫ t

0

〈zs(·), ∂sϕ(·, s) + b(ms, ·) · ∇ϕ(·, s)

+
1

2
∆ϕ(·, s)〉ds = 0, 0 ≤ t ≤ T, ϕ ∈ C∞0 (D̄R × [0,∞)).

(8.17)

Then defining τR∂ = inf{t > 0 : Xt ∈ ∂DR} ≤ τ∂ and (XR
t )0≤t≤τR∂

:= (Xt)0≤t≤τ∂ we

obtain (XR, τR∂ ,W ) a weak solution of the SDE

dXR
t = b(mt, X

R
t )dt+ dWt, 0 ≤ t ≤ τR∂ = inf{t > 0 : XR

t ∈ ∂DR} (8.18)

such that

sup
t≤T
||L(Xt)− L(XR

t )||TV ≤ P(τR∂ < τ∂ ∧ T ). (8.19)

We now establish that

L(XR
t ) = zt for t ≤ T, (zt)0≤t≤T ∈ C([0, T );L1(DR)). (8.20)

Indeed we observe that

ϕ(XR
t∧τR∂

, t ∧ τR∂ )− ϕ(XR
0 , 0)−

∫ t∧τR∂

0

(∂s + b(ms, X
R
s ) · ∇+

1

2
∆)ϕ(XR

s , s)ds, 0 ≤ t ≤ T

is a martingale for every ϕ ∈ C∞0 (D̄ × [0,∞)).

Taking expectation, we see that L(Xt) – must satisfy the PDE (8.17). Moreover we
have z0,L(X0) ∈ L1(DR) and zt ⊗ dt,L(Xt) ⊗ dt ∈ L1(DR × [0, T )). We therefore have
L(XR

t ) = zt by the uniqueness results of [28, Theorem 1.1], and by [28, Theorem 3.6] we
also have (zt)0≤t≤T ∈ C([0, T );L1(DR)).

Step 3

We suppose that for all ε > 0 and T < ∞ there exists R < ∞ arbitrarily large such
that there exists z ∈ HR,T (m) with supt≤T ||zt−mte

−Jt ||TV ≤ ε and z0 ∈ L1(DR). Then we
claim

(mt, Jt)0≤t<∞ ∈ Ξ ∩ C([0,∞);L1(D)×R>0). (8.21)
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We have from Step 2 the sequence of solutions (XRn , τRn∂ ,W ) to (8.18) on the domains
DRn with Rn →∞ as n→∞ such that

sup
t≤T
||L(Xt)−mte

−Jt ||TV ≤ sup
t≤T
||L(XRn

t )− L(Xt)||TV + sup
t≤T
||L(XRn

t )−mte
−Jt ||TV

≤ 1

n
+ P(τRn∂ < τ∂ ∧ T ).

Since D ∩B(0, Rn) = DRn ∩B(0, Rn), P(τRn∂ < τ∂ ∧ T )→ 0 as n→∞ hence

sup
t≤T
||mte

−Jt − L(Xt|τ∂ > t)elnP(τ∂>t)||TV = 0.

Thus (X, τ∂ ,W ) is a global weak solution of (1.5) and therefore (mt, Jt) ∈ Ξ. Moreover
since (L(XRn

t ))0≤t≤T ∈ C([0, T );L1(D)) for all n, (L(Xt))0≤t≤T ∈ C([0, T );L1(D)). We
have established (8.21).

Step 4
We therefore have that if (mt, Jt)0≤t<∞ ∈ S then (mt0+t, Jt0+t)0≤t<∞ ∈ Ξ for all

t0 ∈ Q>0. We have that

(mt0+t, Jt0+t)0≤t<∞ → (mt, Jt)0≤t<∞ in d∞ as t0 → 0.

Since mt0 → m0 in W , Lemma 8.1 allows us to extract a subsequence converging
to an element of Ξ, hence (mt, Jt)0≤t<∞ ∈ Ξ. Moreover since (mt0+t, Jt0+t)0≤t<∞ ∈
C([0,∞);L1(D)×R≥0) for all t0 ∈ Q>0 we have (mt, Jt)0≤t<∞ ∈ C((0,∞);L1(D)×R≥0).

8.3 Uniqueness in law of weak solutions to (1.5)

We implement a strategy similar to the proof of [11, Proposition C.1]. We fix ν ∈ P(D)

and firstly seek to show

(Lν(Xt|τ∂ > t))0≤t<∞ is unique amongst

all weak solutions to (1.5) with initial condition X0 ∼ ν.
(8.22)

We take weak solutions to (1.5) (X1,W 1, τ1
∂ ) and (X2,W 2, τ2

∂ ) of (1.5) on the possibly
different probability spaces (Ω1,F1,P1) and (Ω2,F2,P2). We note by our earlier result
that these must be global weak solutions. We then define L(Xk

t ) = ukt for k = 1, 2 and
t <∞.

We recall that b is uniformly Lipschitz in the measure argument with respect to the W
metric. Since this metric is dominated by the total variation metric (up to a constant), b
is uniformly Lipschitz in the measure argument with respect to the total variation metric.

By abuse of notation we write

b :M+(D)×D 3 (u, x) 7→ b(
u

|u|∗
, x) ∈ Rd, |u|∗ = u(D)

where |u|∗ is the mass of u on D.
Therefore since |u1

t |, |u2
t | ≥ |u1

1| ∧ |u1
1| > 0 for 0 ≤ t ≤ 1 there exists CLip <∞ such that

|b(u1
t , x)− b(u2

t , x)| ≤ CLip||u1
t − u2

t ||TV, x ∈ D, t ≤ 1.

We now define
dt = sup

s≤t
||u2

s − u1
s||TV

and drifts
b1(x, t) = b(u1

t , x) and b2(x, t) = b(u2
t , x).
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We consider weak solutions of the SDE

dXt = b1(Xt, t)dt+ dWt, 0 ≤ t ≤ τ∂ = inf{t : Xt ∈ ∂D}, X0 ∼ ν. (8.23)

Weak solutions to (8.23) are unique in law by the same change of measure argument
giving that weak solutions to SDEs without killing with bounded measurable coefficients
are unique in law; see [25, Proposition 3.10].

Clearly (X1,W 1, τ1
∂ ) on (Ω1,F1,P1) is a weak solution of (8.23). We have by Gir-

sanov’s theorem (since b1, b2 are bounded Novikov’s condition is satisfied) that

W ′t = W 2
t −

∫ t

0

(
b1(X2

s , s)− b2(X2
s , s)

)
ds

is a P′-Brownian motion whereby

Zt =
dP′

dP2 |F2
t

= ε(Y )t, Yt =

∫ t

0

(
b1(X2

s , s)− b2(X2
s , s)

)
dW 2

s .

Therefore we have

dX2
t = b2(X2

t , t)dt+ dW 2
t = b1(X2

t , t)dt+ dW ′t ,

so that (X2
t ,W

′
t , τ

2
∂ ) on (Ω2,F2,P′) is also a weak solution of (8.23). By uniqueness in

law of weak solutions to (8.23) we have

LP
1

(X1
t ) = LP

′
(X2

t ), t ≤ 1. (8.24)

We now fix some measurable set A ⊆ R and see that

|u1
t (A)− u2

t (A)| = |P1(X1
t ∈ A)− P2(X2

t ∈ A)| =
∣∣P′(X2

t ∈ A)− P2(X2
t ∈ A)

∣∣
=
∣∣EP2[

1Xt∈A
(
Zt − 1

)]∣∣ ≤︸︷︷︸
Holder’s

inequality

||Zt − 1||L2(P2)

√
u1(A) ≤ ||Zt − 1||L2(P2).

Taking the supremum over measurable sets A ⊆ R we have

||u1
t − u2

t ||2TV ≤ EP
2

[(Zt − 1)2] = EP
2

[Z2
t ]− 2 EP

2

[Zt]︸ ︷︷ ︸
=1 as Zt is a
P2-martingale

+1 = EP
2

[Z2
t ]− 1.

We calculate the first term on the right using Ito’s formula,

EP
2

[Z2
t ] = 1 +

∫ t

0

EP
2

[(b1 − b2)2(Xs, s)Z
2
s ]ds ≤ 1 +

∫ t

0

(CLipds)
2EP

2

[Z2
s ]ds.

By Gronwall’s inequality, using that dt ≤ 1 and ert ≤ 1 + rter for 0 ≤ t ≤ 1 we have

EP
2

[Z2
t ] ≤︸︷︷︸

Gronwall

e
∫ t
0

(CLipds)
2

≤ eC
2
Lipd

2
t t ≤ 1 + C2

Lipd
2
t e
C2

Lipt for 0 ≤ t ≤ 1.

Therefore we have

||u1
t − u2

t ||2TV ≤ C2
Lipd

2
t e
C2

Lipt for 0 ≤ t ≤ 1.

Therefore for some C <∞ we have

dt ≤ C
√
tdt.

Thus for t < 1
2C2 ∧ 1 we have u2

t = u1
t . By iteration we have u1

t = u2
t for t ≤ 1.

Repeating inductively we have u1
t = u2

t for all t <∞. This implies (8.22).
This then implies uniqueness in law. Indeed (8.22) implies that both (X1,W 1, τ1

∂ ) and
(X2,W 2, τ2

∂ ) are weak solutions to (8.23) and hence are equal in law.
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8.4 Proof of Proposition 2.8 and Theorem 2.9

Given ν ∈ PW (D), let { ~XN
t }N≥2 be any sequence of weak solutions to (1.3) with

initial conditions ~XN
0 such that the (random) empirical measures mN

0 = ϑN#
~XN

0 converge
in PW (D) to ν, in probability as N →∞. This can be achieved, for example, by taking
~XN

0 ∼ ν⊗N .

Next, we define mN
t and JNt as in (1.10) and (1.12),

mN
t = ϑN ( ~XN

t ), JNt =
1

N
sup{k ∈ N | τk ≤ t}.

Theorem 2.10 and the fact that mN
0 → ν in probability imply that the laws of (mN

t ,

JNt )0≤t<∞ are tight in P((D([0,∞);PW (D) × R≥0)), dD)) and every limit distribution
of this family is supported on Ξ({ν}) ∩ C((0,∞);L1(D) × R≥0). In particular, Ξ({ν}) ∩
C((0,∞);L1(D)×R≥0) is non-empty. We have already proved uniqueness in law of weak
solutions to (1.5); therefore this limit distribution is uniquely determined. Taken together
with Lemma 8.1, this establishes Proposition 2.8

The fact that the limit distribution is unique implies convergence along the entire
sequence N →∞ in probability to the same element of Ξ({ν}) ∩ C((0,∞);L1(D)×R≥0).
Furthermore, since convergence in dD to a continuous function implies convergence in
d∞, we have convergence in d∞ in probability. This proves Theorem 2.9.

9 Properties of the semigroup Gt – Proposition 2.11

Our goal in this section is to establish Proposition 2.11. We begin with a proof
of (2.14). We take (tn, νn)→ (t, ν) and T > supn tn. Then Lemma 8.1 and Proposition 2.8
imply that (Gt(νn))0≤t≤T → (Gt(ν))0≤t≤T in d∞[0,T ] as n→∞. Therefore

W (Gtn(νn), Gt(ν)) ≤W (Gtn(νn), Gtn(ν)) +W (Gtn(ν), Gt(ν))→ 0 as n→∞.

We have thus established (2.14).

We now assume D is bounded, fix t0 > 0 and combine the estimates on the N -particle
system we established in Part 1 of Proposition 4.7 with the hydrodynamic convergence
theorem (Theorem 2.9) to prove that Image(Gt0) ⊂⊂ PW (D).

Let ( ~XN
t : 0 ≤ t < ∞) = ((XN,1

t , . . . , XN,N
t ) : 0 ≤ t < ∞) be a sequence of weak

solutions to (1.3) with initial conditions ~XN
0 ∼ ν⊗N . We define mN

t = ϑN ( ~XN
t ) as in 1.10.

Therefore Part 1 of Proposition 4.7 gives that for all ε > 0 there exists c = c(ε, t0)

dependent only upon t0, ε > 0, the upper bound on the drift B <∞ and the constant of
the interior ball condition r > 0 such that the compact set Kε,t0 = Vc(ε,t0) satisfies

lim
N→∞

P(mN
t0(Kc

ε,t0) ≥ ε) = 0.

Therefore by our hydrodynamic convergence theorem (Theorem 2.9) we have

Gt0(ν)(Kc
ε,t0) ≤ ε.

Since Kε,t0 was not dependent upon ν, Gt0(ν)(Kc
ε,t0) ≤ ε for all ν ∈ P(D). Therefore

Gt0(ν) ∈ {µ ∈ P(D) : µ(Kc
2−n,t0

) ≤ 2−n, n ∈ N},

which is a tight family of measures on D.
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10 Existence and properties of QSDs – Proposition 2.13

Parts 1 and 2 of Proposition 2.13

We firstly establish 1a⇔ 1b. It is trivial to see that a QSD is a QLD. In the opposite
direction we consider a QLD π which is the Yaglom limit for initial condition ν: Gt(ν)→ π

in W as t→∞. We define the continuous map

p : (C([0,∞);PW (D)×R≥0), d∞) 3 (f, g) 7→ f ∈ C([0, 1];PW (D)).

We further define

ζ1(κ) := {Gt(µ)0≤t≤1 : µ ∈ κ} = p(Ξ(κ)).

We have by Lemma 8.1 that Ξ(κ) is compact in (C([0,∞);PW (D) × R≥0), d∞) for
compact κ, hence ζ1(κ) is compact in C([0, 1];PW (D)) as it is the continuous image of a
compact set. We now take κ = {Gn(ν) : n ∈ N} ∪ {π} which is compact in PW (D). Thus
we have

ζ1(κ) = {(Gn+t(ν))0≤t≤1 : n ∈ N} ∪ {Gt(π)0≤t≤1}

is compact in C([0, 1];PW (D)). We note that

(Gn+t(ν))0≤t≤1 → (π)0≤t≤1 in C([0, 1];PW (D)) as n→∞.

Thus we must have

(π)0≤t≤1 ∈ ζ1(κ).

Therefore Gt(π) = π for 0 ≤ t ≤ 1. Thus π is a QSD.

We now establish 1a ⇒ 1c along with Part 2 of Proposition 2.13. We take π a QSD,
(X, τ∂ ,W ) a global weak solution to (1.5) with initial conditionX0 ∼ π and (mt, Jt)0≤t≤1 =

(L(Xt|τ∂ > t),− lnP(τ∂ > t))0≤t<∞ ∈ Ξ({π}). By considering the martingale problem we
see that mte

−Jt = πe−Jt = L(Xt) satisfies

e−Jt〈π(·), ϕ(·)〉 − 〈π(·), ϕ(·)〉 =

∫ t

0

e−Js〈π, b(π, ·) · ∇ϕ

+
1

2
∆ϕ〉ds, 0 ≤ t <∞, ϕ ∈ C∞0 (D̄).

(10.1)

Clearly the right hand side is differentiable in time, so the left hand side must be also
and so we have

−〈π(·), ϕ(·)〉e−Jt d
dt
Jt = e−Jt〈π, b(π, ·) · ∇ϕ+

1

2
∆ϕ〉, ϕ ∈ C∞0 (D̄).

Thus d
dtJt must be constant and so equal to some λ ≥ 0. Since we can’t have P(τ∂ > t) = 1

for all t > 0, we must have λ > 0. Moreover we must have Lπ(X1) ∈ L1(D) since Lπ(X1)

can be related to the distribution at time 1 of Brownian motion killed at the boundary by
a Girsanov transformation – thus we must have π ∈ L1(D). Thus (π, λ) satisfies (2.17)
and hence 1a⇒ 1c. Moreover e−λt = e−Jt = |L(Xt)| = P(τ∂ > t) so that τ∂ ∼ exp(λ) and
hence we have Part 2 of Proposition 2.13.

We now establish 1c ⇒ 1a. We take (π, λ) ∈ L1(D) × (0,∞) a solution of (2.17) and
take (X, τ∂ ,W ) a weak solution of the SDE

dXt = b(π,Xt)dt+ dWt, 0 ≤ t ≤ τ∂ = inf{t : Xt− ∈ ∂D}, X0 ∼ π
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(which exists by Girsanov’s theorem). We have both Lπ(Xt) = Lπ(Xt|τ∂ > t)P(τ∂ > t)

and πe−λt must be L1
loc(D̄ × [0,∞)) solutions to the PDE (for every T <∞)

〈yt(·), ϕ(·, t)〉 − 〈π(·), ϕ(·, 0)〉 =

∫ t

0

〈ys(·), ∂sϕ(·, s)

+b(π, ·) · ∇ϕ(·, s) +
1

2
∆ϕ(·, s)〉ds, 0 ≤ t <∞, ϕ ∈ C∞0 (D̄ × [0,∞)).

Therefore by [28, Theorem 1.1] we have πe−λt = L(Xt), thus L(Xt|τ∂ > t) = π and hence
(X, τ∂ ,W ) satisfies (1.5). Thus π is a QSD.

Part 3 of Proposition 2.13

We define Πn = {π ∈ P(D) : G2−n(π) = π}. We recall that Proposition 2.11 gives that
G2−n : P(D) → P(D) is continuous with tight image. Since the convex hull of a tight
family of measures is tight, the closed convex hull F2−n := Conv(Image(Gt0)) is compact
in P(D). Therefore Πn corresponds to the fixed points of the map

G2−n : F2−n → F2−n ,

which is a continuous map from a compact convex subset of a locally convex topological
vector space (M(D)) to itself. Thus Schauder’s fixed point theorem implies Πn is a
non-empty compact subset of P(D). It is therefore sufficient to prove

Π = ∩nΠn (10.2)

as the intersection of a descending sequence of non-empty compact sets must be non-
empty and compact.

We clearly have that Π ⊆ Πn for all n, so it is sufficient to establish ∩nΠn ⊆ Π. We
suppose π ∈ ∩nΠn and fix t > 0. We take a sequence of dyadic rationals tn → t. We have
π = Gtn(π)→ Gt(π) by Proposition 2.11 so that we have Gt(π) = π. Since t is arbitrary,
π ∈ Π.

11 QSDs as limits of the Fleming-Viot particle system

The goal of this section is to establish that QSDs may be obtained as limits of the
N -particle system. In Theorem 2.16 we show that the stationary distributions of the
N -particle system converge to the set of QSDs. In Theorem 2.17 we then establish under
an additional assumption on the semigroup Gt convergence as N and T go to infinity
together.

Proof of Theorem 2.16

We take the N -particle stationary distributions ψN , associated to which are the
corresponding stationary empirical measures ΨN = ϑN#ψ

N as in (1.17) and PW (D)-valued

random variables πN ∼ ΨN . We consider a sequence of stationary solutions ~XN to (1.3)
with initial distributions ψN . We write mN

t := ϑN ( ~XN
t ) and JNt = 1

N sup{k ∈ N | τk ≤ t}
as in (1.10) and (1.12).

Since mN
1 ∼ ΨN , Proposition 4.6 gives that {ΨN} are a tight family of random mea-

sures. We may then use Theorem 2.10 to establish that {L((mN
t , J

N
t )0≤t<∞)} is tight

in P((D([0,∞);PW (D) × R≥0), dD)). We then consider an arbitrary convergent subse-
quence, along which ΨN → Ψ∞ in P(PW (D)) and (mN

t , J
N
t )0≤t<∞ → (m∞t , J

∞
t )0≤t<∞ in

distribution, which must satisfy (m∞t , J
∞
t )0≤t<∞ ∈ Ξ almost surely by Theorem 2.10. We
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take a random variable π∞ ∼ Ψ∞ so that we have

Ψ∞ ∼ m∞t = Gt(m
∞
0 ), t ≥ 0,

so that in particular Ψ∞ is an invariant measure for the semigroup Gt. We calculate

E[W (π∞,Π)] = E[W (Gt(π
∞),Π)]→ 0 as t→∞

by Lebesgue’s Dominated Convergence Theorem and our assumption (2.15).

Thus π∞ ∈ Π almost surely, so Ψ∞ is supported on Π. Thus along every subsequence,
there is a further subsequence along which W (πN ,Π)→ 0 in probability, hence we have
convergence in probability along the original sequence.

Proof of Theorem 2.17

We take an arbitrary sequence tN → ∞ and fix ε > 0. We take (using the assump-
tion (2.16)) T <∞ such that W (GT (ν), π) ≤ ε for all ν ∈ PW (D).

Then by Proposition 4.6, {L(mN
tN−T )} is tight in P(PW (D)) and hence by Theo-

rem 2.10 and Skorokhod’s representation theorem we may take a subsequence and
possibly different probability space (Ω′,F ′,P′) on which (mN

tN−T+t, J
N
tN−T+t)0≤t<∞ con-

verges in d∞ P′-almost surely to (mt, Jt)0≤t<∞ ∈ Ξ ⊆ C([0,∞);PW (D) × R≥0). Then
mT = GT (m0) so that on this subsequence

lim sup
N→∞

W (mN
tN , π) ≤ ε P′-almost surely.

This subsequence was arbitrary as was ε > 0, so we have W (mN
t0 , π)→ 0 in probability

as N ∧ t0 →∞. Using Theorem 2.9 and Proposition 2.13 we are done.

A Proof of Lemma 6.5

We define
Gε = 0 ∨ sup

ρ∈R

(
m(ρ)− Cε(Tmin(ρ))Leb(ρ)

)
.

Since we have bounded m on sets in R in terms of Leb, we may bound the corresponding
outer measure m∗ in terms of the outer measure Leb∗. Specifically

m∗(E) ≤ Cε(Tmin(E))Leb∗(E) +Gε for all E ∈ B(D × [0, T ]) \ {∅}

holds almost surely. Since m ≤ m∗ and Leb = Leb∗, this implies that

m(E) ≤ Cε(Tmin(E))Leb(E) +Gε for all E ∈ B(D × [0, T ]) \ {∅} (A.1)

holds Pε-almost surely. We define

Nδ,T0
= {µ ∈ P(D × [0, T ]) : µ(N) ≤ δ for all N ∈ B(D × (T0, T ])

such that LebD×(0,T ](N) = 0}

for δ, T0 ≥ 0. Then (A.1) implies that for δ, T > 0 we have

P(m ∈ Nδ,T0) ≥ P(Gε ≤ δ) ≥ 1− ε

δ
by Markov’s inequality.

Since ε > 0 is arbitrary, we have P(m ∈ Nδ,T0) = 1 for all δ, T > 0. We now note that
N0,0 = ∩T0>0 ∩δ>0 Nδ,T0 so that

P(m� LebD×(0,T ]) = P(m ∈ N0,0) = 1.

Moreover we have P(m(D × {0}) = 0) = 1. Therefore P(m� LebD×[0,T ]) = 1.
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B Proof of Lemma 7.1

We fix ϕ a positive mollifier supported on B(0, 1) and take ρ ∈ C∞(Rd) such that

D = {ρ > 0}, ∂D = {ρ = 0}, ∇ρ 6= 0 on ∂D.

We define g = (ϕ ∗ 1B(0,R+3))ρ ∈ C∞c (Rd) which we note satisfies:

1. D ∩ B̄(0, R+ 2) = {g > 0} ∩ B̄(0, R+ 2);

2. ∂D ∩ B̄(0, R+ 2) = {g = 0} ∩ B̄(0, R+ 2);

3. ∇g 6= 0 on ∂D ∩ B̄(0, R+ 2).

We then define h = ϕ ∗ 1B(0,R+1)c ∈ C∞c (Rd) which we note satisfies:

1. h ≡ 0 on B̄(0, R);

2. 0 ≤ h ≤ 1 on B̄(0, R+ 2) \ B̄(0, R);

3. h ≡ 1 on B(0, R+ 2)c.

We define f = g − εh ∈ C∞(Rd) for ε > 0 to be determined and claim that for some
ε > 0 small enough, DR := {f > 0} gives a domain with our desired values. We firstly
observe that for all ε > 0,

D ∩ B̄(0, R) ⊆ {f > 0} ⊆ D ∩ B̄(0, R+ 4).

Therefore by the implicit function theorem it is sufficient to show that

f = 0 ⇒ ∇f 6= 0 (B.1)

for some ε > 0 small enough. Sard’s theorem allows us to take εn ↓ 0 such that

g = εn ⇒ ∇g 6= 0.

Therefore fn = g − εnh satisfies

fn(x) = 0 and |x| ≥ R+ 2 ⇒ ∇fn(x) 6= 0.

We now assume for contradiction that for all n there exists |xn| ≤ R + 2 such that
fn(xn) = 0 and ∇fn(xn) = 0. We take a convergent subsequence xnk → x ∈ B̄(0, R+ 2),
so that 0 = fnk(xnk)→ g(x) and 0 = ∇fnk(xnk)→ ∇g(x). This is a contradiction, hence
we may choose εn such that

g − εnh = 0 ⇒ ∇(g − εnh) 6= 0.

C Controls on the density and hitting time of generic diffusions

Lemma C.1. Let (X, τ∂ ,W ) be a weak solution of the SDE

dXt = btdt+ dWt, 0 ≤ t ≤ τ∂ = inf{t > 0 : Xt ∈ ∂D} (C.1)

on the domain D ⊆ Rd and filtered probability space (Ω,F , (Ft)t≥0,P), where bt is
(Ft)t≥0-adapted and uniformly bounded |bt| ≤ B. For ~x = (x1, . . . , xd) ∈ D ⊆ Rd and
h > 0 we define the open cube

F(~x, h) = {~y = (y1, . . . , yd) ∈ D : |yi − xi| < h}.

Throughout we write L(Xt) = L(Xt|τ∂ > t)P(τ∂ > t) for the law of the killed process
restricted to D. Then we have the following:
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1. There exists a non-increasing function C : (0,∞)→ R>0 such that

L(Xt)(·) ≤ CtLebD(·), 0 < t <∞. (C.2)

2. If h, t > 0 and F(~x, 5h) ⊆ D there exists c > 0 dependent only upon the upper bound
on the drift B <∞, t > 0 and h > 0 such that

L(Xt)|F (~x,h)
(·) ≥ cP(Xt ∈ F (~x, h))Leb|F (~x,h)

(·). (C.3)

We obtain from this the following corollary.

Corollary C.2. For every t ≥ 0 we have P(τ∂ = t) = 0.

Proof of Lemma C.1. We firstly establish (C.2). We may apply Lemma 6.7 to the family
of processes {Xt − ~x : ~x ∈ D} to see that

P(Xt ∈ F (~x, h)) ≤ CtLeb(F (~x, h))

where Ct is the function given by Lemma 6.7. By considering the outer measure
generated by the open cubes, we see that

L(Xt)(·) ≤ L(Xt)
∗(·) ≤ CtLeb∗(·) = CtLeb(·), 0 < t <∞.

We now establish (C.3). We consider on the probability space (Ω,F , (Ft)t≥0,P) a
family of weak solutions (Xγ ,W γ) (γ ∈ Γ) on the domains Dγ ⊇ F(~0, 4h) to the SDEs

dXγ
t = bγt dt+ dW γ

t , 0 ≤ t ≤ τX,γ∂ = inf{t > 0 : Xγ
t ∈ ∂Dγ},

where {bγ} are bounded |bγt | ≤ B and (Ft)t≥0-adapted processes. We take ~h = (h, . . . , h)

and write ~n(~x) for the inward normal of the positive orthant Rd>0. If we repeat the proof
of Lemma 6.7 (on page 37) with strong solutions of the SDE (6.32) replaced with strong
solutions of the 1-dimensional SDE (which exists by [3, Theorem 1.3])

dZt = dW̃t +Bdt+ dLZt , Z0 = 2h,

we obtain for each γ a strong solution (Zγ , W̃ γ) of the d-dimensional SDE

dZγt = (B, . . . , B)dt+ ~n(Zγt )dLZ
γ

t , 0 ≤ t ≤ τZ
γ

∂ = inf{t > 0 : Zγt ∈ ∂F(~0, 4h)}, Zγ0 = 2~h,

where LZ
γ

t is the local time of Zγt with the boundary ∂Rd>0 and which satisfies

Xγ
0 ∈ F(~0, 2h) and Zγt ∈ F (~0, ε) ⇒ Xγ

t ∈ F (~0, ε), 0 < ε < h. (C.4)

Moreover we may take c > 0 such that for all h > ε > 0 and γ ∈ Γ we have
P(Zγt ∈ F (~0, ε)) ≥ cLeb(F (~0, ε)). We consider the processes {Xt − ~y : ~y ∈ F (~x, h)} so that

P(Xt ∈ F (~y, ε)) ≥ P(X0 ∈ F (~y, 2h))cLeb(F (~0, ε)) ≥ P(X0 ∈ F (~x, h))cLeb(F (~0, ε)).

Therefore by considering the inner measure generated by the open cubes, we see that

L(Xt)(·) ≥ L(Xt)∗(·) ≥ cLeb∗(·) = cLeb(·)

Proof of Corollary C.2. The t = 0 case is trivial, so we assume t > 0. Indeed by the
continuity of the paths of Xt, we have for all R <∞ and ε > 0,

P(τ∂ = t) ≤ lim sup
h→∞

P(d(Xt−h, ∂D) ≤ ε and |Xt−h| ≤ R+ 1) + P(|Xt| ≥ R).

Applying (C.2) we have

P(τ∂ = t) ≤ C t
2
Leb({x : d(x, ∂D) ≤ ε and |x| ≤ R+ 1}) + P(|Xt| ≥ R).

Taking lim supR→∞ lim supε→0 of both sides we are done.
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