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1. Introduction

One of the open questions in time series is how to quantify uncertainty around point estimates of conditional objects such as conditional means or conditional variances. A fundamental issue arises in the construction of confidence intervals that ought to capture the parameter estimation uncertainty contained in these objects. This fundamental issue stems from the fact that on one hand one must condition on the sample as the past informs about the present, yet on the other hand one must allow the data up to now to be treated as random to account for estimation uncertainty. The issue is well-recognized in the literature, however in practice confidence intervals are commonly constructed by treating the sample simultaneously as fixed and random. Frequently, such approach is motivated by presuming to have two independent processes. Assuming two independent processes with the same stochastic structure, using one for conditioning and one for the estimation of the parameters, bypasses the issue. It is a mathematically convenient assumption as in such case the uncertainty quantification reduces to an ordinary inferential problem. However, practitioners rarely have a replicate, independent of the original series, at hand with the exception of perhaps some experimental settings. As such, the intervals commonly constructed by practitioners lack a satisfactory theoretical justification. Therefore it is the objective
of the present paper to develop a realistic justification for such confidence intervals around point estimates of conditional objects, and to study the statistical properties of the proposed justification through a simulation study.

In the literature the fundamental issue described above is encountered in various ways. In the specific case of a first-order autoregressive (AR) process with Gaussian innovations, [40] investigates the statistical dependence between the ordinary least squares (OLS) estimator and the endogenous variable conditioned upon. He obtains an Edgeworth-type expansion for the distribution of the conditional mean and, further, studies forecasting, where the fundamental issue equally arises.1 [33, p. 95] explicitly states a two-independent-processes assumption in connection with vector AR models. He postulates that such assumption is asymptotically equivalent to using only data not conditioned upon for estimation. Other studies investigate parameter uncertainty by using resampling methods, that typically mimic a distribution in which the sample, or at least a subsample, is treated as fixed and random at the same time (cf. [37], [38], [35], [35], [36]). Aware of this paradox, [29] points out that conditioning on observing specific in-sample values affects the parameter estimator, but the effect is often erroneously disregarded. Deviating from the various bootstrap approaches, [23] examines parameter uncertainty in interval forecasts in a classical statistical framework. Similar to a general regression framework, he conditions on an arbitrary fixed out-of-sample value to avoid the issue. However, conditioning on arbitrary fixed out-of-sample values appears incompatible with the usual setup of dynamics in which we condition on the final value(s) of the sample. Acknowledging the issue while avoiding the two independent processes argument bears careful statements as in [19] who write in view of this issue “the delta method ... suggests” (p. 162). Similarly, [39] notices that although such intervals “have been discussed in the econometrics literature, the particular assumptions that underlie them are not fully recognized” (p. 389).

This paper provides a novel, and realistic, justification for commonly constructed confidence intervals around point estimates of conditional objects. Our solution is based on a simple sample-split approach and a weak dependence condition, which allows to partition our sample into two asymptotically independent subsamples. For a rich class of time series models we construct asymptotically valid sample-split intervals, without relying on the assumption of observing two independent processes, and show that these intervals coincide asymptotically with the intervals commonly constructed by practitioners. As will be argued below, an appropriate concept to study conditional confidence intervals is merging, a concept that generalizes weak convergence. To the best of our knowledge, except for [3] and [32] who looked at this concept independently of [4], this paper is the only one to study merging in the context of conditional distributions. Moreover, our paper seems to be the first to employ merging of conditional distributions in time series. By employing this concept we avoid unnatural assumptions such as observing $X_T = x$ (in dynamic models), losing the time index $T$, and instead explicitly acknowledge that the conditional objects vary over time.

---

1For prediction intervals some solutions have been discussed. We refer to Section 5.
The rest of the paper is organized as follows. Section 2 specifies the general setup and describes the argument of two independent processes as well as our sample-split approach. In Section 3 we establish merging among the proposed and the two-independent-processes estimator in probability under mild conditions. Further, we construct asymptotically valid sample-split intervals and show that these coincide asymptotically with the standard intervals. A simulation-based comparison of the performance of sample-split intervals and standard intervals in finite samples is provided in Section 4. The extension to prediction is discussed in Section 5. Section 6 concludes. The main proofs are collected in Appendix A, while Appendix B provides additional proofs of intermediate results.

2. General setup

2.1. The general prediction function

Let \( \{X_t\} \) be a real-valued stochastic process defined on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\). \( \theta \) denotes a generic parameter vector of length \( r \in \mathbb{N} \) and \( \theta_0 \) the true value, unknown to the researcher.\(^2\) Let \( \Theta \subseteq \mathbb{R}^r \) be the corresponding parameter space.

Our general setup involves inference on an object that we call the prediction function, which is a function of both the process \( \{X_t\} \) and of the parameter \( \theta \). It represents the random object of interest, and will typically express quantities such as a conditional mean or conditional variance (without conditioning on a specific value) as a function of the sample.

**Definition 1.** The prediction function \( \psi : \mathbb{R}^\infty \times \Theta \to \mathbb{R} \) is depending both on the parameter \( \theta \) and the entire history of the process \( \{X_t\} \), such that we can write the prediction of the quantity at time \( T+1 \), using data up to time \( T \), as

\[
\psi_{T+1} := \psi(X_T, X_{T-1}, \ldots; \theta).
\]

With this setup we can describe most of the possible applications of interest. We now provide three examples to illustrate the prediction function.

**Example 1.** Suppose the time series \( \{X_t\} \) follows an AR(1) process given by

\[
X_t = \beta X_{t-1} + \varepsilon_t,
\]

where \( |\beta| < 1 \) and \( \{\varepsilon_t\} \) are independent and identically distributed (i.i.d.) with \( \mathbb{E}[\varepsilon_t] = 0 \). The conditional mean of \( X_{T+1} \) given \( X_T \) is given by

\[
\mu_{T+1} := \mathbb{E}[X_{T+1}|X_T] = \beta X_T.
\]

Using the prediction function we can then write \( \mu_{T+1} = \psi(X_T, X_{T-1}, \ldots; \theta) = \beta X_T \) with \( \theta = \beta \).

\(^2\)Generally, in particular throughout Section 2, we do not distinguish between \( \theta \) and \( \theta_0 \) if there is no cause for confusion. In Section 3 we explicitly use \( \theta_0 \) to avoid confusion.
A more precarious example, due to its large popularity, is the conditional variance in a generalized autoregressive conditional heteroskedasticity (GARCH) model [18, 9]. Whereas in the previous AR(1) case it suffices to condition on the terminal observation, the subsequent Example 2 is more extreme as the entire sample contains information about the object of interest.

**Example 2.** Suppose \( \{X_t\} \) follows a GARCH(1,1) process given by

\[
X_t = \sigma_t \varepsilon_t
\]

with

\[
\sigma_t^2 = \omega + \alpha X_{t-1}^2 + \beta \sigma_{t-1}^2,
\]

where \( \omega > 0, \alpha \geq 0, 1 > \beta \geq 0 \) and \( \{\varepsilon_t\} \) are i.i.d. with \( \mathbb{E}[\varepsilon_t] = 0 \) and \( \mathbb{E}[\varepsilon_t^2] = 1 \).

The model’s recursive structure implies

\[
\sigma_{T+1}^2 = \frac{\omega}{1-\beta} + \alpha \sum_{k=0}^{\infty} \beta^k X_{T-k}^2.
\]

It follows directly from (2.5) that

\[
\sigma_{T+1}^2 = \psi(X_T, X_{T-1}, \ldots; \theta) = \frac{\omega}{1-\beta} + \alpha \sum_{k=0}^{\infty} \beta^k X_{T-k}^2,
\]

with \( \theta = (\omega, \alpha, \beta)' \), and \( \Theta \subset (0, \infty) \times [0, \infty) \times [0, 1) \).

The next example shows that for a large class of models the prediction function can be written in the form of Definition 1.

**Example 3.** Following [10], consider a Markov chain of the form

\[
S_t = \varphi(S_{t-1}, X_t; \theta), \quad t = 1, 2, \ldots
\]

where \( \varphi \) is some map \( \varphi : \mathbb{R}^a \times \mathbb{R} \times \Theta \to \mathbb{R}^a \). Whereas \( X_t \) is observable by the researcher at time \( t \), \( S_t \) may be unobservable or only partially observable. The object of interest \( \psi_{T+1} \) is typically a function of the state of the Markov chain \( S_T \), such that \( \psi_{T+1} = \pi(S_T; \theta) \) for some function \( \pi(\cdot) \). Through the recursion in (2.6), this is in turn a function of the past of \( X_T \), such that we may write

\[
\psi_{T+1} = \pi(S_T; \theta) = \psi_{T+1}(X_T, X_{T-1}, \ldots; \theta).
\]

Many stochastic processes are in fact Markov processes, including ARMA and GARCH models, several GARCH extensions such as Zakoïan’s (1994) threshold GARCH, and the set of observation driven models considered by [8]. For further details we refer to [4] and [5].

Note that in many cases, such as the GARCH(1,1) of Example 2, the prediction function actually depends on the infinite past of the series. In order to express (an approximation of) the prediction function in terms of observable variables only, we would need to replace \( X_t \) by \( s_t \) for all \( t < 1 \), where \( \{s_t\} \) is
a sequence of (arbitrary) constants to which we refer as starting or initial values. For a fixed $T$, we accordingly define an approximate prediction function 
\[ \psi_{T+1}^s : \mathbb{R}^T \times \Theta \to \mathbb{R} \] 
that is only a function of observable variables as
\[ \psi_{T+1}^s(X_{1:T}; \theta) := \psi(X_T, X_{T-1}, \ldots, X_1, s_0, s_{-1}, \ldots; \theta), \quad (2.7) \]

where $X_{1:T} = (X_1, \ldots, X_T)'$. Note that, given the varying input of the left-hand side in (2.7), we now actually have a sequence of (varying) functions for $T \in \mathbb{N}$.

In many cases the values far in the past are negligible for a wide range of values for $\{s_t\}$. Consequently, $\psi_{T+1}^s$ will be close to $\psi_{T+1}$. This property can be shown to hold for many different processes including the ones in the examples.

We formalize the exact condition we need regarding the negligibility of the starting values in Assumption 1.b.

Although the prediction function typically represents a conditional object, we have not conditioned on anything yet in the definition. We therefore now extend the analysis by formally conditioning on observing a particular sample. Let $x_{t_1:T} = (x_1, \ldots, x_T)'$ denote a specific sample path of $X_{t_1:T}$. Throughout the paper, we will discriminate between random variables and their realized counterparts by writing the former in capital and the latter in lowercase letters to avoid ambiguity.

As we will consider sample splitting later on, we define notation that also allows for conditioning on only a subsample. For that purpose, let $t_1 : t_2$ denote the (sub-)period from $t_1$ up to $t_2$, and correspondingly $X_{t_1:t_2} = (X_{t_1}, \ldots, X_{t_2})'$ for any integers $1 \leq t_1 \leq t_2 \leq T$, with a corresponding definition for the observed subsample $x_{t_1:t_2}$. Furthermore, let $X^c_{t_1:T} = (c_1, \ldots, c_{t_1-1}, X_{t_1}, \ldots, X_T)'$ denote the vector where all non-considered subsamples are replaced by a sequence of constants $\{c_t\}$, in a similar way as we did for the starting values. We can now formally define the conditional prediction function.

**Definition 2.** The prediction function conditional on observing $X_{t_1:T} = x_{t_1:T}$ is defined as
\[ \psi_{T+1|t_1:T} := \psi_{T+1}^c(x^c_{t_1:T}; \theta). \quad (2.8) \]

Note that we phrase the conditional prediction function directly in terms of the approximate prediction function $\psi_{T+1}^c$ rather than the true prediction function. We take this “shortcut” because we cannot observe $x_0, x_{-1}, \ldots$, so we cannot condition on those values anyway. Therefore, the “true” conditional object (which we might represent as $\psi_{T+1|\infty:T}$), is, from an applied point of view, only the theoretical benchmark.

**Example 1.** (continued) For the conditional mean of an AR(1) process, conditioning only on the terminal observation $X_T = x_T$ suffices; that is, for any $t_1 \geq 1$ and any sequence $\{c_t\}$, we have that
\[ \psi_{T+1|t_1:T} = \psi_{T+1}^c(x^c_{t_1:T}; \theta) = \beta x_T = \psi_{T+1}^c(x^c_{T:T}; \theta) = \psi_{T+1|T}. \quad (2.9) \]

**Example 2.** (continued) For objects such as the conditional variance for the
GARCH(1,1), the conditioning set and the sequence \( \{c_t\} \) make a difference, as
\[
\psi_{T+1|t_1:T} = \psi_{T+1}^s(x_{t_1:T}; \theta) = \frac{\omega}{1-\beta} + \alpha \sum_{k=0}^{T-t_1} \beta^k x_{T-k}^2 \\
+ \alpha \sum_{k=1}^{T-t_1} \beta^k c_{t_1-k} + \alpha \beta^T \sum_{k=0}^{\infty} \beta^k s_{-k}^2,
\]
which differs depending on the choice of \( t_1 \). However, as will be shown later, with an appropriate choice of \( t_1 \), our Assumption 1.1 on the negligibility of the initial condition, also implies that the difference between \( \psi_{T+1|t_1:T} \) and \( \psi_{T+1|1:T} \) becomes negligible asymptotically.

Before introducing estimators for \( \theta \) let us discuss the objects we want to construct inference for. In principle there are two unknown objects one could develop statistical intervals for: \( \psi_{T+1}^s(x_{1:T}; \theta) \) (or slightly more generally \( \psi_{T+1}^s(x_{t_1:T}; \theta) \)) and \( \psi_{T+1}^s(x_{c_{t_1:T}}; \theta) \). For a GARCH(1,1), for instance, the first would read as
\[
\psi_{T+1}^s(x_{1:T}; \theta) = \frac{\omega}{1-\beta} + \alpha \sum_{k=0}^{T-t_1} \beta^k x_{T-k}^2
\]
whereas the second with \( t_1 = 1 \) reads as
\[
\psi_{T+1}^s(x_{1:T}; \theta) = \frac{\omega}{1-\beta} + \alpha \sum_{k=0}^{T-1} \beta^k x_{T-k}^2
\]
or more generally, if \( t_1 \) is not taken to be equal to one, as in (2.10). While statistical intervals for both objects can be constructed we focus here on conditional inference, i.e. on intervals for \( \psi_{T+1|t_1:T} = \psi_{T+1}^s(x_{t_1:T}; \theta) \). In a time series context intervals for \( \psi_{T+1|t_1:T} \) are motivated by the relevance property of [25] which postulates that intervals should relate to what actually happened during the sample period opposed to what might have happened. Indeed, intervals for \( \psi_{T+1|t_1:T} \) can theoretically be shown to be considerably shorter than the intervals for their unconditional counterparts. While the unconditional objects might lead to a conceptually easier analysis, our focus on the conditional objects is therefore not only theoretically but also empirically relevant.

2.1.1. Estimating the prediction function

As \( \theta \) is unobserved, we need to estimate it. We assume that the estimator is based on a subsample \( 1 : T_E \) (with \( 1 \leq T_E \leq T \)) of the process \( \{X^E_t\} \) which is potentially a different sample than \( \{X_t\} \) that arises in the prediction function. The estimator of \( \theta \) based on \( X^E_{1:T_E} = (X^E_1, \ldots, X^E_{T_E})' \) will be denoted by \( \hat{\theta}^E(X^E_{1:T_E}) \). The introduction of \( \{X^E_t\} \) serves three purposes: first, using a different process allows us to formulate the two-independent-processes argument
where $X_t^E = Y_t$, with $\{Y_t\}$ independent of $\{X_t\}$, $T_E = T$ and an interval is constructed for $\psi_{T+1|1:T}$. Second, it will allow us to discuss the standard approach where $X_t^E = X_t$, $T_E = T$, and an interval is constructed for $\psi_{T+1|1:T}$. Please note already here that this means that the same variables that arise in the prediction function are also used for estimating $\theta$. Third, it allows us to define the sample splitting approach which we study here. In this approach $X_t^E = X_t$ and an interval is constructed for $\psi_{T+1|TP:T}$ with $T_E < T_P$ (with $1 < T_P \leq T$) such that in contrast to the standard approach different subsamples are used for prediction and estimation.

Before we illustrate why the standard approach is problematic for constructing and evaluating conditional intervals, we need to define the final building block of prediction function estimation: the conditional prediction function estimator.

**Definition 3.** Let $1 \leq T_P \leq T$. Define the prediction function estimator conditional on observing $X_{T_P:T} = x_{T_P:T}$ as

$$\hat{\psi}_{T+1|T_P:T} := \hat{\psi}_{T+1}(x_{T_P:T}, X_{T_E:T_E}^E) = \psi_{T+1}^E(x_{T_P:T}, \hat{\theta}(X_{T_E:T_E}^E)).$$

(2.11)

Note that in the above definition we do not condition on the sample $X_{1:T_E}^E = X_{1:T_E}$ that is used to estimate $\theta$. The reason for not conditioning on $X_{1:T_E}^E = X_{1:T_E}$ is that the goal is to preserve the randomness in the second argument of $\psi_{T+1}^E$, i.e. in $\hat{\theta}(X_{1:T_E}^E)$, and consequently in $\hat{\psi}_{T+1|T_P:T}$. Hence, if this goal is achieved we can use the (non-degenerate) conditional (on $X_{T_P:T} = x_{T_P:T}$) distribution of $\hat{\psi}_{T+1|T_P:T}$ to construct confidence intervals for $\psi_{T+1|T_P:T}$. Having this said let us have a closer look at the standard approach. As mentioned above in the standard approach one has $X_t^E = X_t$, $T_P = 1$ and $T_E = T$.

Hence, denoting by $\hat{\psi}^{STA}_{T+1|1:T}$ the “standard” estimator of the prediction function estimator conditional on observing $X_{1:T} = x_{1:T}$, it becomes

$$\hat{\psi}^{STA}_{T+1|1:T} := \hat{\psi}_{T+1}(x_{1:T}, x_{1:T}) = \psi_{T+1}^E(x_{1:T}, \hat{\theta}(X_{1:T})).$$

(2.12)

Notice that there is no capital X in (2.12) because there is only one sample and one typically conditions on all values of this sample. Hence, (2.12) is non-random and thus does not have a distribution that could be used to construct intervals. Instead, to still be able to construct a “standard-looking” interval in practice, researchers typically implicitly rely on the (approximate) quantiles of the estimator

$$\hat{\psi}^{STA*}_{T+1|1:T} := \hat{\psi}_{T+1}(x_{1:T}, X_{1:T}) = \psi_{T+1}^E(x_{1:T}, \hat{\theta}(X_{1:T})).$$

(2.13)

It is well understood in the literature that considering the sample as random and non-random at the same time as in (2.13) does not provide a fully satisfactory justification of the intervals used in practice. For the readers not so familiar with the problem just discussed we provide two examples that both illustrate the problem arising from (2.13). The examples illustrate that the severity of the problem may vary; ranging from only complicating the analysis (Example 1) to making the analysis impossible (Example 2).
Example 1. (continued) For the AR(1), we know from (2.9) that $\psi_{T+1|1:T} = \psi_{T+1}(x_{1:T}; \theta) = \beta x_T$. Estimating $\beta$ by OLS, say $\hat{\beta}(X_{1:T})$, the estimator in (2.13) becomes

$$\psi_{T+1|1:T} = \psi_{T+1}(x_{1:T}; \hat{\beta}(X_{1:T})) = \psi_{T+1}(x_{1:T}, \hat{\beta}(X_{1:T})) = \hat{\beta}(X_{1:T}) x_T. \quad (2.14)$$

Note the discrepancy in treating the terminal observation as random in the estimation sample, yet fixed for the prediction sample. To construct an interval for $\beta x_T$, one uses

$$\sqrt{T}(\hat{\beta}(X_{1:T}) - \beta) \xrightarrow{d} N(0, \sigma_\beta^2) \quad (2.15)$$

with $\sigma_\beta^2 = 1 - \beta^2$ (cf. [22, p. 215]) and that one can estimate the variance of this normal distribution by $\hat{\sigma}_\beta^2(X_{1:T}) = 1 - \hat{\beta}(X_{1:T})^2$. Then an interval for $\beta x_T$ is typically constructed the following way:

$$\hat{\beta}(X_{1:T}) x_T \pm \Phi^{-1}(\gamma/2) x_T \hat{\sigma}(X_{1:T}) / \sqrt{T}, \quad (2.16)$$

where $\Phi^{-1}$ denotes the standard normal quantile function. However, the interval in (2.16) is hard to interpret as the terminal observation is treated simultaneously as fixed and random. In essence, researchers typically approximate the distribution of $\sqrt{T}(\hat{\beta}(X_{1:T}) - \beta) x_T$ instead of the conditional distribution of $\sqrt{T}(\hat{\beta}(X_{1:T}) - \beta) x_T$ given $X_T = x_T$. The approximation of the latter appears rather cumbersome because even the rather simple condition $X_T = x_T$ has an influence on the whole series $X_{1:T}$; see, for instance, the discussion [29]. Despite the challenge, [40] obtains such approximation based on Edgeworth expansions in the case of $\varepsilon_t \overset{iid}{\sim} N(0, \sigma^2)$.

Example 2. (continued) For the conditional variance of the GARCH(1,1), the standard estimator of the prediction function conditional on $X_{1:T} = x_{1:T}$, is given by

$$\hat{\sigma}^2_{T+1|1:T} = \psi_{T+1}^s(x_{1:T}; \hat{\theta}(x_{1:T})) = \frac{\hat{\omega}(x_{1:T})}{1 - \hat{\beta}(x_{1:T})} + \hat{\alpha}(x_{1:T}) \sum_{k=0}^{T-1} \hat{\beta}(x_{1:T})^k x_{T-k}^2 + \hat{\alpha}(x_{1:T}) \hat{\beta}(x_{1:T}) T \sum_{k=0}^{\infty} \hat{\beta}(x_{1:T})^k s_{-k}^2, \quad (2.17)$$

where $\hat{\theta}(x_{1:T}) = (\hat{\omega}(x_{1:T}), \hat{\alpha}(x_{1:T}), \hat{\beta}(x_{1:T}))'$ is some estimate for $\theta$ depending on $x_{1:T}$. Clearly, (2.17) illustrates for the GARCH(1,1) the above mentioned problem that the standard estimator is not random (after conditioning). For the GARCH(1,1) the estimator in (2.13) whose quantiles are used for an interval
reads as
\[
\hat{\sigma}_{T+1}^{2, STA^*} = \psi_{T+1}(x_{1:T}; \hat{\theta}(X_{1:T})) = \frac{\hat{\omega}(X_{1:T})}{1 - \hat{\beta}(X_{1:T})} + \hat{\alpha}(X_{1:T}) \sum_{k=0}^{T-1} \hat{\beta}(X_{1:T})^k x_{T-k}^2 \\
+ \hat{\alpha}(X_{1:T}) \hat{\beta}(X_{1:T})^T \sum_{k=0}^{\infty} \hat{\beta}(X_{1:T})^k s_{2,k}^2.
\]

(2.18)

This quantity exemplifies for the GARCH(1,1) that the complete sample is regarded as random and non-random at the same time. While for the AR(1) this complicated the analysis, yet not made it impossible, the dependence on the complete sample here makes it difficult to use this quantity to make meaningful probabilistic statements.

2.2. Argument of two independent processes

The argument of two independent processes can at least be traced back to [1], who studies the prediction of AR time series. It reoccurs in [31, p. 394]: "...the series used for estimation of parameters and the series used for prediction are generated from two independent processes which have the same stochastic structure." The same argument also appears in [33, p. 95] and in [17]. Let \( \{Y_t\} \) be a process independent of \( \{X_t\} \) defined on the same probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with \( \{Y_t\} \) having the same stochastic structure as \( \{X_t\} \). In addition to the sample \( X_{1:T} \) of the process \( \{X_t\} \), suppose there is a sample \( Y_{1:T} = (Y_1, \ldots, Y_T)' \) of the process \( \{Y_t\} \) that we use as estimation sample, that is \( X_{1:T} = Y_{1:T} \). In this situation we denote the conditional prediction function estimator of Definition 3 by \( \hat{\psi}_{T+1|1:T} \) and it equals
\[
\hat{\psi}_{T+1|1:T}^{2IP} := \hat{\psi}_{T+1}(x_{1:T}, Y_{1:T}) = \psi_{T+1}(x_{1:T}; \hat{\theta}(Y_{1:T})).
\]

(2.19)

Notice that (2.19) does not have the same shortcoming as (2.13) because even if we consider \( x_{1:T} \) to be known we can nevertheless consider \( \hat{\theta}(Y_{1:T}) \) to be random and can hence use its distribution to construct intervals. Throughout this paper, we call (2.19), the 2IP (two independent processes) estimator. Then, a conditional interval \( I_{2IP}^2(X_{1:T}, Y_{1:T}) \) can be based on the (approximate) quantiles of \( \hat{\psi}_{T+1|1:T}^{2IP} \). It satisfies
\[
\mathbb{P} \left[ I_{2IP}^2(x_{1:T}, Y_{1:T}) \ni \psi_{T+1|1:T} \left| X_{1:T} = x_{1:T} \right. \right] = 1 - \gamma,
\]

(2.20)

with the approximate sign indicating asymptotic equivalence. Note that the independence implies that the distribution of \( Y_{1:T} \) in (2.20) does not depend on the realization \( x_{1:T} \), yet the statement does depend on \( x_{1:T} \) because the interval depends on it (for the AR(1) this can be directly seen from (2.16) when replacing \( X_{1:T} \) by \( Y_{1:T} \)). Although the 2IP approach is statistically sound, it assumes two
independent processes with the same stochastic structure. [40] points out that
the assumption “is quite unrealistic in practical situations” (p. 241). Indeed,
it is difficult to imagine this assumption to be satisfied in any real-life appli-
cation beyond experimental settings. Moreover, as only one sample realization
is available, to compute the estimate of the interval $I^{2IP}_{\gamma}(x_{1:T}, Y_{1:T})$ it is
frequently suggested to take $Y_{1:T} = x_{1:T}$, violating the independence assumption.
Thus, the 2IP approach appears to be a rather questionable justification for the
usual interval, and as such, in this paper we provide an alternative, realistic,
justification of (asymptotically equivalent) intervals based on sample splitting.

2.3. Sample-split estimation

An intuitive motivation for the sample-split approach is the successive decline
of the influence of past observations present in a substantial class of time series
models. This property permits to split our sample into two (asymptotically)
independent subsamples. Consider the end point of the estimation sample, $T_E$,
and the starting point of the prediction sample, $T_P$ satisfying $1 < T_E < T_P \leq T$,
such that the two samples are non-overlapping. In this situation we denote the
conditional prediction function estimator of Definition 3 by $\hat{\psi}^{SPL}_{T+1|T_P:T}$ and it is
given by

$$\hat{\psi}^{SPL}_{T+1|T_P:T} := \hat{\psi}_{T+1}(x_{T+1|T_P:T}, x_{1:T_E}) = \psi_{T+1}(x_{T+1|T_P:T}; \hat{\theta}(x_{1:T_E})).$$

(2.21)

Throughout the paper, we call (2.21) the SPL estimator (due to SPLitting).
Similar to the two sample approach, we can consider the first argument of $\hat{\psi}^{SPL}_{T+1}$
in (2.21) as given and the second argument as random since the subsamples are
non-overlapping. A conditional interval $I^{SPL}_{\gamma}(x_{T_P:T}, x_{1:T_E})$ can be constructed
such that

$$P\left[I^{SPL}_{\gamma}(x_{T_P:T}, x_{1:T_E}) \ni \psi_{T+1|T_P:T} \mid x_{T_P:T} = x_{T_P:T}\right] = 1 - \gamma. \quad (2.22)$$

This statement does make sense as there is still randomness in $\hat{\theta}(x_{1:T_E})$ since
$x_{1:T_E}$ is not conditioned upon, yet the last $T - T_P + 1$ values of $\{X_t\}_{t=1}^{T_E}$ are
fixed such that their randomness is not taken into account. Similar to (2.20),
the statement in (2.22) does depend on $x_{T_P:T}$ and in contrast to $x_{1:T}$ in (2.20)
the realization $x_{T_P:T}$ may influence the distribution of $X_{1:T_E}$. However, as said
at the beginning of this subsection the idea of the sample split approach is that
this dependence will vanish asymptotically.

Remark 1. In Section 3 we will discuss how $T_E$ and $T_P$ should be chosen from an
asymptotic perspective to ensure that our regularity conditions are fulfilled. As
we only consider sample splitting as a theoretical approach to validate commonly
constructed conditional confidence intervals, these asymptotic guidelines are
sufficient for our purposes and we do not have to consider how to choose $T_E$ and
$T_P$ in practice. Of course, one could use the sample-split approach in practice to
construct confidence intervals; we present some simulation results in Section 4.
which indicate that the split-approach may lead to better intervals in practice. Of course, there is a trade-off between obtaining less dependence between the two subsamples and estimation precision. For the Gaussian AR(1) setting, [40] derives asymptotic expansions for the case where, in our notation, $T_E = T - l$ and $T_P = T$ for some $l \geq 0$, showing that even in this simple case there is indeed a trade-off as described above and the optimal choice of $l$ is unclear.

An interesting extension of our analysis, in particular in view of the results of Section 4, would therefore be to investigate the optimal choices of $T_E$ and $T_P$ to achieve the most accurate confidence intervals in small samples. However, determining the optimal choice is likely to require other tools than used here. This is therefore outside the scope of the current paper.

3. Asymptotic justification

In this section, we connect the sample-split procedure of Section 2.3 with the two-independent-samples approach of Section 2.2. First, in Section 3.1, we show that the notion of weak convergence is inadequate to study asymptotic closeness for objects that vary over time and discuss the concept of merging. Then, in Section 3.2 we link the 2IP and the SPL estimator by proving that their conditional distributions merge in probability (Theorem 1). Thereafter, in Section 3.3, we construct asymptotically valid intervals (Theorem 2) and show that the sample-split intervals coincide asymptotically with the intervals commonly constructed by practitioners (Theorem 3). Last, in Section 3.4, we state intervals of reduced form and simplified theoretical results under asymptotic normality of the parameter estimator.

3.1. Merging

To illustrate the inappropriateness of weak convergence in the context considered here, we revisit Example 1 for the 2IP approach and the SPL approach, which shows that studying asymptotic closeness between conditional distributions is often complicated by the absence of a limiting distribution.

Example 1. (continued) For the 2IP approach (2.15) implies that $\sqrt{T}(\hat{\beta}(Y_{1:T}) - \beta) \xrightarrow{d} N(0, \sigma_x^2)$ and it entails that $\sqrt{T}(\hat{\beta}(Y_{1:T}) - \beta) x$ converges weakly to $N(0, \sigma_x^2 x^2)$ for any fixed $x \neq 0$. Further, the result suggests that the conditional distribution of $\sqrt{T}(\hat{\beta}(Y_{1:T}) - \beta) X_T$ given $X_T = x_T$, which is just the distribution of $\sqrt{T}(\hat{\beta}(Y_{1:T}) - \beta) x_T$, is asymptotically close to $N(0, \sigma_x^2 x_T^2)$. Similarly, for the SPL-approach with $T_E/T \rightarrow 1$ we have $\sqrt{T}(\hat{\beta}(X_{1:T_E}) - \beta) \xrightarrow{d} N(0, \sigma_x^2)$ which suggests as well (if the gap between $T_E$ and $T$ is large enough which will be formally specified below) that the conditional distribution of $\sqrt{T_E}(\hat{\beta}(X_{1:T_E}) - \beta) X_T$ given $X_T = x_T$ is also close to $N(0, \sigma_x^2 x_T^2)$. For both approaches the approximating distribution $N(0, \sigma_x^2 x_T^2)$ varies with $T$ through the terminal realization.
Note that the concept of weak convergence is not applicable in this context to characterize this asymptotic closeness, as it requires a (fixed) limiting distribution, which is absent here.

Next, we discuss what closeness means in the absence of a limiting distribution. To do so, first recall that weak convergence of a sequence of cdfs \( \{F_T\} \) on \( \mathbb{R}^k \) with \( k \in \mathbb{N} \), i.e. \( F_T(x) \to F(x) \) for all continuity points of \( F \), can alternatively be defined by \( d_{BL}(F_T, F) \to 0 \). Here \( d_{BL} \) denotes the bounded Lipschitz metric defined by

\[
d_{BL}(F, G) = \sup \left\{ \left| \int f d(F - G) \right| : ||f||_{BL} \leq 1 \right\},
\]

where for any real-valued function \( f \) on \( \mathbb{R}^k \) one puts \( ||f||_{BL} = \sup_x |f(x)| + \sup_{x \neq y} \frac{|f(x) - f(y)|}{|x - y|} \), with \( ||\cdot|| \) denoting the Euclidean norm, i.e. \( ||A|| = \sqrt{tr(A'A)} \) for any vector or matrix \( A \). We will employ the bounded Lipschitz metric in Definition 4 below to define merging for sequences of distribution functions. Our definition follows [16] who uses the bounded Lipschitz metric with probability measures replacing the distribution functions in Equation (3.1) to define merging for sequences of probability measures on separable metric spaces. Because we are working on the real line we prefer to define merging for distribution functions instead of probability measures. Before giving the definition of merging for distribution functions it is worth mentioning that [16] shows that defining merging with respect to the bounded Lipschitz metric is equivalent to defining merging with respect to the Lévy-Prokhorov metric; for discussions on further possibilities to define merging see [13] and [14].

**Definition 4 (Merging).** Two sequences of cdfs \( \{F_T\} \) and \( \{G_T\} \) are said to merge if and only if \( d_{BL}(F_T, G_T) \to 0 \) as \( T \to \infty \).

Note that weak convergence can be seen as a special case of merging with \( G_T = G \) for all \( T \in \mathbb{N} \).

While merging is appropriate to capture the asymptotic closeness of the conditional distribution of \( \sqrt{T}(\hat{\beta}(\mathbf{Y}_{1:T}) - \beta)X_T \) and \( N(0, \sigma_x^2 x_T^2) \) for a given sample \( X_T = x_T \), we now extend the concept in a way that allows us to deal with asymptotic closeness when we do not condition on a particular sample. The necessity of this definition can again be exemplified by the AR(1), which also illustrates how we will deal the dependence of the statements in (2.20) and in (2.22) on the sample that we mentioned below these equations. For instance, in Example 1 as described at the beginning of this section, the goal would be to formalize a statement like ‘when \( T \) is large, the probability of all \( x_T \) such that the distribution of \( \sqrt{T}(\hat{\beta}(\mathbf{X}_{1:T}) - \beta)x_T \) merges with that of \( \sqrt{T_E}(\hat{\beta}(\mathbf{X}_{1:T_e}) - \beta)x_T \) is approximately equal to one’. We now first introduce the conditional distributions of the 2IP and the SPL estimator in the general case and then give the definition capturing what we just illustrated for the AR(1).

Let \( m_T \) and \( m_{T_e} \) be two sequences of normalizing constants with \( m_T, m_{T_e} \to \infty \) (e.g. \( m_T = \sqrt{T} \) and \( m_{T_e} = \sqrt{T_E} \)). For any \( t_1 \geq 1 \), we define the sub \( \sigma \)-algebra \( \mathcal{I}_{t_1:T} = \sigma(X_t : t_1 \leq t \leq T) \). We denote the conditional cdfs of the 2IP and SPL
estimator by

\[ F_{2IP}^T(\tau | I_{1:T}) := \mathbb{P}[m_T(\hat{\psi}_{T+1}(X_{1:T}, Y_{1:T}) - \psi_{T+1}) \leq \tau | I_{1:T}] \]  

(3.2)

\[ F_{SPL}^T(\tau | I_{T_p:T}) := \mathbb{P}[m_{T_p}(\hat{\psi}_{T+1}(X_{T_p:T}, X_{1:T_p}) - \psi_{T+1}) \leq \tau | I_{T_p:T}] \]  

(3.3)

respectively, so that by specifying an event of \( I_{1:T} \) and \( I_{T_p:T} \), we see that (3.2) and (3.3) are just the centered and scaled distributions of (2.19) and (2.21), respectively. Please note that (3.3) actually also depends on \( c \), see (2.21), but since our assumptions will ensure that this dependence vanishes asymptotically we prefer to suppress the dependence on \( c \) here.

**Remark 2.** Although not explicitly mentioned above we consider (3.2) and (3.3) to be regular conditional cdfs, which indicates that we assume that \( F_{2IP}^T(\cdot | I_{1:T})(\omega) \) and \( F_{SPL}^T(\cdot | I_{T_p:T})(\omega) \) are cdfs for every \( \omega \in \Omega \); for the exact definition and the existence see [16, Section 10.2].

We can now define merging in probability (we do so without explicitly using the conditional cdfs of the 2IP and the SPL approach).

**Definition 5 (Merging in Probability).** Two sequences of conditional cdfs \( \{F_T\} \) and \( \{G_T\} \) are said to merge in probability if and only if \( d_{BL}(F_T, G_T) \overset{P}{\to} 0 \) as \( T \to \infty \), where “\( \overset{P}{\to} \)” denotes “convergence in probability”.

**Remark 3.** As alluded to in the introduction [3] also consider merging and merging in probability. In contrast to Definitions 4 and 5, respectively, they use the set of bounded continuous functions on the real line to define merging and also to define merging in probability; see their Definitions 1 and 2, respectively. The connection between this approach to define merging and the Lévy-Prokhorov metric is considered in [14].

### 3.2. Merging of 2IP and SPL in probability

Here, we give conditions such that the conditional cdfs of the 2IP and SPL estimator merge. Clearly, the conditional confidence intervals are functions of these distributions so that their merging is a building block for the study of the conditional confidence intervals based on them. The conditions we give are divided into three parts. Roughly speaking, the first part (general assumptions) makes sure that the function we want to predict is well behaved and that we can estimate the parameter it depends on. The second part (two independent processes) and third part (SPL estimator) guarantee that these assumptions are met by the 2IP and the SPL method. To write the conditions in compact form we employ the usual stochastic order symbols \( O_p \) and \( o_p \). We assume that \( \theta_0 \) belongs to the interior of \( \Theta \), i.e. \( \theta_0 \in \Theta \), and we denote the set of all bounded, real-valued Lipschitz functions on \( \mathbb{R}^r \) by \( BL = \{ h : \mathbb{R}^r \to \mathbb{R} : ||h||_{BL} < \infty \} \).

We start with the general assumptions.

**Assumption 1 (General Assumptions).**

\[ m_T(\hat{\theta}(X_{1:T}) - \theta_0) \overset{d}{\to} G_\infty \text{ as } T \to \infty \text{ for some cdf } G_\infty : \mathbb{R}^r \to [0, 1]; \]
b (Differentiability) \( \psi(\cdot; \theta) \) is continuous on \( \Theta \) and twice differentiable on \( \hat{\Theta} \);

c (Gradient) \( \left\| \frac{\partial \psi(X_T, X_{T-1}, \ldots; \theta_0)}{\partial \theta} \right\| = O_p(1) \);

d (Hessian) \( \sup_{\theta \in \mathcal{Y}(\theta_0)} \left\| \frac{\partial^2 \psi(X_T, X_{T-1}, \ldots; \theta)}{\partial \theta \partial \theta'} \right\| = O_p(1) \) for some open neighborhood \( \mathcal{Y}(\theta_0) \) around \( \theta_0 \);

e (Initial Condition) Given sequences \( \{s_t\} \) and \( \{c_t\} \), we have

\[
\left\| \frac{\partial^2 \psi^c_{T+1}(X_{t_1}; \theta)}{\partial \theta \partial \theta'} - \frac{\partial \psi^c(X_{T}, X_{T-1}, \ldots; \theta)}{\partial \theta} \right\| = o_p(1),
\]

\[
\sup_{\theta \in \mathcal{Y}(\theta_0)} \left\| \frac{\partial^2 \psi^c_{T+1}(X_{t_1}; \theta)}{\partial \theta \partial \theta'} - \frac{\partial^2 \psi(X_T, X_{T-1}, \ldots; \theta)}{\partial \theta \partial \theta'} \right\| = o_p(1)
\]

for any \( t_1 \geq 1 \) such that \((T - t_1)/l_T \to \infty \) as \( T \to \infty \) and for some model-specific \( l_T \) with \( l_T \to \infty \).

Assumption 1.a implies the existence of a limiting distribution for the parameter estimator. The differentiability assumption in 1.b plus the boundedness Assumptions 1.c ensure that the scaled prediction function estimators can accurately be approximated by a Taylor expansion; see Lemma 1 for details. Assumption 1.e with \( t_1 = 1 \) ensures the negligibility of the starting values when using the full-sample for prediction, while taking \( t_1 = T_p \) ensures that this extends to the case where additionally \( X_1, \ldots, X_{T_p-1} \) are replaced by constants, i.e. where only the subsample \( (X_{T_p}, \ldots, X_T) \) is used for prediction. This assumption implicitly limits the choice of \( T_p \); as replacing past values of \( X_t \) for \( t < T_p \) by arbitrary constants should have a negligible effect, \( T - T_p \) needs to increase faster than some lower bound \( l_T \). For models exhibiting an exponential decay in memory, it typically suffices to take \( l_T = \log T \) (see e.g. [6, Eq. (4.6)]).

For the 2IP estimator, we additionally need the two-independent-processes assumption, which is formalized in Assumption 2.

**Assumption 2** (Two Independent Processes).

a (Existence) \( \{Y_t\} \) is a process defined on \( (\Omega, \mathcal{F}, \mathbb{P}) \), distributed as \( \{X_t\} \);

b (Independence) \( Y_t \) is independent of \( \{X_t\} \).

For the SPL estimator we replace the two-independent-processes assumption by a stationarity and a weak dependence condition, which allows to split our sample into two (asymptotically) independent and identical subsamples. In addition we need an assumption on \( T_p \) and \( T_E \) as functions of \( T \), that is \( T_E(T) \) and \( T_P(T) \).

**Assumption 3** (SPL Estimator).

a (Rates) The functions \( T_p : \mathbb{N} \to \mathbb{N} \) and \( T_E : \mathbb{N} \to \mathbb{N} \) satisfy \( T_E(T) < T_P(T) \) for all \( T \), while \( \frac{T - T_P(T)}{T} \to \infty \) and \( mT_E(T)/mT \to 1 \) as \( T \to \infty \);

b (Strict Stationarity) \( \{X_t\} \) is a strictly stationary process;
c (Weak Dependence) \( \{X_t\} \) satisfies for each \( h \in BL \)

\[
\int h d \left( G^{SPL}_{T_E}(\cdot|\mathcal{I}_{T_P:T}) - G^{SPL}_{T_E} \right) \xrightarrow{P} 0 \quad \text{as} \quad T \to \infty,
\]

where \( G^{SPL}_{T_E} \) denotes the unconditional cdf of \( m_{T_E}(\hat{\theta}(X_{1:T_E}) - \theta_0) \) and \( G^{SPL}_{T_E}(\cdot|\mathcal{I}_{T_P:T}) \) the corresponding conditional cdf given \( \mathcal{I}_{T_P:T} \).

The subsample size assumption in 3.a ensures that the number of observations used for conditioning is increasing, which along with the negligibility of the initial conditions implies that the truncation of the prediction function is negligible. Furthermore, the sample size used for estimation should increase fast enough that the respective scaling of the 2IP and SPL estimators, \( m_T \) and \( m_{T_E} \) respectively, are asymptotically identical. If \( m_T \) increases no faster than a polynomial rate, which is generally the case, it is sufficient that \( T_P/T \to 1 \) for \( m_{T_E}/m_T \to 1 \) to hold.

The stationarity assumption in 3.b can actually be relaxed; what matters is that the conditions in Assumption 1 are still true if only a subsample is considered. In particular, we need that \( m_{T_E}(\hat{\theta}(X_{1:T_E}) - \theta_0) \xrightarrow{d} G_\infty \), which – along with the assumptions on gradient and Hessian – is certainly satisfied under stationarity. However, in general the assumption will be far too strict; here we use it simply to have a clear, interpretable assumption rather than a list of high-level assumptions that are difficult to interpret. The weak dependence condition in 3.c is met by numerous Markov processes. Intuitively, \((X_1, \ldots, X_{T_E})\) and \((X_{T_P}, \ldots, X_T)\) approach independence as their temporal distance \( T_P - T_E \) increases. We illustrate a particular case in the Remark 4.

**Remark 4.** Suppose \( \{X_t\} \) is strong mixing (cf. [15]) and let \( \alpha \) denote the strong mixing coefficient. For \( h \in BL \) and for all \( \epsilon > 0 \), Markov’s and Ibragimov’s inequality (cf. [21, Theorem A.5]) imply

\[
P \left[ \int h d \left( G^{SPL}_{T_E}(\cdot|\mathcal{I}_{T_P:T}) - G^{SPL}_{T_E} \right) \geq \epsilon \right] 
\leq \frac{1}{\epsilon} \int h d \left( G^{SPL}_{T_E}(\cdot|\mathcal{I}_{T_P:T}) - G^{SPL}_{T_E} \right) 
\leq \frac{1}{\epsilon} \text{Cov} \left[ h \left( m_{T_E}(\hat{\theta}(X_{1:T_E}) - \theta_0) \right), \text{sign} \left\{ \int h d \left( G^{SPL}_{T_E}(\cdot|\mathcal{I}_{T_P:T}) - G^{SPL}_{T_E} \right) \right\} \right] 
\leq \frac{4||h||_{BL}}{\epsilon} \alpha(T_P - T_E).
\]

Taking \( T_P - T_E \to \infty \) such that \( \alpha(T_P - T_E) \to 0 \) verifies Assumption 3.c.

Assumptions 1 to 3 are met by the AR and GARCH processes considered in Examples 1 and 2 (with 1.e holding for bounded sequences). A detailed verification of each assumption under mild conditions is provided in [6]. We state the following theorem.

**Theorem 1** (Merging of 2IP and SPL). Under Assumptions 1 to 3, \( F^{2IP}_T(\cdot|\mathcal{I}_{1:T}) \) and \( F^{SPL}_T(\cdot|\mathcal{I}_{T_P:T}) \) merge in probability.
Having established asymptotic closeness between the conditional cdfs \(F_{T}^{2IP}(\cdot|I_{1:T})\) and \(F_{T}^{SPL}(\cdot|I_{T_{p}:T})\), we now turn to the construction of asymptotic intervals.

### 3.3. Interval construction

Henceforth, for any cdf \(F\) we write \(F^{-1}\) to denote its generalized inverse given by \(F^{-1}(u) = \inf\{\tau \in \mathbb{R} : F(\tau) \geq u\}\). A confidence interval for \(\hat{\psi}_{T+1}\) based on quantiles of (3.2) or (3.3) is typically infeasible as these cumulative distribution functions are unknown for finite \(T\). Here, they are infeasible because roughly they are the distribution functions of some weights which induce merging multiplied by \(m_{T}(\hat{\theta}(X_{1:T}) - \theta_{0})\) and \(m_{T_{E}}(\hat{\theta}(X_{1:T_{E}}) - \theta_{0})\), respectively, where, in general, the distributions of \(m_{T}(\hat{\theta}(X_{1:T}) - \theta_{0})\) and \(m_{T_{E}}(\hat{\theta}(X_{1:T_{E}}) - \theta_{0})\) are unknown in finite samples. Since these are the only unknown distributions an asymptotic approximation can be based on \(G_{\infty}\) with merging induced by the non-convergent weights. In general, we also need to estimate \(G_{\infty}\); see Examples 4 and 5 below for common approaches. We denote estimators of (3.2) and (3.3) resulting from this approximation by \(\hat{F}_{T}^{2IP}(\cdot)\) and \(\hat{F}_{T}^{SPL}(\cdot)\), respectively. In Section 3.4, we provide explicit expressions when \(G_{\infty}\) is multivariate normal. For the general construction, we refer to relations (A.6) and (A.7) in Appendix A and the explanations preceding these relations. Based on the 2IP approach, we consider an interval of the form

\[
I_{\gamma}^{2IP}(x_{1:T}, y_{1:T}) = \left[\hat{\psi}_{T+1}(x_{1:T}, y_{1:T}) - \frac{\hat{F}_{T}^{2IP}^{-1}(1 - \gamma_{2})}{m_{T}}, \hat{\psi}_{T+1}(x_{1:T}, y_{1:T}) - \frac{\hat{F}_{T}^{2IP}^{-1}(\gamma_{1})}{m_{T}}\right]
\]

or

\[
I_{\gamma}^{2IP}(x_{T_{p}:T}, y_{1:T}) = \left[\hat{\psi}_{T+1}(x_{T_{p}:T}, x_{1:T}) - \frac{\hat{F}_{T}^{2IP}^{-1}(1 - \gamma_{2})}{m_{T_{E}}}, \hat{\psi}_{T+1}(x_{T_{p}:T}, x_{1:T}) - \frac{\hat{F}_{T}^{2IP}^{-1}(\gamma_{1})}{m_{T_{E}}}\right]
\]

where \(\gamma_{1}, \gamma_{2} \in [0, 1]\) satisfy \(\gamma = \gamma_{1} + \gamma_{2}\). We typically take \(\gamma_{1} = \gamma_{2} = \gamma/2\) such that the interval is equal-tailed. Similarly, we construct the following sample split interval:

\[
I_{\gamma}^{SPL}(x_{T_{p}:T}, x_{1:T_{E}}) = \left[\hat{\psi}_{T+1}(x_{T_{p}:T}, x_{1:T_{E}}) - \frac{\hat{F}_{T}^{SPL}^{-1}(1 - \gamma_{2})}{m_{T_{E}}}, \hat{\psi}_{T+1}(x_{T_{p}:T}, x_{1:T_{E}}) - \frac{\hat{F}_{T}^{SPL}^{-1}(\gamma_{1})}{m_{T_{E}}}\right]
\]

or

\[
I_{\gamma}^{SPL}(x_{T_{p}:T}, x_{1:T_{E}}) = \left[\hat{\psi}_{T+1}(x_{T_{p}:T}, x_{1:T_{E}}) - \frac{\hat{F}_{T}^{SPL}^{-1}(1 - \gamma_{2})}{m_{T_{E}}}, \hat{\psi}_{T+1}(x_{T_{p}:T}, x_{1:T_{E}}) - \frac{\hat{F}_{T}^{SPL}^{-1}(\gamma_{1})}{m_{T_{E}}}\right]
\]

To achieve correct coverage, we need that \(\hat{F}_{T}^{2IP}(\cdot)\) and \(\hat{F}_{T}^{2IP}(\cdot|I_{1:T})\) merge in probability and likewise for SPL. A sufficient condition for this in our setting is that we can consistently estimate the asymptotic distribution of the parameter.
estimator, $G_\infty$, by an appropriate estimator. This is formulated in Assumption 4 below.

**Assumption 4 (CDF Estimator).** Let $\hat{G}_T(\cdot)$ denote a random ($r$-dimensional) cdf as a function of $X_{1:T}$, used to estimate $G_\infty$. Then $\int h \, d\hat{G}_T(\cdot) \overset{P}{\to} \int h \, dG_\infty$ as $T \to \infty$ for all $h \in BL$.

Although we did not explicitly specify in Assumption 4 the dependence of $\hat{G}_T$ on $X_{1:T}$, it should be understood to hold for any subsample of $X_{1:T}$ whose size goes to infinity. The verification of Assumption 4 is a standard step in asymptotic analysis. The two examples below provide common methods for verifying Assumption 4.

**Example 4.** Suppose that $G_\infty$ belongs to some parametric family $\{G_{\theta,\xi} | \theta \in \Theta, \xi \in \Xi\}$. Then, given some consistent estimators $\hat{\theta}(X_{1:T})$ and $\hat{\xi}(X_{1:T})$ for $\theta_0$ and $\xi_0$ respectively, it follows from the continuous mapping theorem that $\hat{G}_T = G_{\hat{\theta}(X_{1:T}),\hat{\xi}(X_{1:T})}$ satisfies Assumption 4 if $G_{\theta,\xi}$ is continuous in $\theta$ and $\xi$.

**Example 5.** If $\hat{G}_T$ is based on a consistent bootstrap procedure for $G_\infty$ then Assumption 4 clearly holds.

The following theorem states the intervals’ asymptotic validity.

**Theorem 2 (Asymptotic Coverage).**

1. (a) Under Assumptions 1, 2 and 4, $F_{2IP}^T(I_{1:T})$ and $\hat{F}_{2IP}^T(\cdot)$ merge in probability.

(b) If in addition $F_{2IP}^T(\cdot)$ is stochastically uniformly equicontinuous, then

$$\mathbb{P}\left[I_{2IP}^T(x_{1:T}, Y_{1:T}) \ni \psi_{T+1} \bigg| I_{1:T}\right] \overset{P}{\to} 1 - \gamma. \quad (3.6)$$

2. (a) Under Assumptions 1, 3 and 4, $F_{SPL}^T(I_{T^P:T})$ and $\hat{F}_{SPL}^T(\cdot)$ merge in probability.

(b) If in addition $\hat{F}_{SPL}^T(\cdot)$ is stochastically uniformly equicontinuous, then

$$\mathbb{P}\left[I_{SPL}^T(x_{T^P:T}, X_{1:T}) \ni \psi_{T+1} \bigg| I_{T^P:T}\right] \overset{P}{\to} 1 - \gamma. \quad (3.7)$$

However, the standard approach, motivated by $I_{2IP}^T$ as in (3.6), computes an interval of the form $I_{2IP}^T(x_{1:T}, x_{1:T}) = I_{2IP}^T(x_{1:T}, x_{1:T})$ as only one sample realization is available. This, of course, strongly violates the independence assumption of $\{X_t\}$ and $\{Y_t\}$. Specifically, replacing $Y_{1:T}$ by $X_{1:T}$ in equation (3.4), leads to

$$I_{STA}^T(x_{1:T}, X_{1:T}) = \left[\hat{\psi}_{T+1}(x_{1:T}, X_{1:T}) - \frac{\hat{F}_{STA}^{-1}(1 - \gamma_2) - \hat{F}_{STA}^{-1}(\gamma_1)}{m_T}, \hat{\psi}_{T+1}(x_{1:T}, X_{1:T}) - \frac{\hat{F}_{STA}^{-1}(1 - \gamma_2) - \hat{F}_{STA}^{-1}(\gamma_1)}{m_T}\right]$$
\[
\hat{\psi}_{T+1|1:T} = \psi_{STA}^{-1}(\hat{F}_{STA}^{-1}(1 - \gamma_2)) - \frac{\hat{F}_{STA}^{-1}(\gamma_1)}{m_T}, \quad (3.8)
\]

where \(\hat{F}_{STA}(\cdot)\) is defined in relation (A.8) in Appendix A and the text preceding it. Whereas it is difficult to justify a conditional confidence interval like \(I_{STA}^{\gamma}(x_{1:T}, X_{1:T})\) directly due to the lack of randomness, we can provide a justification by characterizing how closely the interval resembles the SPL interval. We establish the asymptotic equivalence, defined in terms of location and (scaled) length, between the two intervals in the following theorem. Note that, as our characterization of equivalence is probabilistic, we need to introduce the “doubly random” versions of the STA and SPL estimators, where the sample we condition on is considered random. These estimators are denoted as \(\hat{\psi}_{T+1}(X_{1:T}, X_{1:T})\) and \(\psi_{STA}(X_{1:T}, X_{1:T})\) respectively.

**Theorem 3 (Asymptotic Equivalence Confidence Intervals).**

1. **(Location)** If Assumptions 1–3 hold, then
   \[
   \hat{\psi}_{T+1}(X_{1:T}, X_{1:T}) - \hat{\psi}_{T+1}(X_{T_p:T}, X_{1:T_E}) \overset{p}{\to} 0.
   \]

2. **(Length)** Under the assumptions of Theorem 1 and 2 and \(\hat{F}_{STA}^{-1}(\cdot)\) being stochastically pointwise continuous at \(u = \gamma_1, 1 - \gamma_2\), we have
   \[
   \hat{F}_{STA}^{-1}(u) - \hat{F}_{SPL}^{-1}(u) \overset{p}{\to} 0. \quad (3.9)
   \]

The first implication states that the locations of the two intervals coincide asymptotically. The second statement establishes asymptotic closeness of the selected quantiles such that the scaled lengths of the intervals in (3.5) and (3.8) coincide asymptotically; recall that \(m_T/m_{TE}\) converges to 1. As such, our sample-split interval coincides asymptotically with the standard interval, meaning that the standard interval can be substituted for an (asymptotically) equivalent interval which has a formal justification in terms of conditional coverage. As such, this provides a justification for the intervals commonly constructed in practice without having to rely on the two-independent-processes assumption.

### 3.4. Interval construction under normality

In this subsection we present intervals of reduced form and simplified theoretical results under asymptotic normality of the parameter estimator.

**Assumption 5 (Normality).** Let \(G_\infty\) be the cdf of the \(N(0, \Psi_0)\) distribution with \(\Psi_0 = \Psi(\theta_0, \xi_0)\) and assume there exist \(\Psi(X_{1:T})\) converging in probability to \(\Psi_0\).

Usually, the covariance estimator is obtained by inserting consistent estimators for \(\theta_0\) and \(\xi_0\) into \(\Psi_0\). Following the plug-in principle, we estimate
$F^{2IP}_{T}(|I_{1:T})$ by a normal distribution with expected value 0 and variance

$$\hat{\psi}^{2IP}_{T} = \frac{\partial \psi_{T+1}(x_{1:T}; \hat{\theta}(Y_{1:T}))}{\partial \theta'} \mathcal{Y}(Y_{1:T}) \frac{\partial \psi_{T+1}(x_{1:T}; \hat{\theta}(Y_{1:T}))}{\partial \theta}$$

such that $F^{2IP}_{T}(\cdot) = \Phi(\cdot / \sqrt{\hat{\psi}^{2IP}_{T}})$. Then, the interval in (3.4) simplifies to

$$I^{2IP}_{\gamma}(x_{1:T}, Y_{1:T}) = \left[ \hat{\psi}^{2IP}_{T+1|1:T} - \frac{\sqrt{\hat{\psi}^{2IP}_{T}} \Phi^{-1}(1 - \gamma/2)}{m_T}, \hat{\psi}^{2IP}_{T+1|1:T} - \frac{\sqrt{\hat{\psi}^{2IP}_{T}} \Phi^{-1}(\gamma/2)}{m_T} \right]. \quad (3.10)$$

Similarly, for the sample-split approach we consider $F^{SPL}_{T} = \Phi(\cdot / \sqrt{\hat{\psi}^{SPL}_{T}})$ with $\hat{\psi}^{SPL}_{T} = \frac{\partial \psi_{T+1}(x_{T_{p:T}, T}; \hat{\theta}(X_{1:T}))}{\partial \theta'} \mathcal{Y}(X_{1:T}) \frac{\partial \psi_{T+1}(x_{T_{p:T}, T}; \hat{\theta}(X_{1:T}))}{\partial \theta'}$ such that (3.5) reduces to

$$I^{SPL}_{\gamma}(x_{T_{p:T}}, X_{1:T}) = \left[ \hat{\psi}^{SPL}_{T+1|T_{p:T}} - \frac{\sqrt{\hat{\psi}^{SPL}_{T}} \Phi^{-1}(1 - \gamma/2)}{m_{T_{p:T}}}, \hat{\psi}^{SPL}_{T+1|T_{p:T}} - \frac{\sqrt{\hat{\psi}^{SPL}_{T}} \Phi^{-1}(\gamma/2)}{m_{T_{p:T}}} \right]. \quad (3.11)$$

In Appendix B we show that if the variance estimator is bounded away from zero in probability, e.g. $1/\hat{\psi}^{2IP}_{T} = O_p(1)$, then $F^{2IP}_{T}(\cdot)$ is stochastically uniform equicontinuous. Therefore, the asymptotic validity of both intervals can be deduced from Theorem 2.

**Corollary 1** (Asymptotic Coverage under Normality).

1. (a) Under Assumption 1, 2 and 5, $F^{2IP}_{T}(|I_{1:T})$ and $\Phi(\cdot / \sqrt{\hat{\psi}^{2IP}_{T}})$ merge in probability.

   (b) If in addition $1/\hat{\psi}^{2IP}_{T} = O_p(1)$, then

   $$\Pr \left[ I^{2IP}_{\gamma}(x_{1:T}, Y_{1:T}) \ni \psi_{T+1} \big| I_{1:T} \right] \xrightarrow{p} 1 - \gamma.$$  

2. (a) Under Assumption 1, 3 and 5, $F^{SPL}_{T}(|I_{T_{p:T}})$ and $\Phi(\cdot / \sqrt{\hat{\psi}^{SPL}_{T}})$ merge in probability.

   (b) If in addition $1/\hat{\psi}^{SPL}_{T} = O_p(1)$, then

   $$\Pr \left[ I^{SPL}_{\gamma}(x_{T_{p:T}}, X_{1:T}) \ni \psi_{T+1} \big| I_{T_{p:T}} \right] \xrightarrow{p} 1 - \gamma.$$  

Bounding the variance estimator away from zero in probability to establish that the conditional coverage probability converges to $1 - \gamma$ in probability has intuitive appeal: as $\hat{\psi}^{2IP}_{T}$ approaches zero, $N(0, \hat{\psi}^{2IP}_{T})$ becomes degenerate while the interval in (3.10) collapses (similar for SPL).
Table 1
AR models considered in the simulation study

<table>
<thead>
<tr>
<th>DGP</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
<th>( \beta_3 )</th>
<th>( \beta_4 )</th>
<th>( \beta_5 )</th>
<th>( \beta_6 )</th>
<th>( \beta_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.90</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>B</td>
<td>0.20</td>
<td>-0.50</td>
<td>0.40</td>
<td>0.40</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>C</td>
<td>1.20</td>
<td>-0.96</td>
<td>0.77</td>
<td>-0.61</td>
<td>0.49</td>
<td>-0.39</td>
<td>0.31</td>
</tr>
<tr>
<td>D</td>
<td>0.80</td>
<td>-0.64</td>
<td>0.51</td>
<td>-0.41</td>
<td>0.33</td>
<td>-0.26</td>
<td>0.21</td>
</tr>
</tbody>
</table>

For the standard interval, replacing \( Y_{1:T} \) by \( X_{1:T} \) in (3.10) leads to

\[
I_{T}^{STA}(X_{1:T}, X_{1:T}) = \left[ \sqrt{\hat{\upsilon}_{T}^{STA}(x_{1:T})} \Phi^{-1}(1 - \gamma_2), \sqrt{\hat{\upsilon}_{T}^{STA}(x_{1:T})} \Phi^{-1}(\gamma_1) \right] \tag{3.12}
\]

with \( \hat{\upsilon}_{T}^{STA} = \frac{\partial \psi_{T+1}(x_{1:T}; \hat{\theta}(X_{1:T}))}{m_T} \frac{\partial \psi_{T+1}(x_{1:T}; \hat{\theta}(X_{1:T}))}{\partial \theta} \). In Appendix B we prove that \( \hat{\upsilon}_{T}^{SPL} \) is bounded in probability, which in turn implies that the quantile function \( F_{T}^{SPL}^{-1}(\cdot) = \sqrt{\hat{\upsilon}_{T}^{SPL}(u)} \Phi^{-1}(\cdot) \) is stochastically pointwise equicontinuous at any \( u \in \mathbb{R} \). Hence, Theorem 3 applies. Whereas the first statement of the theorem remains unaffected, its second statement reads as follows under normality.

**Corollary 2 (Length under Normality).** Under the assumptions of Theorem 1 and Corollary 1, we have

\[
\sqrt{\hat{\upsilon}_{T}^{STA}(u)} - \sqrt{\hat{\upsilon}_{T}^{SPL}(u)} \overset{D}{\to} 0 \text{ for } u = \gamma_1, 1 - \gamma_2.
\]

4. Simulation-based evaluation of sample-split intervals

In this section we consider the actual implementation of the sample-split intervals in practice, by comparing their performance to the standard interval (based on the 2IP justification) in a Monte Carlo simulation study.

4.1. Conditional coverage

We first investigate conditional coverage. We consider the DGP

\[
x_t = \mu_t + \varepsilon_t, \quad \mu_t = \sum_{j=1}^{p} \beta_j x_{t-j}, \quad t = 1, \ldots, T, \tag{4.1}
\]

where we take \( T = 50, 75, 100, 150, 200 \). For the AR parameters we consider a large set of models, most of which are taken from Ng and Perron [34]. Several of these models are truncated AR approximations to ARMA(1,1) models, see Section 3 in [34]. We consider a selection of these models here as given in Table 1 (full results are available on request).
Let \( \hat{\beta}(x_{1:T_E}) = (\hat{\beta}_1(x_{1:T_E}), \ldots, \hat{\beta}_p(x_{1:T_E}))' \) denote the least squares estimate of (4.1) based on the sample \( x_{1:T_E} \). We then consider

\[
\hat{\mu}_{T+1} = \sum_{j=1}^{p} \hat{\beta}_j(x_{1:T_E}) x_{T-j+1} = x_{T_p:T} \hat{\beta}(x_{1:T_E})
\]

giving rise to the confidence interval

\[
C_{T+1} = \left[ \hat{\mu}_{T+1} - \sqrt{x_{T_p:T}' \hat{\Sigma}(x_{1:T_E}) x_{T_p:T} \Phi^{-1}(1 - \gamma/2)} / \sqrt{T_E}, \right. \\
\left. \hat{\mu}_{T+1} + \sqrt{x_{T_p:T}' \hat{\Sigma}(x_{1:T_E}) x_{T_p:T} \Phi^{-1}(\gamma/2)} / \sqrt{T_E} \right], 
\]

where \( \hat{\Sigma}(x_{1:T_E}) \) is the standard covariance matrix estimate of the least squares estimator.

Given the finite autoregressive order, we always take \( T_p = T - p + 1 \), but we vary \( T_E \). For the standard interval we take \( T_E = T \), while for the sample split intervals we vary \( T_E \) as \( T_E = T - p - x \sqrt{T/50} \) for a grid of values \( x = 0, 2, \ldots, 20 \). This setup allows us to evaluate the trade-off between using more observations for estimation (\( T_E \)) and creating a large enough gap between estimation and conditioning samples (\( T_p - T_E \)). We increase the gap for larger sample sizes by multiplying \( x \) with \( \sqrt{T/50} \), where the factor 50 is simply chosen such that \( \sqrt{T/50} = 1 \) for our smallest sample size \( T = 50 \). The \( \sqrt{\cdot} \) factor incorporates that with increasing sample size one automatically has more observations available for estimation, and thus the gap \( T_p - T_E \) can be widened at reduced cost. While the square root is not guided by theory, we consider it as it implies a compromise between using the additional observations for either estimation or increasing the gap. Moreover, as we consider a grid of values for \( x \) anyway, the results are informative for more general choices as well.

To simulate conditional coverage, we simulate (4.1) backwards, fixing the final \( p \) observations by drawing them from the stationary distribution once, and then keeping these values over all 10,000 simulations. As we take \( \varepsilon_t \sim \text{i.i.d.} N(0, 1) \), backwards simulation yields the same process as standard forward simulation. To investigate the sensitivity to the values of final \( p \) observations, we repeat the simulations 10 times, thus in total considering \( 10 \times 10,000 \) simulations per DGP. We take \( \gamma = 0.05 \).

Figure 1 reports the mean coverage, averaged over the 10 sets of simulations. On the horizontal axis we report the different intervals. The standard interval is denoted as STA while the SPL methods for the grid of \( x \) are denoted as SPLx. Overall we can see that for low order AR models, as expected the standard method performs well. The split method becomes less accurate when increasing \( T_p - T_E \), presumably because using fewer observations decreases the accuracy of the asymptotic Gaussian approximation. Indeed, the deterioration in coverage...
is mostly visible for the small sample sizes. However, for AR models of higher order, where the “overlap” between estimation and prediction samples becomes larger, the SPL intervals outperform the standard interval. The performance is still sensitive to the split point, with small $x$ the preferred choice, in particular for small sample sizes.

Figure 2 goes into more detail about the role of the observations conditioned on by displaying the median as well as minimum and maximum coverage over the 10 sets of simulated conditioned observations. While in general the patterns agree with the graphs for the mean coverage, these figures uncover some interesting insights. We see that in particular for higher order DGPs, the conditional coverage of the standard interval can be off by quite a large amount, dropping to as far as 0.4 for DGP D. While this only happens for an occasional value of $x_{T_{p:T}}$, this is a remarkable result in the light of conditional coverage. In addition, the SPL intervals do not suffer from the same flaw for any value of $x$, making them considerably more reliable.

Finally, we investigate the average length of the intervals in Figures 3. As would be expected, the smaller $T_E$, the wider the interval. The increase is rather moderate however. Moreover, there are a few instances where SPL with $x = 0$ actually gives shorter intervals than the standard interval.

Concluding, we find that the sample split intervals are more reliable than the standard interval, in particular when conditional coverage is concerned, provided $T_E$ is kept large (such that $T_P - T_E$ is small). As moreover the split intervals are not much wider than the standard intervals, if at all, their use in practice is recommended.

### 4.2. Overall coverage

In this section we report results obtained from simulating (4.1) forwards to estimate

$$\mathbb{P}(C_{T+1} \ni \mu_{T+1}) = \int \mathbb{P}(C_{T+1} \ni \mu_{T+1}|X_t = x_T, \ldots, X_{T-p+1} = x_{T-p+1}) \times f_{X_T,\ldots,X_{T-p+1}}(x_T, \ldots, x_p) \, dx_T \ldots dx_{T-p+1},$$

where $\mu_{T+1}$ and $C_{T+1}$ are as in (4.1) and (4.2), respectively, and $f_{X_T,\ldots,X_{T-p+1}}$ denotes the joint density of $X_T, \ldots, X_{T-p+1}$. When estimating this quantity we are not bound to consider normally distributed errors as in the previous section. Therefore, in our simulations we used gamma distributed errors shifted such that their expectations equal zero. Additionally, to see if the results are sensitive to the distribution of the error terms we ran some simulations with errors that follow a mixture distribution. Moreover, to make sure that the results are not driven by the estimation method we estimated the parameters for the results of this section by MLE. All results are based on 100,000 simulations and the level

---

$^3$Medians, minima and maxima show the same patterns as the means, and are therefore not shown here.
always equals 95%. As in the previous subsection we always took $T_P = T - p + 1$. For an AR(1) the coverage is even in small samples for both STA and sample-split close to the level with a mild dependency on the AR parameter; see Table 2 in Appendix C. On average, for $T = 50$ as well as $T_E = 40$ and $T_E = 45$ the STA intervals perform slightly better with the advantage of STA being smaller for $T_E = 45$. These conclusions also hold for AR(2) processes; see Table 3 in Appendix C. The picture changes already for an AR(4). For all combinations of $T$ and $T_E$ with $T - T_E$ ranging between 5, 10 and 15 the sample-split intervals perform better. Clearly, their advantage gets smaller as $T - T_E$ increases; see Table 4 in Appendix C. The same pattern but with a larger numerical advantage in terms of coverage for SPL intervals is observed in Tables 5 and 6 (also in Appendix C) for the AR(8) processes from Table 1. Presumably, the better performance of the SPL intervals for the AR(4) and the AR(8) processes is a result of multiplying the estimators of the AR coefficients which depend on the entire sample by the most recent observations which may move the true finite sample distribution away from the approximating normal distribution of the AR coefficient estimators. This is not the case for the sample split approach so that the normal approximation may work better although we use a smaller sample to estimate.

5. Prediction intervals

The preceding sections have focused purely on the construction of conditional confidence intervals to account for parameter uncertainty. Regarding prediction, a second source of uncertainty arises, that corresponds to the model’s innovation process. In this setting, parameter estimation is typically disregarded in textbooks as the stochastic fluctuation stemming from the estimation procedure is generally dominated by the stochastic fluctuation of the innovations. Although the resulting prediction intervals may be asymptotically valid, they are typically characterized by under-coverage in finite samples. In response, [35] introduce the concept of asymptotic pertinence to evaluate distribution approximations that account for the two sources of randomness, innovation and parameter estimation uncertainty, according to their general orders of magnitude. Whereas [30] and [41] study properties of the unconditional law of the forecast error, we focus on its conditional distribution to conform with the relevance property of [25]. The fundamental issue also arises when considering prediction if one attempts to account for parameter uncertainty. To illustrate this point, we revisit the introductory examples and write $*$ to denote the convolution operator.\(^4\)

**Example 1. (continued)** Prediction intervals for the AR are often constructed around the point estimate for the conditional mean. The conditional distribution

\[^4\]For independent variables $X$ and $Y$ with $X \sim F_X$, $Y \sim F_Y$ and $Z = X + Y \sim F_Z$, we write $F_Z = F_X \ast F_Y$ to denote $F_Z(z) = \int_{-\infty}^{z} F_X(z - y)dF_Y(y)$.\]
of the forecast error decomposes into
\[ P[X_{T+1} - \hat{\beta}(X_{1:T})X_T \leq |X_T = x_T] = P[\beta X_T - \hat{\beta}(X_{1:T})X_T \leq |X_T = x_T] \]
\[ \ast P[\varepsilon_{T+1} \leq .], \quad (5.1) \]
corresponding to estimation and innovation uncertainty, respectively. As argued
above, an approximation of \( P[\beta X_T - \hat{\beta}(X_{1:T})X_T \leq |X_T = x_T] \) appears rather
cumbersome. In the special case of \( \varepsilon_t \overset{\text{iid}}{\sim} N(0, \sigma^2) \), \([40, \text{Theorem 3}]\) gives an
approximation for (5.1) based on Edgeworth expansions.

**Example 2. (continued)** Suppose we are interested in providing a prediction
interval for \( X^2_{T+1} \) in the GARCH(1,1). Conditioning on \( X_{1:T} = x_{1:T} \), a natural
estimate of \( X^2_{T+1} \) is \( \hat{\sigma}^2_{T+1|1:T} \) as defined in (2.17), since \( \hat{\sigma}^2_{T+1|1:T} \) is its expected
value given information up to time \( T \). As
\[ P\left[X^2_{T+1} - \hat{\sigma}^2_{T+1|1:T} \leq |X_{1:T} = x_{1:T}\right] = P\left[\hat{\sigma}^2_{T+1} - \hat{\sigma}^2_{T+1|1:T} \leq |X_{1:T} = x_{1:T}\right] \]
\[ \ast P\left[\hat{\sigma}^2_{T+1|1:T}(\hat{\varepsilon}^2_{T+1} - 1) \leq \right], \quad (5.2) \]
where \( \hat{\sigma}^2_{T+1|1:T} \) is defined in (2.18), the desired prediction interval, say \( J^\gamma_{STA} \),
leads to a sensible probabilistic statement due to variability in \( \hat{\varepsilon}^2_{T+1} \):
\[ P\left[X^2_{T+1} \in J^\gamma_{STA}(X_{1:T}, X_{1:T}) \middle| X_{1:T} = x_{1:T}\right] = 1 - \gamma. \quad (5.3) \]

However, it cannot incorporate parameter uncertainty either, since the conditional
distribution \( P[\hat{\sigma}^2_{T+1} - \hat{\sigma}^2_{T+1|1:T} \leq |X_{1:T} = x_{1:T}] = P[\hat{\sigma}^2_{T+1|1:T} - \hat{\sigma}^2_{T+1|1:T} \leq ] \) is degenerate.

In his textbook \([39]\) resorts to a Bayesian-akin approach to avoid the fundamental
issue in forecasting. He argues that \( \theta \), although “fixed at the estimation
stage ... is viewed best as a random variable at the forecasting stage” (p. 389).
Consequently, he assigns some posterior distribution to \( \theta \) motivated by an
uniformed prior. Treating \( \theta \) not fixed but random, the fundamental issue does not
arise, however combining a frequentist view with a Bayesian method does not
seem to be coherent.

\([2]\) require the existence of a transitive statistic \( U = U(X_{1:T}) \) of fixed low
dimension to establish conditional independence between the sample \( X_{1:T} \) and
their considered future random variable given \( U = u. \) \([43, [44, [45]], [25, [26],
[27], and [28]]\) extend their approach and derive improved prediction intervals.
Although these methods absorb an additional \( O(T^{-1}) \) term in the associated
coverage probability, there are several drawbacks associated with them: the innovation
distribution needs typically be specified (e.g. Gaussian), the results apply only to a limited set of estimators (e.g. maximum likelihood)
and their framework can only incorporate finite autoregressive components (e.g. AR(\(p\))).

Assuming two independent processes with the same stochastic structure, using
one for prediction and one for the estimation of the parameters, alleviates
the fundamental issue faced in the continued Examples 1 and 2. As the conditional distributions of the 2IP and SPL estimators merge in probability by Theorem 1, the 2IP assumption can be avoided by following a sample-split approach as described in Section 2.3.

6. Conclusion

In the paper at hand, we study the construction of confidence intervals for conditional objects such as conditional means or conditional variances, focusing on the conceptual issue that arises in the process of taking parameter uncertainty into account. It stems from the fact that on one hand one must condition on the sample as the past informs about the present and future, yet on the other hand one must allow the data up to now to be treated as random to account for estimation uncertainty. Assuming two independent processes with the same stochastic structure, where one is used for conditioning and one for the estimation of the parameters, bypasses this issue, but the assumption itself can generally not be justified in applications. To avoid this assumption, we propose a solution based on a simple sample-split approach, that requires a much more realistic weak dependence condition instead. To acknowledge that the conditional quantities vary over time, we employ a merging concept generalizing the notion of weak convergence. The conditional distributions of the sample-split estimator and the estimator based on the two-independent-processes assumption are shown to merge in probability under mild conditions. The corresponding sample-split intervals are shown to coincide asymptotically with the intervals commonly constructed by practitioners, which provides a novel and theoretically satisfactory justification for commonly constructed confidence intervals for conditional objects, applicable to a wide class of time series models, including ARMA and GARCH-type models. Next to the theoretical justification sample-split intervals provide for the commonly used intervals, the simulation results in Section 4 suggest that sample-split intervals can also be superior in finite samples.

One limitation to our approach is that we restrict ourselves to univariate time series and objects of interests. At the expense of more involved notation this could be readily extended to multivariate time series and objects of interests. A second, and more restrictive, limitation is our weak dependence assumption needed to achieve asymptotic independence between the two subsamples, which for instance rules out application to integrated processes. Given the fundamental role of this assumption in our setup, it appears difficult to generalize this. However, this also casts further doubt on the two-independent-processes assumption as validation for confidence intervals constructed for such persistent processes. A case-by-case treatment, as for instance done by [20] for near unit root processes and [41] for explosive processes, appears to be necessary in such cases, and standard confidence intervals should be treated with caution.
Appendix A: Main asymptotic results

We only present the proofs of the leading results here. The proofs of the lemmas and corollaries can be found in Appendix B. Before going to the proofs, we first introduce the following auxiliary metrics that will be encountered in the proofs. For arbitrary cdfs $F$ and $G$ on $\mathbb{R}$, the Kolmogorov and Lévy metric are

$$d_K(F,G) = \sup_{\tau \in \mathbb{R}} |F(\tau) - G(\tau)|$$

$$d_L(F,G) = \inf \{ \xi > 0 : G(\tau - \xi) - \xi \leq F(\tau) \leq G(\tau + \xi) + \xi \quad \forall \tau \in \mathbb{R} \}. \quad (A.1)$$

Moreover, let $Z_\infty \sim G_\infty$ (with $G_\infty$ given in Assumption 1.a) be defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and define the product measure $\mathbb{P} = \mathbb{P} \times \mathbb{P}$ on the space $\Omega \times \Omega$ with $\sigma$-field, generated by the measurable rectangles $A \times \tilde{A}$ with $A \in \mathcal{F}$ and $\tilde{A} \in \tilde{\mathcal{F}}$ (cf. [7, Theorem 18.2]). Notice that $Z_\infty$ is independent of $\{X_t\}$ and $\{Y_t\}$ by construction.

In the proofs we often consider the “doubly random” versions of estimators and intervals, where the first function argument, the sample to condition on, is considered random. Instead, we account for the conditioning in the probability statements. This notation is more convenient for proving the results, as we need them to hold for “all sequences $x_{1:T}$ occurring with high probability”, which is much easier to quantify by treating these sequences as random. Therefore we use notations such as the unconditional estimators $\hat{\psi}_T^{+1} = \hat{\psi}_{T+1}(X_{1:T}, Y_{1:T})$ and $\psi_T^{SPL} = \hat{\psi}_{T+1}(X_{T_{p:T}}, X_{1:T_E})$, as well as their corresponding intervals $I^{2IP}(X_{1:T}, Y_{1:T})$ and $I^{SPL}(X_{T_{p:T}}, X_{1:T_E})$; also see (3.2)–(3.3) and the remarks above Theorem 3.

A.1. Lemmas

Lemma 1. Let

$$R_T^{2IP} := m_T \left( \hat{\psi}_{T+1}(X_{1:T}, Y_{1:T}) - \psi_{T+1} \right) - \frac{\partial \hat{\psi}_{T+1}(X_{1:T}, \theta_0)}{\partial \theta'} m_T (\hat{\theta}(Y_{1:T}) - \theta_0) \quad (A.2)$$

$$R_T^{SPL} := m_{T_E} \left( \hat{\psi}_{T+1}(X_{T_{p:T}}, X_{1:T_E}) - \psi_{T+1} \right) - \frac{\partial \hat{\psi}_{T+1}(X_{T_{p:T}}, \theta_0)}{\partial \theta'} m_{T_E} (\hat{\theta}(X_{1:T_E}) - \theta_0). \quad (A.3)$$

1. If Assumptions 1.a, 1.b, 1.d, 1.e and 2.a hold, then $R_T^{2IP}$ is $o_p(1)$;
2. if Assumptions 1.a, 1.b, 1.d, 1.e and 3.a hold, then $R_T^{SPL}$ is $o_p(1)$.

Lemma 2. Let $G_{T_{p:T}}^{SPL}(\cdot | I_{T_{p:T}})$ be as given in Assumption 3.c and denote the conditional cdf of $Z_T^{IP} := m_T (\hat{\theta}(Y_{1:T}) - \theta_0)$ given $I_{T_{p:T}}$ by $G_T^{IP}(\cdot | I_{T_{p:T}})$. Then

1. Under Assumptions 1.a and 2, $\int h \, dG_T^{2IP}(\cdot | I_{T_{p:T}}) \Rightarrow \int h \, dG_\infty \quad \forall h \in BL$;
2. Under Assumptions 1.a and 3, $\int h \, dG_T^{SPL}(\cdot | I_{T_{p:T}}) \Rightarrow \int h \, dG_\infty \quad \forall h \in BL$. 
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Lemma 3. Let \( \{G_T\} \) be a sequence of cdfs and \( G \) be a (non-random) cdf on \((\mathbb{R}^r, \|\cdot\|)\). If \( \int h dG_T \xrightarrow{P} \int h dG \) for all \( h \in BL \), then \( \sup_{h \in \mathcal{H}} \left| \int h d(G(T) - G) \right| \xrightarrow{P} 0 \), where \( \mathcal{H} = \{ h : \mathbb{R}^r \to \mathbb{R} : \|h\|_{BL} \leq 1 \} \).

Lemma 4. Assume that the \( \mathbb{R}^r \)-valued random variable \( w_T \) is \( O_p(1) \) and \( I_T \)-measurable. Further, suppose the real-valued random variable \( R_T \) is \( o_p(1) \) and the \( \mathbb{R}^r \)-valued random variable \( Z_T \) satisfies \( \mathbb{P}[Z_T \leq |I_T|] \xrightarrow{P} G_\infty \). Then, the two sequences of conditional cdfs \( \mathbb{P}[w_T^*Z_T + R_T \leq \cdot |I_T] \) and \( \mathbb{P}[w_T^*Z_\infty \leq \cdot |I_T] \) merge in probability.

Lemma 5. Let \( \epsilon > 0 \) and \( F \) and \( G \) be cdfs on \( \mathbb{R} \) with \( G(\tau - \epsilon) - \epsilon \leq F(\tau) \leq G(\tau + \epsilon) + \epsilon \) for all \( \tau \in \mathbb{R} \). Then \( F^{-1}(u - \epsilon) - \epsilon \leq G^{-1}(u) \leq F^{-1}(u + \epsilon) + \epsilon \) for all \( u \in (\epsilon, 1 - \epsilon) \).

Lemma 6. Suppose \( \{F_T\} \) and \( \{G_T\} \) are sequences of conditional cdfs with \( d_L(F_T, G_T) \xrightarrow{P} 0 \) as \( T \to \infty \). Further, assume that \( G_T \) is stochastically uniformly equicontinuous: for every \( \epsilon, \eta > 0 \), there exist \( \delta = \delta(\epsilon, \eta) > 0 \) and \( T = T(\epsilon, \eta) \) such that \( \mathbb{P}[\sup_{\tau \in \mathbb{R}} \sup_{\tau' \in \mathbb{R}, |\tau - \tau'| < \delta} |G_T(\tau') - G_T(\tau)| < \eta \] for all \( T \geq T \). Then, \( d_K(F_T, G_T) \xrightarrow{P} 0 \).

Lemma 7. If the sequences of conditional cdfs \( \{F_T\} \) and \( \{G_T\} \) merge in probability and \( G_T \) is stochastically uniformly equicontinuous, then \( \mathbb{P}[G^{-1}_T(1 - \gamma_1)|I_T] \xrightarrow{P} 1 - \gamma_1 - \gamma_2 \) whenever \( 0 \leq \gamma_1 \leq 1 - \gamma_2 \leq 1 \), where the random variable \( M_T \) given the \( \sigma \)-algebra \( I_T \) has the cdf \( F_T \).

Lemma 8. Suppose \( \{F_T\} \) and \( \{G_T\} \) are sequences of conditional cdfs with \( d_L(F_T, G_T) \xrightarrow{P} 0 \) as \( T \to \infty \). Further, assume that \( G_T^{-1} \) is stochastically pointwise equicontinuous at \( u \in (0, 1) \): for every \( \epsilon, \eta > 0 \), there exist \( \delta = \delta(\epsilon, \eta, u) > 0 \) and \( T = T(\epsilon, \eta, u) \) such that \( \mathbb{P}[\sup_{|u - v| < \delta} |G_T^{-1}(v) - G_T^{-1}(u)| < \eta \] for all \( T \geq T \). Then \( |F_T^{-1}(u) - G_T^{-1}(u)| \xrightarrow{P} 0 \).

### A.2. Proofs of theorems

**Proof of Theorem 1.** According to our Definition 5 we need to show that

\[
d_{BL} \left( F_{2IP}^{T} (\cdot | I_1:T), F_{SPL}^{SPL} (\cdot | I_{T_p:T}) \right) \xrightarrow{P} 0.
\]

In order to do so, we now introduce some auxiliary conditional distribution functions. Let \( w_{2IP}^{T} \) equal the transpose of \( \frac{\partial \psi_{T+1} (X_{T+1}; \theta_0)}{\partial \theta} \) and \( w_{SPL}^{SPL} \) the transpose of \( \frac{\partial \psi_{T+1} (X_{T+1}; \theta_0)}{\partial \theta} \) and set with \( Z_\infty \) as defined just below Equation (A.1)

\[
F_{\infty}^{2IP} (\cdot | I_1:T) := \mathbb{P} \left[ w_{2IP}^{T} Z_\infty \leq \cdot | I_1:T \right], \quad (A.4)
\]

\[
F_{\infty}^{SPL} (\cdot | I_{T_p:T}) := \mathbb{P} \left[ w_{SPL}^{SPL} Z_\infty \leq \cdot | I_{T_p:T} \right], \quad (A.5)
\]
the conditional cdfs of \( w_{21P}^T Z_{\infty} \) given \( I_{1:T} \) and \( w_{T}^{SPL} Z_{\infty} \) given \( I_{T_{p}:T_{p}} \), respectively. Note that \( A.4 \) and \( A.5 \) can be considered to be the ‘conditional merging limits’ of \( w_{21P} m_T(\hat{\theta}(X_{1:T}) - \theta_0) \) and \( w_{T}^{SPL} m_{T_{e}}(\hat{\theta}(X_{1:T_{e}}) - \theta_0) \) given \( I_{1:T} \) and \( I_{T_{p}:T_{p}} \) respectively, because the distributions of \( m_T(\hat{\theta}(X_{1:T}) - \theta_0) \) and \( m_{T_{e}}(\hat{\theta}(X_{1:T_{e}}) - \theta_0) \) will converge to the distribution of \( Z_{\infty} \) which has the cumulative distribution function \( G_{\infty} \). On the other hand, \( w_{21P}^T \) and \( w_{T}^{SPL} \) do not converge. We therefore indexed the ‘merging limits’ in \( A.4 \) and \( A.5 \) by \( \infty \) and \( T \) where the former subscript should remind the reader of the fixed component, i.e. \( Z_{\infty} \), of the ‘merging limit’ and the latter subscript of the components that do not converge at all. The triangle inequality implies

\[
\begin{align*}
&d_{BL}
\begin{pmatrix}
F_{21P}^T(\cdot|I_{1:T}), F_{T}^{SPL}(\cdot|I_{T_{p}:T_{p}})
\end{pmatrix}
\leq
\begin{pmatrix}
d_{BL}
\begin{pmatrix}
F_{21P}^T(\cdot|I_{1:T}), F_{T}^{SPL}(\cdot|I_{T_{p}:T_{p}})
\end{pmatrix}
\end{pmatrix}
\begin{pmatrix}
I_1
\end{pmatrix}
+ d_{BL}
\begin{pmatrix}
F_{T}^{SPL}(\cdot|I_{1:T}), F_{T}^{SPL}(\cdot|I_{T_{p}:T_{p}})
\end{pmatrix}
\begin{pmatrix}
I_{11}
\end{pmatrix}
\end{align*}
\]

We now prove that \( I \), \( II \) and \( III \) converge to zero in probability. To do so we will make use of the auxiliary lemmas given above. More precisely, for each term we will verify that the assumptions of Lemma 1 and Lemma 2 are met.

We start with \( I \) and note that \( m_T(\hat{\psi}_{T+1}^{21P} - \psi_{T+1}) = w_{T}^{21P} Z_{T}^{21P} + R_{T}^{21P} \), where \( Z_{T}^{21P} = m_T(\hat{\theta}(Y_{1:T}) - \theta_0) \) and \( R_{T}^{21P} \) was defined in \( A.2 \). The weight \( w_{T}^{21P} \) is \( I_{1:T} \) measurable and \( O_p(1) \) by Assumptions 1.c and 1.e, \( R_{T}^{21P} \) is \( o_p(1) \) by Lemma 1 and \( \int h \, dg_{21P}(\cdot|I_{1:T}) \xrightarrow{P} \int h \, dg_{\infty} \) for each \( h \in BL \) by Lemma 2. Replacing \( Z_T \), \( R_T \), \( w_T \) and \( I_T \) in Lemma 4 by \( Z_{T}^{21P} \), \( R_{T}^{21P} \), \( w_{T}^{21P} \) and \( I_{1:T} \) implies that \( F_{21P}(\tau|I_{1:T}) = \mathbb{P}[w_{T}^{21P} Z_{T}^{21P} + R_{T}^{21P} \leq \tau|I_{1:T}] \) and \( F_{21P}^{T}(\tau|I_{1:T}) = \mathbb{P}[w_{T}^{21P} Z_{\infty} \leq \tau|I_{1:T}] \) converge in probability, i.e. \( I \xrightarrow{P} 0 \).

Consider \( II \) and rewrite \( w_{T}^{SPL} Z_{\infty} = w_{T}^{21P} Z_{\infty} + (w_{T}^{SPL} - w_{T}^{21P}) Z_{\infty} \). The weight \( w_{T}^{21P} \) is \( I_{1:T} \) measurable and \( O_p(1) \) by Assumptions 1.c and 1.e, \( (w_{T}^{21P} - w_{T}^{21P}) Z_{\infty} = o_p(1) \) \( O_p(1) \) by Assumption 1.e and \( \int h \, dg_{21P}(\cdot|I_{1:T}) = \int h \, dg_{\infty} \) for each \( h \in BL \). Replacing \( Z_T \), \( R_T \), \( w_T \) and \( I_T \) in Lemma 4 by \( Z_{\infty} \), \( (w_{T}^{SPL} - w_{T}^{21P}) Z_{\infty} \) and \( I_{1:T} \) implies that \( F_{21P}(\tau|I_{1:T}) = \mathbb{P}[w_{T}^{21P} Z_{\infty} \leq \tau|I_{1:T}] \) and \( F_{\infty,T}(\tau|I_{1:T}) = \mathbb{P}[w_{T}^{SPL} Z_{\infty} \leq \tau|I_{1:T}] \) converge in probability, i.e. \( II \xrightarrow{P} 0 \).

Consider \( III \) and note that \( m_{T_{e}}(\hat{\psi}_{T_{e}+1}^{SPL} - \psi_{T_{e}+1}) = w_{T}^{SPL} Z_{T_{e}}^{SPL} + R_{T}^{SPL} + S_{T}^{SPL} \), where \( Z_{T}^{SPL} = m_{T_{e}}(\hat{\theta}(X_{1:T_{e}}) - \theta_0) \) and \( R_{T}^{SPL} \) is as defined in \( A.3 \). The weight \( w_{T}^{SPL} \) is \( I_{T_{p}:T_{p}} \) measurable and \( O_p(1) \) by Assumptions 1.c and 1.e, \( R_{T}^{SPL} \) is \( o_p(1) \) by Lemma 1 and \( \int h \, dg_{SPL}(\cdot|I_{T_{p}:T_{p}}) \xrightarrow{P} \int h \, dg_{\infty} \) for each \( h \in BL \) by Lemma 2. Replacing \( Z_T \), \( R_T \), \( w_T \) and \( I_T \) in Lemma 4 by \( Z_{T}^{SPL} \), \( R_{T}^{SPL} \),
Proof of Theorem 2. Consider statement 1(a). This time according to our Definition 5 we have to show that
\[
d_B\left(\widehat{F}^{2IP}_T(\cdot|\mathcal{I}_{1:T}), \widehat{F}^{2IP}_T(\cdot)\right) \to 0.
\]
For this, as mentioned a few lines above Equation (3.4), we now first specify \( \widehat{F}^{2IP}_T(\cdot) \). For this specification it is convenient to introduce the random variable \( \hat{Z}^{2IP}_T \) whose distribution given the sample approximates the (unknown) distribution of \( Z^{2IP}_T \) in the proof of Theorem 1. That is, \( \hat{Z}^{2IP}_T \) follows the mixture distribution \( \hat{G}_T(\cdot) \) as a function of \( Y_{1:T} \) such that given \( Y_{1:T} \) the conditional distribution of the random variable \( \hat{Z}^{2IP}_T \) is \( \hat{G}_T(\cdot) \). With the help of \( \hat{Z}^{2IP}_T \) we now let
\[
\widehat{F}^{2IP}_T(\cdot) \quad \text{be the conditional cdf of } \hat{Z}^{2IP}_T \text{ given } \mathcal{H}_{1:T} \quad \text{(A.6)}
\]
where \( \hat{w}^{2IP}_T \) equals the transpose of \( \frac{\partial\psi_T(X_{1:T};\hat{\theta}(Y_{1:T}))}{\partial\theta} \) and \( \mathcal{H}_{1:T} = \sigma(X_1, \ldots, X_T, Y_1, \ldots, Y_T) \). Then
\[
d_B\left(\widehat{F}^{2IP}_T(\cdot|\mathcal{I}_{1:T}), \widehat{F}^{2IP}_T(\cdot)\right) \leq d_B\left(\widehat{F}^{2IP}_T(\cdot|\mathcal{I}_{1:T}), \widehat{F}^{2IP}_T(\cdot|\mathcal{I}_{1:T}^\prime)\right)
\]
\[
\quad + d_B\left(\widehat{F}^{2IP}_T(\cdot|\mathcal{I}_{1:T}), \widehat{F}^{2IP}_T(\cdot)\right)
\]
by the triangle inequality, where \( \widehat{F}^{2IP}_T(\cdot|\mathcal{I}_{1:T}) \) is defined in equation (A.4). In the proof of Theorem 1, we have shown that \( \widehat{F}^{2IP}_T(\cdot|\mathcal{I}_{1:T}) \) and \( \widehat{F}^{2IP}_T(\cdot|\mathcal{I}_{1:T}) \) merge in probability under Assumptions 1 and 2. It suffices to prove that \( \widehat{F}^{2IP}_T(\cdot|\mathcal{I}_{1:T}) \) and \( \widehat{F}^{2IP}_T(\cdot) \) merge in probability which will again be shown by verifying the assumptions of Lemma 4. Write \( \hat{w}^{2IP}_T \hat{Z}^{2IP}_T = \hat{w}^{2IP}_T \hat{Z}^{2IP}_T + \hat{R}^{2IP}_T \) with \( \hat{R}^{2IP}_T = (\hat{w}^{2IP}_T - \hat{w}^{2IP}_T) \hat{Z}^{2IP}_T \). First, we show \( \hat{R}^{2IP}_T = o_p(1) \). Take an arbitrary \( \epsilon > 0 \). We obtain
\[
P\left[\left|\hat{R}^{2IP}_T\right| \geq \epsilon\right] \leq \mathbb{P}\left[\left|\frac{\partial^2\psi_{T+1}(X_{1:T};\hat{\theta}_T)}{\partial\theta}\right| \left|\hat{\theta}(Y_{1:T}) - \theta_0\right| \left|\hat{Z}^{2IP}_T\right| \geq \epsilon\right]
\]
\[
\leq \mathbb{P}\left[\left|\frac{\partial^2\psi_{T+1}(X_{1:T};\hat{\theta}_T)}{\partial\theta}\right| \left|\hat{\theta}(Y_{1:T}) - \theta_0\right| \left|\hat{Z}^{2IP}_T\right| \geq \epsilon \cap \hat{\theta}_T \notin \mathcal{V}(\theta_0)\right]
\]
\[
\quad + \mathbb{P}\left[\hat{\theta}_T \notin \mathcal{V}(\theta_0)\right]
\]
\[
\leq \mathbb{P}\left[\sup_{\theta \in \mathcal{V}(\theta_0)} \left|\frac{\partial^2\psi_{T+1}(X_{1:T};\theta)}{\partial\theta}\right| \left|\hat{\theta}(Y_{1:T}) - \theta_0\right| \left|\hat{Z}^{2IP}_T\right| \geq \epsilon\right]
\]
\[
\quad + \mathbb{P}\left[\hat{\theta}_T \notin \mathcal{V}(\theta_0)\right],
\]
where \( \hat{\theta}_T \) lies between \( \hat{\theta}(Y_{1:T}) \) and \( \theta_0 \). The first term vanishes as 
\[
\sup_{\theta \in \mathcal{Y}(\theta_0)} \left\| \frac{\partial^2 \psi_{T+1}(X_{1:T}; \theta)}{\partial \theta \partial \theta} \right\| = O_p(1) \quad \text{by Assumptions 1.d and 1.e, } \left\| \hat{\theta}(Y_{1:T}) - \theta_0 \right\| = O_p(m_{-1}^{1/2}) \quad \text{by Assumptions 1.a and 2.a} \quad \text{and } \left\| \hat{Z}_T^{2IP} \right\| = O_p(1) \quad \text{as } \hat{Z}_T^{2IP} \sim \hat{G}_T(\cdot) \quad \text{and } \int h \ d\hat{G}_T \rightarrow \int h \ dG_\infty \quad \text{for all } h \in BL \quad \text{by Assumptions 2.a and 4.} \quad \text{Further, as } \hat{\theta}(Y_{1:T}) \hat{\mathcal{Y}}(\theta_0) \quad \text{and } \mathcal{Y}(\theta_0) \quad \text{is open, we have } \mathbb{P}[\hat{\theta} \notin \mathcal{Y}(\theta_0)] \rightarrow 0 \quad \text{and } \hat{R}_T^{2IP} = o_p(1) \quad \text{follows. Moreover, } \hat{w}_T^{2IP} \quad \text{is } \mathcal{H}_T-\text{measurable and } O_p(1) \quad \text{by Assumptions 1.e and 1.e} \quad \text{and } \int h \ d\hat{G}_T[\hat{Z}_T^{2IP} \leq J_{1:T}] = \int h \ d\hat{G}_T \rightarrow \int h \ dG_\infty \quad \text{for each } h \in BL. \quad \text{Replacing } Z_T, R_T, w_T \quad \text{and } \mathcal{I}_T \quad \text{in Lemma 4 by } \hat{Z}_T^{2IP}, \hat{R}_T^{2IP}, \hat{w}_T^{2IP} \quad \text{and } \mathcal{H}_T \quad \text{implies that } \hat{F}_T^{2IP}(\cdot) = \mathbb{P}[w_T^{2IP}Z_T^{2IP} \leq J_{1:T}] \quad \text{and } \mathbb{P}[w_T^{2IP}Z_{\infty} \leq J_{1:T}] = \hat{F}_T^{2IP}(\cdot)J_{1:T} \quad \text{merge in probability.}
\]

Consider statement 1(b). As \( \hat{F}_T^{2IP}(\cdot|\mathcal{I}_T) \) \quad \text{and } \hat{F}_T^{2IP}(\cdot) \quad \text{merge in probability and } \hat{F}_T^{2IP}(\cdot) \quad \text{is assumed to be stochastically uniformly continuous, Lemma 7 applies. Replacing } F_T, G_T, M_T \quad \text{and } \mathcal{I}_T \quad \text{by } F_T^{2IP}(\cdot|\mathcal{I}_T), F_T^{2IP}(\cdot), m_T(\hat{\psi}_{T+1}^{2IP} - \psi_{T+1}) \quad \text{and } \mathcal{I}_T, \quad \text{respectively, it follows that}
\[
\mathbb{P}\left[F_T^{2IP-1}(\gamma_1) \leq m_T(\hat{\psi}_{T+1}^{2IP} - \psi_{T+1}) \leq F_T^{2IP-1}(1 - \gamma_2) \mathcal{I}_T \right] \leq 1 - \gamma.
\]

Claim 2(a) is similarly proven as 1(a). For the same reasons as in the proof of part 1(a) we begin by constructing the split analogue of \( \hat{Z}_T^{2IP} \). Let \( \hat{Z}_T^{SPL} \) follow the mixture distribution \( \hat{G}_T(\cdot) \) as a function of \( X_{1:T_e} \), such that given \( X_{1:T_e} \), the conditional distribution of the random variable \( \hat{Z}_T^{SPL} \) is \( \hat{G}_T(\cdot) \). Further, let
\[
\hat{F}_T^{SPL}(\cdot) \quad \text{be the conditional cdf of } \hat{w}_T^{SPL}\hat{Z}_T^{SPL} \quad \text{given } \mathcal{I}_T \quad \text{T} \quad \text{(A.7)}
\]
where \( \hat{w}_T^{SPL} \) equals the transpose of \( \frac{\partial \psi_T(X_{1:T}; \hat{\theta}(X_{1:T_e}))}{\partial \theta} \). Then
\[
d_{BL}(F_T^{SPL}(\cdot|\mathcal{I}_T), F_T^{SPL}(\cdot)) 
\leq d_{BL}(F_T^{SPL}(\cdot|\mathcal{I}_T), F_T^{SPL}(\cdot|\mathcal{I}_T), F_T^{SPL}(\cdot|\mathcal{I}_T), F_T^{SPL}(\cdot)),
\]
where \( F_{SPL}(\cdot|\mathcal{I}_T) \) is defined in equation (A.5). In the proof of Theorem 1, we have shown that \( F_T^{SPL}(\cdot|\mathcal{I}_T) \) \quad \text{and } \hat{F}_T^{SPL}(\cdot|\mathcal{I}_T) \quad \text{merge in probability under Assumptions 1 and 3. It suffices to show that } \hat{F}_T^{SPL}(\cdot|\mathcal{T}_e) \quad \text{and } \hat{F}_T^{SPL}(\cdot|\mathcal{T}_e) \quad \text{merge in probability. Once more we use Lemma 4 for this. Write } \hat{w}_T^{SPL}\hat{Z}_T^{SPL} = \hat{w}_T^{SPL}\hat{Z}_T^{SPL} + \hat{R}_T^{SPL} \quad \text{with } \hat{R}_T^{SPL} = (\hat{w}_T^{SPL} - w_T^{SPL})\hat{Z}_T^{SPL} \quad \text{First, we show } \hat{R}_T^{SPL} = o_p(1). \quad \text{Take an arbitrary } \epsilon > 0. \quad \text{We obtain}
\[
\mathbb{P}[|\hat{R}_T^{SPL}| \geq \epsilon] \leq \mathbb{P}\left[\left\| \frac{\partial^2 \psi_{T+1}(X_{1:T}; \hat{\theta})}{\partial \theta \partial \theta} \right\| \left\| \hat{\theta}(X_{1:T_e}) - \theta_0 \right\| \left\| \hat{Z}_T^{SPL} \right\| \geq \epsilon \right].
\]
\begin{align*}
&\leq P\left[ \left| \frac{\partial^2 \psi^{T+1}_T(X_{T^p:T}; \hat{\theta}_T)}{\partial \theta \partial \theta'} \right| \left| \hat{\theta}(X_{1:T^e}) - \theta_0 \right| \left| \hat{Z}^{SPL}_T \right| \geq \epsilon \cap \hat{\theta}_T \notin \mathcal{V}(\theta_0) \right] \\
&\quad + P\left[ \hat{\theta}_T \notin \mathcal{V}(\theta_0) \right] \\
&\leq P\left[ \sup_{\theta \in \mathcal{V}(\theta_0)} \left| \frac{\partial^2 \psi^{T+1}_T(X_{T^p:T}; \theta)}{\partial \theta \partial \theta'} \right| \left| \hat{\theta}(X_{1:T^e}) - \theta_0 \right| \left| \hat{Z}^{SPL}_T \right| \geq \epsilon \right] \\
&\quad + P\left[ \hat{\theta}_T \notin \mathcal{V}(\theta_0) \right],
\end{align*}

where $\hat{\theta}_T$ lies between $\hat{\theta}(X_{1:T^e})$ and $\theta_0$. The first term vanishes as

$$\sup_{\theta \in \mathcal{V}(\theta_0)} \left| \frac{\partial^2 \psi^{T+1}_T(X_{T^p:T}; \theta)}{\partial \theta \partial \theta'} \right| = O_p(1)$$

by Assumptions 1.d and 1.e and $\left| \hat{\theta}(X_{1:T^e}) - \theta_0 \right| = O_p(m^{-1}_{T^e})$ by Assumptions 1.a and 3.a, $\left| \hat{Z}^{SPL}_T \right| = O_p(1)$ as $\hat{Z}^{SPL}_T \sim \tilde{G}_T(\cdot)$ and $\int h \, d\tilde{G}_T \rightarrow_\mathbb{P} \int h \, dG_\infty$ for all $h \in BL$ by Assumptions 3.a, 3.b and 4. Further, as $\hat{\theta}(X_{1:T^e}) \xrightarrow{p} \theta_0 \in \mathcal{V}(\theta_0)$ and $\mathcal{V}(\theta_0)$ is open, we have $P[\hat{\theta}_T \notin \mathcal{V}(\theta_0)] \rightarrow 0$ and $\hat{R}^{SPL}_T = o_p(1)$ follows. Moreover, $w^{SPL}_T$ is $\mathcal{I}_{1:T}$-measurable and $O_p(1)$ by Assumptions 1.c and 1.e and $\int h \, d\mathbb{P}[\hat{Z}^{SPL}_T \leq \cdot | \mathcal{I}_{1:T}] = \int h \, d\tilde{G}_T(\cdot) \xrightarrow{p} \int h \, dG_\infty$ for each $h \in BL$. Replacing $Z_T, R_T, w_T$ and $I_T$ in Lemma 4 by $\hat{Z}^{SPL}_T, \hat{R}^{SPL}_T, w^{SPL}_T$ and $\mathcal{I}_{1:T}$ implies that $F^{SPL}_T = \mathbb{P}[w^{SPL}_T \hat{Z}^{SPL}_T + \hat{R}^{SPL}_T \leq \cdot | \mathcal{I}_{1:T}]$ and $\mathbb{P}[w^{SPL}_T Z_\infty \leq \cdot | \mathcal{I}_{1:T}] = F^{SPL}_{\infty,T}(\cdot | \mathcal{I}_{1:T})$ merge in probability.

The proof of statement 2(b) is similar to the proof of claim 1(b). Because $F^{SPL}_T(\cdot | \mathcal{I}_{T^p:T})$ and $\hat{F}^{SPL}_T(\cdot)$ merge in probability and $\hat{F}^{SPL}_T(\cdot)$ is assumed to be stochastically uniformly continuous, Lemma 7 applies. Replacing $F_T, G_T, M_T$ and $I_T$ by $F^{SPL}_T(\cdot | \mathcal{I}_{T^p:T}), \hat{F}^{SPL}_T(\cdot), m_{T^e}(\hat{\psi}^{SPL}_{T^e+1} - \psi_{T^e+1})$ and $\mathcal{I}_{T^p:T}$, respectively, it follows that

$$P\left[ I^{SPL}_T(X_{T^p:T}, X_{1:T^e}) \ni \psi_{T+1} \big| \mathcal{I}_{T^p:T} \right] = P\left[ \hat{F}^{SPL}_T^{-1} (\gamma_1) \leq m_{T^e}(\hat{\psi}^{SPL}_{T^e+1} - \psi_{T^e+1}) \leq \hat{F}^{SPL}_T^{-1} (1 - \gamma_2) \right] \xrightarrow{p} 1 - \gamma .$$

\begin{proof}[Proof of Theorem 3] Consider the first statement and expand

$$\psi_{T+1}(X_{1:T}, X_{1:T}) - \hat{\psi}_{T+1}(X_{T^p:T}, X_{1:T^e}) = (\hat{\psi}_{T+1}(X_{1:T}, X_{1:T}) - \psi_{T+1}) - (\hat{\psi}_{T+1}(X_{T^p:T}, X_{1:T^e}) - \psi_{T+1}).$$

We show that both terms are $o_p(1)$. Using (A.3), we have

$$\hat{\psi}_{T+1}(X_{T^p:T}, X_{1:T^e}) - \psi_{T+1} = \frac{\partial \hat{\psi}_{T+1}(X_{T^p:T}; \hat{\theta}_T)}{\partial \theta'} (\hat{\theta}(X_{1:T^e}) - \theta_0) + m^{-1}_{T^e} R^{SPL}_T,$$
we have shown that

\[ O_p(1) \text{ by Assumptions 1.c and 1.e and } \hat{\theta}(X_{1:T_e}) - \theta_0 = o_p(1) \text{ by Assumptions 1.a, 3.a and 3.b. Together with } R^{\text{PL}}_T = o_p(1) \text{ by Lemma 1 and } m^{-1}_T = o(1), \text{ it implies that } \psi_{T+1}(X_{T:p:T_e}, X_{1:T_e}) - \psi_{T+1} = o_p(1). \]

In addition, replacing \( Y_{1:T} \) by \( X_{1:T} \) in the proof of Theorem 2, we let

\[ \hat{\theta}(X_{1:T}), \theta_0 \text{ and } m^{-1}_T \text{ merge in probability. Once more we use Lemma 4 for this. Write } \hat{\theta}(X_{1:T}) - \theta_0 = o_p(1) \text{ by Assumption 2.b, we have } \]

\[ F \]

\[ R^{\text{STA}}_T \text{ is obtained by replacing } X_{1:T} \text{ by } X_{1:T} \text{ in } R^{\text{IP}}_T. \text{ Note that we have } \]

\[ \left\| \frac{\partial \psi_{T+1}(X_{1:T}, \theta_0)}{\partial \theta} \right\| = O_p(1) \text{ by Assumptions 1.c and 1.e and } \hat{\theta}(X_{1:T}) - \theta_0 = o_p(1) \text{ by Assumption 1.a. Since } R^{\text{IP}}_T = o_p(1) \text{ has been shown in Lemma 1 without using Assumption 2.b, we have } R^{\text{STA}}_T = o_p(1). \text{ Together with } m^{-1}_T = o(1), \text{ it follows that } \psi_{T+1}(X_{1:T}, X_{1:T}) - \psi_{T+1} = o_p(1) \text{ completing the claim.} \]

To prove the second statement we want to apply Lemma 8. The stochastic continuity assumption of this lemma holds by the assumptions imposed in Theorem 3. It therefore only remains to show that the first assumption of Lemma 8 holds, i.e. \( F^{\text{STA}}_T(\cdot) \) and \( F^{\text{PL}}_T(\cdot) \) merge in probability. To show the latter, similar to the proof of Theorem 2 we let \( \hat{Z}^{\text{STA}}_T \) follow the mixture distribution \( G_T(\cdot) \) as a function of \( X_{1:T} \) such that given \( X_{1:T} \) the conditional cdf of the random variable \( \hat{Z}^{\text{STA}}_T \) is \( G_T(\cdot) \). Further, let

\[ F^{\text{STA}}_T(\cdot) \text{ be the conditional cdf of } \hat{\omega}^{\text{STA}}_T \hat{Z}^{\text{STA}}_T \text{ given } \mathcal{I}_{1:T} \quad (A.8) \]

where \( \hat{\omega}^{\text{STA}}_T \) equals the transpose of \( \frac{\partial \psi_{T+1}(X_{1:T}; \hat{\theta}(X_{1:T}))}{\partial \theta} \). Now we show that \( F^{\text{STA}}_T(\cdot) \) and \( F^{\text{PL}}_T(\cdot) \), defined in (A.7), merge in probability. The triangle inequality implies

\[ d_{BL}\left(F^{\text{PL}}_T(\cdot), F^{\text{STA}}_T(\cdot)\right) \leq d_{BL}\left(F^{\text{PL}}_T(\cdot), F^{\text{STA}}_T(\cdot|\mathcal{I}_{T:p:T})\right) \]

\[ + d_{BL}\left(F^{\text{PL}}_T(\cdot|\mathcal{I}_{T:p:T}), F^{\text{IP}}_T(\cdot|\mathcal{I}_{1:T})\right) + d_{BL}\left(F^{\text{IP}}_T(\cdot|\mathcal{I}_{1:T}), F^{\text{STA}}_T(\cdot)\right), \]

where the first two terms on the right hand side converge in probability to zero by Theorem 2.2(a) and Theorem 1, respectively. We are left to show that \( F^{\text{IP}}_T(\cdot|\mathcal{I}_{1:T}) \) and \( F^{\text{STA}}_T(\cdot) \) merge in probability. The triangle inequality implies that

\[ d_{BL}\left(F^{\text{IP}}_T(\cdot|\mathcal{I}_{1:T}), F^{\text{STA}}_T(\cdot)\right) \leq d_{BL}\left(F^{\text{IP}}_T(\cdot|\mathcal{I}_{1:T}), F^{\text{IP}}_\infty(\cdot|\mathcal{I}_{1:T})\right) \]

\[ + d_{BL}\left(F^{\text{IP}}_\infty(\cdot|\mathcal{I}_{1:T}), F^{\text{STA}}_T(\cdot)\right), \]

where \( F^{\text{IP}}_\infty(\cdot|\mathcal{I}_{1:T}) \) is defined in equation (A.4). In the proof of Theorem 1, we have shown that \( F^{\text{IP}}_T(\cdot|\mathcal{I}_{1:T}) \) and \( F^{\text{IP}}_\infty(\cdot|\mathcal{I}_{1:T}) \) merge in probability under Assumptions 1 and 2. It suffices to show that \( F^{\text{IP}}_\infty(\cdot|\mathcal{I}_{1:T}) \) and \( F^{\text{STA}}_T(\cdot) \) merge in probability. Once more we use Lemma 4 for this. Write \( w^{\text{STA}}_T \hat{Z}^{\text{STA}}_T = \)
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w_{2IP}^{T} \hat{Z}^{STA} + \tilde{R}_{T}^{STA} \quad \text{with} \quad \tilde{R}_{T}^{STA} = (w_{2IP}^{T} - w_{2IP}^{T}) \hat{Z}^{STA} \quad \text{(note that, in contrast to} \quad w_{2IP}^{STA}, \text{there is no need to introduce} \quad w_{2IP}^{STA} \quad \text{as it equals} \quad w_{2IP}^{T}). \quad \text{First, we show} \quad \tilde{R}_{T}^{STA} = o_{P}(1). \quad \text{Take an arbitrary} \quad \epsilon > 0. \quad \text{We obtain}

\[
\begin{aligned}
P\left[ \left| \tilde{R}_{T}^{STA} \right| \geq \epsilon \right] & \leq P\left[ \left| \frac{\partial^{2} \psi_{T+1}^{x}(X_{1:T}; \hat{\theta}T)}{\partial \theta \partial \theta'} \right| \right| \left| \hat{\theta}(X_{1:T}) - \theta_{0} \right| \left| \tilde{Z}^{STA} \right| \geq \epsilon \right] \\
& \leq P\left[ \left| \frac{\partial^{2} \psi_{T+1}^{x}(X_{1:T}; \hat{\theta}T)}{\partial \theta \partial \theta'} \right| \right| \left| \hat{\theta}(X_{1:T}) - \theta_{0} \right| \left| \tilde{Z}^{STA} \right| \geq \epsilon \right] \\
& + P\left[ \hat{\theta}_{T} \notin \mathcal{V}(\theta_{0}) \right] \\
& \leq P\left[ \sup_{\theta \in \mathcal{V}(\theta_{0})} \left| \frac{\partial^{2} \psi_{T+1}^{x}(X_{1:T}; \theta)}{\partial \theta \partial \theta'} \right| \right| \left| \hat{\theta}(X_{1:T}) - \theta_{0} \right| \left| \tilde{Z}^{STA} \right| \geq \epsilon \right] \\
& + P\left[ \hat{\theta}_{T} \notin \mathcal{V}(\theta_{0}) \right],
\end{aligned}
\]

where \( \hat{\theta}_{T} \) lies between \( \hat{\theta}(X_{1:T}) \) and \( \theta_{0} \). The first term vanishes because we have that \( \sup_{\theta \in \mathcal{V}(\theta_{0})} \left| \frac{\partial^{2} \psi_{T+1}^{x}(X_{1:T}; \theta)}{\partial \theta \partial \theta'} \right| \) is \( O_{P}(1) \) by Assumptions 1.d and 1.e, \( \left| \hat{\theta}(X_{1:T}) - \theta_{0} \right| = O_{P}(m_{T}^{-1}) \) by Assumption 1.a and \( \left| \tilde{Z}^{STA} \right| = O_{P}(1) \) as \( \tilde{Z}^{STA} \sim \tilde{G}_{T}(\cdot) \) \( \Rightarrow \) \( G_{\infty} \) by Assumption 4. Further, as \( \hat{\theta}(X_{1:T}) \xrightarrow{d} \theta_{0} \in \mathcal{V}(\theta_{0}) \) and \( \mathcal{V}(\theta_{0}) \) is open, we have \( P[\hat{\theta}_{T} \notin \mathcal{V}(\theta_{0})] \to 0 \) and \( \tilde{R}_{T}^{STA} = o_{P}(1) \) follows. Moreover, \( w_{2IP}^{T} \) is \( \mathcal{I}_{T} \)-measurable and \( O_{P}(1) \) by Assumptions 1.c and 1.e and \( \int h \, d\tilde{G}_{T}(\cdot) \xrightarrow{d} \int h \, dG_{\infty} \) for each \( h \in BL \). Replacing \( Z_{T}, R_{T}, w_{T} \) and \( \tilde{R}_{T} \) in Lemma 4 by \( \tilde{Z}^{STA}, \tilde{R}_{T}^{STA}, w_{2IP}^{T} \) and \( \tilde{I}_{T} \) implies that \( F_{T}^{STA}(\cdot) = P[w_{2IP}^{T} \tilde{Z}^{STA} + \tilde{R}_{T}^{STA} \leq \cdot|\tilde{I}_{T}] \) and \( P[w_{2IP}^{T} Z_{\infty} \leq \cdot|\tilde{I}_{T}] = F_{T}^{2IP}(\cdot|\tilde{I}_{T}) \) merge in probability. Thus, \( F_{T}^{2IP}(\cdot) \) and \( F_{T}^{STA}(\cdot) \) merge in probability. As mentioned earlier in the proof under the assumption that \( F_{T}^{2IP}(\cdot) \) is stochastically pointwise continuous at \( \gamma_{1} \) and \( 1 - \gamma_{2} \), assertion (3.9) follows by Lemma 8, which completes the proof.

\[ \Box \]
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Proof of Lemma 1. Consider (i). By Assumption 1.b one can write \( R_{T}^{2IP} \) as follows:

\[ R_{T}^{2IP} = m_{T}\left( \psi_{T+1}^{x}(X_{1:T}; \theta_{0}) - \psi_{T+1}(X_{T}, X_{T-1}, \ldots; \theta_{0}) \right) = R_{T}^{1IP} \]

\[ + (\hat{\theta}(Y_{1:T}) - \theta_{0})' \frac{\partial^{2} \psi_{T+1}^{x}(X_{1:T}; \hat{\theta}_{T})}{\partial \theta \partial \theta'} m_{T}(\hat{\theta}(Y_{1:T}) - \theta_{0}). \]
where \( \hat{\theta}_T \) lies between \( \theta_0 \) and \( \hat{\theta}(Y_{1:T}) \). By Assumption 1.e, \( R_{1,T}^{\text{LP}} \) is \( o_p(1) \); hence we are left to show that \( R_{2,T}^{\text{LP}} = o_p(1) \). Take an arbitrary \( \epsilon > 0 \). We obtain

\[
P \left[ |R_{2,T}^{\text{LP}}| \geq \epsilon \right] \leq P \left[ \left\| \frac{\partial^2 \psi_{T+1}^*(X_{1:T}; \hat{\theta}_T)}{\partial \theta \partial \theta'} \right\| m_T \left\| \hat{\theta}(Y_{1:T}) - \theta_0 \right\|^2 \geq \epsilon \right]
\]

\[
\leq P \left[ \left\| \frac{\partial^2 \psi_{T+1}^*(X_{1:T}; \hat{\theta}_T)}{\partial \theta \partial \theta'} \right\| m_T \left\| \hat{\theta}(Y_{1:T}) - \theta_0 \right\|^2 \geq \epsilon \right] + P \left[ \hat{\theta}_T \notin \mathcal{V}(\theta_0) \right]
\]

\[
\leq P \left[ \sup_{\theta \in \mathcal{V}(\theta_0)} \left\| \frac{\partial^2 \psi_{T+1}^*(X_{1:T}; \theta)}{\partial \theta \partial \theta'} \right\| m_T \left\| \hat{\theta}(Y_{1:T}) - \theta_0 \right\|^2 \geq \epsilon \right] + P \left[ \hat{\theta}_T \notin \mathcal{V}(\theta_0) \right].
\]

The first term vanishes since \( \sup_{\theta \in \mathcal{V}(\theta_0)} \left\| \frac{\partial^2 \psi_{T+1}^*(X_{1:T}; \theta)}{\partial \theta \partial \theta'} \right\| = O_p(1) \) by Assumptions 1.d and 1.e and \( m_T \left\| \hat{\theta}(Y_{1:T}) - \theta_0 \right\|^2 = O_p(m_T^{-1}) \) by Assumptions 1.a and 2.a. Further, as \( \hat{\theta}(Y_{1:T}) \overset{P}{\rightarrow} \theta_0 \in \mathcal{V}(\theta_0) \) and \( \mathcal{V}(\theta_0) \) is open, we have \( P[\hat{\theta}_T \notin \mathcal{V}(\theta_0)] \to 0 \) and \( R_{2,T}^{\text{LP}} = o_p(1) \) follows.

The proof of (ii) is analogous; by Assumption 1.b one can express \( R_T^{\text{SPL}} \) as follows:

\[
R_T^{\text{SPL}} = m_T \left( \psi_{T+1}^*(X_{T_p:T}; \theta_0) - \psi_{T+1}(X_T, X_{T-1}, \ldots; \theta_0) \right)
\]

\[
= \left( \hat{\theta}(X_{1:T_E}) - \theta_0 \right) \frac{\partial^2 \psi_{T+1}^*(X_{T_p:T}; \hat{\theta}_T)}{\partial \theta \partial \theta'} m_{T_E} \left( \hat{\theta}(X_{1:T_E}) - \theta_0 \right)
\]

with \( R_{1,T}^{\text{PL}} = o_p(1) \) by Assumption 1.e and \( \hat{\theta}_T \) lying between \( \theta_0 \) and \( \hat{\theta}(X_{1:T_E}) \).

For an arbitrary \( \epsilon > 0 \), we obtain

\[
P \left[ R_{2,T}^{\text{SPL}} \geq \epsilon \right] \leq P \left[ \left\| \frac{\partial^2 \psi_{T+1}^*(X_{T_p:T}; \hat{\theta}_T)}{\partial \theta \partial \theta'} \right\| m_{T_E} \left\| \hat{\theta}(X_{1:T_E}) - \theta_0 \right\|^2 \geq \epsilon \right]
\]

\[
\leq P \left[ \left\| \frac{\partial^2 \psi_{T+1}^*(X_{T_p:T}; \hat{\theta}_T)}{\partial \theta \partial \theta'} \right\| m_{T_E} \left\| \hat{\theta}(X_{1:T_E}) - \theta_0 \right\|^2 \geq \epsilon \right] + P \left[ \hat{\theta}_T \notin \mathcal{V}(\theta_0) \right]
\]

\[
\leq P \left[ \sup_{\theta \in \mathcal{V}(\theta_0)} \left\| \frac{\partial^2 \psi_{T+1}^*(X_{T_p:T}; \theta)}{\partial \theta \partial \theta'} \right\| m_{T_E} \left\| \hat{\theta}(X_{1:T_E}) - \theta_0 \right\|^2 \geq \epsilon \right] + P \left[ \hat{\theta}_T \notin \mathcal{V}(\theta_0) \right].
\]

The first term vanishes as \( \sup_{\theta \in \mathcal{V}(\theta_0)} \left\| \frac{\partial^2 \psi_{T+1}^*(X_{T_p:T}; \theta)}{\partial \theta \partial \theta'} \right\| = O_p(1) \) by Assumptions 1.d.
and \(1.e\) and \(m_{TE}\) \(|\hat{\theta}(X_{1:T}) - \theta_0|\) \(= O_p(m_{TE}^{-1})\) by Assumptions 1.a and 3.a. Further, as \(\hat{\theta}(X_{1:T}) \xrightarrow{p} \theta_0 \in \mathcal{Y}(\theta_0)\) and \(\mathcal{Y}(\theta_0)\) is open, we have \(\mathbb{P}[\hat{\theta}_T \notin \mathcal{Y}(\theta_0)] \to 0\) and \(R_{2,TE}^{SPL} = o_p(1)\) follows.

**Proof of Lemma 2.** Consider (i) and let \(G_{T}^{21P}\) denote the unconditional distribution of \(m_{T}(\hat{\theta}(Y_{1:T}) - \theta_0)\). By Assumption 2.b, we have for each \(h \in BL\)

\[
\int h \, dG_{T}^{21P}(\cdot|I_{1:T}) = \int h \, dG_{T}^{21P} \to \int h \, dG_{\infty},
\]

where the last assertion comes from Assumptions 1.a and 2.a and Portmanteau’s Lemma (cf. [42, Lemma 2.2]). Consider (ii); for each \(h \in BL\) we obtain

\[
\int h \, d(G_{TE}^{SPL}(\cdot|I_{T':T}) - G_{\infty}) = \int_{I} h \, d(G_{TE}^{SPL} - G_{\infty}) + \int_{II} h \, d(G_{TE}^{SPL}(\cdot|I_{T':T}) - G_{TE}^{SPL}),
\]

where \(I \to 0\) by Assumptions 1.a, 3.a and 3.b and Portmanteau’s Lemma and \(II \xrightarrow{P} 0\) by Assumption 3.c.

**Proof of Lemma 3.** For \(r = 1\) Lemma 3 appears as Lemma 2 of the supplemental material to [11]. Extending their result to \(r > 1\) we closely follow the proof of [16, Theorem 11.3.3] and write \(Q_T\) and \(Q\) to denote the probability measures corresponding to \(G_T\) and \(G\), respectively. Let \(\epsilon > 0\) and take a compact set \(K \subset \mathbb{R}^r\) such that \(Q(K) > 1 - \epsilon\). The set of functions \(h \in H\), restricted to \(K\), form a compact set of functions for the supremum norm by the Arzela-Ascoli theorem (cf. [16, Theorem 2.4.7]). Thus for some finite \(J = J(\epsilon)\) there are \(h_1, \ldots, h_J \in H\) such that for any \(h \in H\), there is a \(j \leq J\) with \(\sup_{y \in K} |h(y) - h_j(y)| < \epsilon\). Let \(K^\epsilon = \{y \in \mathbb{R}^r : ||x - y|| < \epsilon\text{ for some }x \in K\}\). One has \(\sup_{x \in K^\epsilon} |h(x) - h_j(x)| < 3\epsilon\), since if \(y \in K\) and \(||x - y|| < \epsilon\), then

\[
|h(x) - h_j(x)| \leq |h(x) - h(y)| + |h(y) - h_j(y)| + |h_j(y) - h_j(x)| \\
\leq ||h||_{BL} ||x - y|| + \epsilon + ||h_j||_{BL} ||x - y|| < 3\epsilon.
\]

Let \(g(x) = \max\{0, 1 - ||x - K||/\epsilon\}\), where \(||x - K|| = \inf\{||x - y|| : y \in K\}\) for all \(x \in \mathbb{R}^r\). Then \(g \in BL\) and \(I\{x \in K\} \leq g \leq I\{x \in K^\epsilon\}\), where \(I\{\cdot\}\) denotes the indicator function. It follows that

\[
Q_T(\mathbb{R}^r \setminus K^\epsilon) = 1 - Q_T(K^\epsilon) \leq 1 - \int g \, dQ_T \xrightarrow{P} 1 - \int g \, dQ \leq 1 - Q(K) < \epsilon
\]

or equivalently \(\mathbb{P}[Q_T(\mathbb{R}^r \setminus K^\epsilon) \geq \epsilon] \to 0\). Thus, for each \(h \in H\) and \(h_j\) as above

\[
\sup_{h \in H} \left| \int h \, d(Q_T - Q) \right| \leq \sup_{h \in H} \int |h - h_j| \, d(Q_T + Q) + \int h_j \, d(Q_T - Q) \\
\leq 2(Q_T + Q)(\mathbb{R}^r \setminus K^\epsilon) + 6\epsilon + \max_{1 \leq j \leq J} \int h_j \, d(Q_T - Q) \\
\leq 8\epsilon + 2Q_T(\mathbb{R}^r \setminus K^\epsilon) + \max_{1 \leq j \leq J} \int h_j \, d(Q_T - Q).\]
Hence,

$$\mathbb{P}\left[ \sup_{h \in \mathcal{H}} \left| \int h \, d(Q_T - Q) \right| \geq 11\epsilon \right]$$

$$\leq \mathbb{P}\left[ 2Q_T(\mathbb{R}^r \setminus K^c) + \max_{1 \leq j \leq J} \left| \int h_j \, d(Q_T - Q) \right| \geq 3\epsilon \right]$$

$$\leq \mathbb{P}\left[ Q_T(\mathbb{R}^r \setminus K^c) \geq \epsilon \right] + \mathbb{P}\left[ \max_{1 \leq j \leq J} \left| \int h_j \, d(Q_T - Q) \right| \geq \epsilon \right]$$

$$\leq \mathbb{P}\left[ Q_T(\mathbb{R}^r \setminus K^c) \geq \epsilon \right] + \sum_{j=1}^{f} \mathbb{P}\left[ \left| \int h_j \, d(Q_T - Q) \right| \geq \epsilon \right],$$

where the last two terms are converging to 0 for finite $J$ noting that $\int h_j \, d(Q_T - Q) = \int h_j \, d(G_T - G) \xrightarrow{p} 0$. Observing that $\sup_{h \in \mathcal{H}} \left| \int h \, d(Q_T - Q) \right| = \sup_{h \in \mathcal{H}} \left| \int h \, d(G_T - G) \right|$ completes the proof. \hfill \square

**Proof of Lemma 4.** This lemma is related to Lemma 8 in [3] where the quantity corresponding to $\bar{\mathbb{P}}[w_T Z_{\infty} \leq \cdot |I_T]$ is non-random. Set $\mathcal{F} = \{ f : \mathbb{R} \to \mathbb{R} : ||f||_{BL} \leq 1 \}$. The triangle inequality implies

$$\sup_{f \in \mathcal{F}} \left| \int [f(w_T Z_T + R_T) - f(w_T Z_{\infty})] \, d\bar{\mathbb{P}}[\cdot |I_T] \right|$$

$$\leq \sup_{f \in \mathcal{F}} \int [f(w_T Z_T + R_T) - f(w_T Z_T)] \, d\bar{\mathbb{P}}[\cdot |I_T]$$

$$+ \sup_{f \in \mathcal{F}} \int [f(w_T Z_T) - f(w_T Z_{\infty})] \, d\bar{\mathbb{P}}[\cdot |I_T].$$

We show that $I \xrightarrow{p} 0$ and $II \xrightarrow{p} 0$. Let $\epsilon > 0$; as $||f||_{BL} \leq 1$ for all $f \in \mathcal{F}$ we obtain

$$I \leq \sup_{f \in \mathcal{F}} \int \left| f(w_T Z_T + R_T) - f(w_T Z_T) \right| \, d\mathbb{P}[\cdot |I_T]$$

$$= \sup_{f \in \mathcal{F}} \int_{|R_T| \leq \epsilon} \left| f(w_T Z_T + R_T) - f(w_T Z_T) \right| \, d\mathbb{P}[\cdot |I_T]$$

$$+ \sup_{f \in \mathcal{F}} \int_{|R_T| > \epsilon} \left| f(w_T Z_T + R_T) - f(w_T Z_T) \right| \, d\mathbb{P}[\cdot |I_T]$$

$$\leq \sup_{f \in \mathcal{F}} \int_{|R_T| \leq \epsilon} ||f||_{BL} |w_T Z_T + R_T - w_T Z_T| \, d\mathbb{P}[\cdot |I_T]$$

$$+ \sup_{f \in \mathcal{F}} \int_{|R_T| > \epsilon} \left( |f(w_T Z_T + R_T)| + |f(w_T Z_T)| \right) \, d\mathbb{P}[\cdot |I_T]$$
\[
\leq \sup_{f \in \mathcal{F}} \|f\|_{BL} \int_{|R_T| \leq \epsilon} |R_T| d \tilde{P}[|I_T|] + 2 \sup_{f \in \mathcal{F}} \|f\|_{BL} \int_{|R_T| > \epsilon} d \tilde{P}[|I_T|] \\
\leq \int_{|R_T| \leq \epsilon} \epsilon d \tilde{P}[|I_T|] + 2 \tilde{P}[|R_T| > \epsilon] |I_T| \leq \epsilon + 2 \tilde{P}[|R_T| > \epsilon] |I_T|. 
\]

In line with [46, Theorem 3.3], employing Markov's inequality we have
\[
\tilde{P}[I \geq 2\epsilon] \leq \tilde{P}[|R_T| > \epsilon] |I_T| \geq \epsilon/2 \leq 2\epsilon \tilde{P}[|R_T| > \epsilon] \to 0
\]
as \( R_T = o_p(1) \) and hence \( I = o_p(1) \). Consider \( II \) and let \( K \geq 1 \). We obtain
\[
\tilde{P}[II \geq \epsilon] \leq \tilde{P}[|w_T| | K \leq 1] + \tilde{P}[II \geq \epsilon | |w_T| | K \leq 1].
\]
As \( |w_T| = O_p(1) \) the first term can be made arbitrarily small by choosing \( K \) large. For such \( K \), consider the second term and note that
\[
\tilde{P}[II \geq \epsilon | |w_T| | K \leq 1] \\
= \tilde{P}\left[ \sup_{g \in \mathcal{G}} \int |g(Z_T) - g(Z_\infty)| d \tilde{P}[|I_T|] \geq \epsilon | |w_T| | K \leq 1\right] \\
\leq \tilde{P}\left[ \sup_{g \in \mathcal{G}} \int |g(Z_T) - g(Z_\infty)| d \tilde{P}[|I_T|] \geq \epsilon | |w_T| | K \leq 1\right] \\
\leq \tilde{P}\left[ \sup_{g \in \mathcal{G}} \int |g(Z_T) - g(Z_\infty)| d \tilde{P}[|I_T|] \geq \epsilon \right] \\
= \tilde{P}\left[ \sup_{g \in \mathcal{G}} \int g d \left( \tilde{P}[Z_T \leq |I_T| - G_\infty] \geq \epsilon \right) \\
\right]
\]
where \( \mathcal{G} = \{ g : \mathbb{R}^r \to \mathbb{R} | g(x) = f(w'x), \text{ for some } f \in \mathcal{F} \text{ and some } w \in \mathbb{R}^r \text{ with } |w| \leq K \} \). We have that \( |g|_{BL} \) is uniformly bounded for \( \mathcal{G} \) since for every \( g \in \mathcal{G} \)
\[
|g|_{BL} = \sup_{x} |f(w'x)| + \sup_{x \neq y} \frac{|f(w'x) - f(w'y)|}{|w'x - w'y|} |w'x - w'y| \leq \sup_{x} |f(w'x)| + \sup_{x \neq y} \frac{|f(w'x) - f(w'y)|}{|w'x - w'y|} |w| \leq \|f\|_{BL} K \leq K.
\]
Thus, \( |g|_{BL} = 1 \) and it follows by \( \tilde{P}[Z_T \leq |I_T| \overset{p}{\to} G_\infty \) and Lemma 3 that
\[
\tilde{P}[II \geq \epsilon | |w_T| | K \leq 1] \leq \tilde{P}\left[ \sup_{g \in \mathcal{G}} \int g d \left( \tilde{P}[Z_T \leq |I_T| - G_\infty] \geq \epsilon \right) \right] \\
\leq \tilde{P}\left[ \sup_{g \in \mathcal{G}} \int g d \left( \tilde{P}[Z_T \leq |I_T| - G_\infty] \geq \frac{\epsilon}{K} \right) \right] \to 0,
\]
where \( \mathcal{H} \) is defined in Lemma 3. Thus, \( II \) is \( o_p(1) \), which completes the proof.
Proof of Lemma 5. Take \( \epsilon > 0 \) and let \( F \) and \( G \) be cdfs on \( \mathbb{R} \) with \( G(\tau - \epsilon) - \epsilon \leq F(\tau) \leq G(\tau + \epsilon) + \epsilon \) for all \( \tau \in \mathbb{R} \). Fixing \( u \in (\epsilon, 1 - \epsilon) \), we obtain
\[
\begin{align*}
\inf \{ \tau \in \mathbb{R} : F(\tau) \geq u + \epsilon \} + \epsilon \\
\geq \inf \{ \tau \in \mathbb{R} : G(\tau + \epsilon) + \epsilon \geq u + \epsilon \} + \epsilon \\
= \inf \{ \tau \in \mathbb{R} : G(\tau + \epsilon) \geq u \} + \epsilon \\
= \inf \{ \tau + \epsilon, \tau \in \mathbb{R} : G(\tau + \epsilon) \geq u \} \\
= \inf \{ \tau \in \mathbb{R} : G(\tau) \geq u \} \\
= \inf \{ \tau \in \mathbb{R} : G(\tau - \epsilon) \geq u \} - \epsilon \\
= \inf \{ \tau \in \mathbb{R} : G(\tau - \epsilon) - \epsilon \geq u - \epsilon \} - \epsilon \\
\geq \inf \{ \tau \in \mathbb{R} : F(\tau) \geq u - \epsilon \} - \epsilon.
\end{align*}
\] (B.1)
Identifying (B.1), (B.2) and (B.3) as \( F^{-1}(u + \epsilon) + \epsilon, G^{-1}(u) \) and \( F^{-1}(u - \epsilon) - \epsilon \), respectively, completes the proof. \( \square \)

Proof of Lemma 6. Let \( \epsilon, \eta > 0 \). As \( G_T \) is stochastically uniformly equicontinuous, there exists a \( \delta > 0 \) and an \( T_1 \in \mathbb{N} \) such that \( \mathbb{P} \left[ \sup_{\tau \in \mathbb{R}} \sup_{|\tau' - \tau| < \delta} |G_T(\tau') - G_T(\tau)| > \epsilon \right] < \eta \) for all \( T \geq T_1 \). Take \( \kappa = \min(\delta/2, \epsilon) \). As \( d_L(F_T, G_T) \overset{p}{\rightarrow} 0 \) as \( T \to \infty \), there exists an \( T_2 \) such that \( \mathbb{P} \left[ d_L(F_T, G_T) > \kappa \right] < \eta \) for all \( T \geq T_2 \). Let \( \bar{T} = \max(T_1, T_2) \).
\[
\mathbb{P} \left[ \sup_{\tau \in \mathbb{R}} |F_T(\tau) - G_T(\tau)| > 2\epsilon \right] \\
\leq \mathbb{P} \left[ \sup_{\tau \in \mathbb{R}} |F_T(\tau) - G_T(\tau)| > 2\epsilon \cap d_L(F_T, G_T) \leq \kappa \right] + \mathbb{P} \left[ d_L(F_T, G_T) > \kappa \right] \\
\leq \mathbb{P} \left[ \kappa + \sup_{\tau \in \mathbb{R}} |G_T(\tau \pm \kappa) - G_T(\tau)| > 2\epsilon \right] + \mathbb{P} \left[ d_L(F_T, G_T) > \kappa \right] \\
\leq \mathbb{P} \left[ \sup_{\tau \in \mathbb{R}} \sup_{|\tau' - \tau| < \delta} |G_T(\tau') - G_T(\tau)| > \epsilon \right] + \mathbb{P} \left[ d_L(F_T, G_T) > \kappa \right] < 2\eta
\]
for all \( T \geq \bar{T} \). Since the choice of \( \epsilon \) and \( \eta \) was arbitrary, the desired result follows. \( \square \)

Proof of Lemma 7. Since \( F_T \) and \( G_T \) merge in probability and \( d_L \leq 2d_{BL}^{1/2} \) (cf. [24, p. 36]; [16, Theorem 11.3.3]), we have \( d_L(F_T, G_T) \overset{p}{\rightarrow} 0 \). Let \( u \in (0, 1) \) and take \( \epsilon > 0 \) sufficiently small satisfying \( u \in (\epsilon, 1 - \epsilon) \). \( \mathbb{P} \left[ d_L(F_T, G_T) > \epsilon | I_T \right] \) is \( o_p(1) \) since for every \( \delta > 0 \) the Markov inequality implies \( \mathbb{P} \left[ \mathbb{P} \left[ d_L(F_T, G_T) > \epsilon | I_T \right] \geq \delta \right] \leq \frac{1}{\delta} \mathbb{P} \left[ d_L(F_T, G_T) > \epsilon \right] \to 0 \). Employing Lemma 5 we derive the following bounds:
\[
\mathbb{P} \left[ M_T \leq G_T^{-1}(u) | I_T \right]
\]
\[
\begin{align*}
&\leq \mathbb{P}[M_T \leq G_T^{-1}(u) \cap d_L(F_T, G_T) \leq \epsilon | I_T] + \mathbb{P}[d_L(F_T, G_T) > \epsilon | I_T] \\
&\leq \mathbb{P}[M_T \leq F_T^{-1}(u + \epsilon) + \epsilon \cap d_L(F_T, G_T) \leq \epsilon | I_T] + o_p(1) \\
&\leq \mathbb{P}[M_T \leq F_T^{-1}(u + \epsilon) + \epsilon | I_T] + o_p(1) \\
&= F_T(F_T^{-1}(u + \epsilon) + \epsilon) + o_p(1) = U_T \\
\end{align*}
\]

where \(F_T(\cdot)\) denotes the left limit of \(F_T(\cdot)\). We show that \(L_T\) and \(U_T\) converge in probability to \(u\). Regarding the lower bound \(L_T\) we have

\[
\begin{align*}
&\left| F_T(F_T^{-1}(u - \epsilon) - \epsilon) - u \right| \\
&\leq \left| F_T(F_T^{-1}(u - \epsilon) - \epsilon) - F_T(F_T^{-1}(u - \epsilon) - \epsilon) \right| + \epsilon \\
&\leq \sup_{\tau \in \mathbb{R}} \left| F_T(\tau - \epsilon) - F_T(\tau) \right| + \left| F_T(F_T^{-1}(u - \epsilon) - \epsilon) - (u - \epsilon) \right| + \epsilon \\
&\leq \sup_{\tau \in \mathbb{R}} \left| F_T(\tau - \epsilon) - F_T(\tau) \right| + \sup_{\tau \in \mathbb{R}} \left| F_T(\tau) - F_T(\tau - \epsilon) \right| + \epsilon \\
&\leq 4d_K(F_T, G_T) + \sup_{\tau \in \mathbb{R}} \left| G_T(\tau - \epsilon) - G_T(\tau) \right| + \sup_{\tau \in \mathbb{R}} \left| G_T(\tau - \epsilon) - G_T(\tau) \right| + \epsilon,
\end{align*}
\]

where the third inequality is due to [12, p. 217]. As \(d_L(F_T, G_T) \xrightarrow{p} 0\) and \(G_T\) is stochastically uniformly equicontinuous, Lemma 6 implies \(d_K(F_T, G_T) \xrightarrow{p} 0\). Further, \(\sup_{\tau \in \mathbb{R}} \left| G_T(\tau - \epsilon) - G_T(\tau) \right| = o_p(1)\) and \(\sup_{\tau \in \mathbb{R}} \left| G_T(\tau) - G_T(\tau - \epsilon) \right| = o_p(1)\) by stochastic uniform equicontinuity completing \(L_T \xrightarrow{p} u\). Regarding the upper bound \(U_T\) we have

\[
\begin{align*}
&\left| F_T(F_T^{-1}(u + \epsilon) + \epsilon) - u \right| \leq \left| F_T(F_T^{-1}(u + \epsilon) + \epsilon) - F_T(F_T^{-1}(u + \epsilon)) \right| \\
&\quad + \left| F_T(F_T^{-1}(u + \epsilon)) - F_T(F_T^{-1}(u + \epsilon) - \epsilon) \right| \\
&\quad + \left| F_T(F_T^{-1}(u + \epsilon) - \epsilon) - (u + \epsilon) \right| + \epsilon \\
&\leq \sup_{\tau \in \mathbb{R}} \left| F_T(\tau + \epsilon) - F_T(\tau) \right| + 2\sup_{\tau \in \mathbb{R}} \left| F_T(\tau) - F_T(\tau - \epsilon) \right| + \epsilon \\
&\leq 6d_K(F_T, G_T) + \sup_{\tau \in \mathbb{R}} \left| G_T(\tau + \epsilon) - G_T(\tau) \right| + 2\sup_{\tau \in \mathbb{R}} \left| G_T(\tau) - G_T(\tau - \epsilon) \right| + \epsilon,
\end{align*}
\]
where all terms on the right hand side are \( o_p(1) \) such that \( U_T \xrightarrow{P} u \). We obtain

\[
L_T(u) \leq \mathbb{P}[M_T < G_T^{-1}(u)|I_T] \leq \mathbb{P}[M_T \leq G_T^{-1}(u)|I_T] \leq U_T(u),
\]

which implies that \( \mathbb{P}[M_T < G_T^{-1}(u)|I_T] \) and \( \mathbb{P}[M_T \leq G_T^{-1}(u)|I_T] \) converge in probability to \( u \) for arbitrary \( u \in (0,1) \); in particular \( \gamma_1 \) and \( 1 - \gamma_2 \). It follows that

\[
\mathbb{P}[G_T^{-1}(\gamma_1) \leq M_T \leq G_T^{-1}(1 - \gamma_2)|I_T] = \mathbb{P}[M_T \leq G_T^{-1}(1 - \gamma_2)|I_T] - \mathbb{P}[M_T < G_T^{-1}(\gamma_1)|I_T] \xrightarrow{P} 1 - \gamma_2 - \gamma_1.
\]

**Proof of Lemma 8.** Let \( \epsilon, \eta > 0 \) and set \( \bar{\epsilon} = \min\{\epsilon, u, 1 - u\}/2 \). Since \( G_T^{-1} \) is pointwise equicontinuous at \( u \), there exist a \( \delta > 0 \) and an \( T_1 \) such that

\[
\mathbb{P}\left[ \sup_{|v - u| < \delta} |G_T^{-1}(v) - G_T^{-1}(u)| > \bar{\epsilon} \right] < \eta \quad \text{for all} \quad T \geq T_1.
\]

Take \( \kappa = \min\{\delta/2, \bar{\epsilon}\} \). As \( d_L(F_T, G_T) \xrightarrow{P} 0 \) as \( T \to \infty \), there exists an \( T_2 \) such that \( \mathbb{P}[d_L(F_T, G_T) > \kappa] < \eta \) for all \( T \geq T_2 \).

\[
\mathbb{P}\left[ F_T^{-1}(u) - G_T^{-1}(u) > 2\kappa \right] \leq \mathbb{P}\left[ F_T^{-1}(u) - G_T^{-1}(u) > 2\kappa \cap d_L(F_T, G_T) \leq \kappa \right] + \mathbb{P}[d_L(F_T, G_T) > \kappa]
\]

\[
\leq \mathbb{P}\left[ \kappa + |G_T^{-1}(u \pm \kappa) - G_T^{-1}(u)| > 2\bar{\epsilon} \right] + \mathbb{P}[d_L(F_T, G_T) > \kappa]
\]

\[
\leq \mathbb{P}\left[ \sup_{|v - u| < \delta} |G_T^{-1}(v) - G_T^{-1}(u)| > \bar{\epsilon} \right] + \mathbb{P}[d_L(F_T, G_T) > \kappa] < 2\eta
\]

for all \( T \geq T = \max(T_1, T_2) \), where the third inequality follows from Lemma 5 and \( u \in (\bar{\epsilon}, 1 - \bar{\epsilon}) \subseteq (\kappa, 1 - \kappa) \). As \( \epsilon \) and \( \eta \) were arbitrarily chosen, this completes the proof. \( \square \)

**B.2. Proofs of corollaries**

**Proof of Corollary 1.** Statement 1(a) follows immediately from Theorem 2.1(a) and \( F_T^{2IP}(\cdot) \) equals to \( \Phi(\cdot/\sqrt{\hat{\sigma}_T^{2IP}}) \). Regarding claim 1(b), it is sufficient to show that \( 1/\hat{\sigma}_T^{2IP} = O_p(1) \) implies that \( \Phi(\cdot/\sqrt{\hat{\sigma}_T^{2IP}}) \) is stochastically uniformly equicontinuous by Theorem 2.1(b). Since \( 1/\hat{\sigma}_T^{2IP} = O_p(1) \) by assumption, we have for all \( \kappa > 0 \), there exist \( K = K(\kappa) \) and \( T = T(\kappa) \) such that \( \mathbb{P}[1/\hat{\sigma}_T^{2IP} > K] < \kappa \) for all \( T > T \). Let \( \phi \) denote the standard normal density. Taking \( \delta = \frac{\epsilon}{\phi(0)\sqrt{K}} \), we obtain

\[
\mathbb{P}\left[ \sup_{\tau \in \mathbb{R}} \sup_{\tau' : |\tau - \tau'| < \delta} |\Phi(\tau/\sqrt{\hat{\sigma}_T^{2IP}}) - \Phi(\tau'/\sqrt{\hat{\sigma}_T^{2IP}})| > \bar{\epsilon} \right]
\]

\[
\leq \mathbb{P}\left[ \phi(0)\delta/\sqrt{\hat{\sigma}_T^{2IP}} > \epsilon \right] = \mathbb{P}[1/\hat{\sigma}_T^{2IP} > K] < \kappa
\]
for all $T > \bar{T}$ such that the stochastic uniform equicontinuity condition holds.

Statement 2(a) follows from Theorem 2.2(a) and $F_T^{SPL}(\cdot)$ equals to $\Phi(\cdot / \sqrt{\hat{v}_T^{SPL}})$. Claim 2(b) is proven analogously to the claim of 1(b) replacing $\hat{v}_T^{SPL}$ with $\hat{v}_T^{STA}$.

\[ \square \]

**Proof of Corollary 2.** In the proof of Theorem 3 we have shown that $\overline{F_T^{SPL}}(\cdot)$ and $\overline{F_T^{STA}}(\cdot)$ merge in probability, which simplify to $\Phi(\cdot / \sqrt{\hat{v}_T^{SPL}})$ and $\Phi(\cdot / \sqrt{\hat{v}_T^{STA}})$, respectively, under Assumption 5.

It remains to show that $\overline{F_T^{SPL}}^{-1}(u) = \sqrt{\hat{v}_T^{SPL}} \Phi^{-1}(u)$ is stochastically pointwise equicontinuous at $u = \gamma_1, 1 - \gamma_2$. First, we show that $\hat{v}_T^{SPL} = O_p(1)$. The triangle inequality implies $\hat{v}_T^{SPL} \leq v_T^{SPL} + |\hat{v}_T^{SPL} - v_T^{SPL}|$, where $v_T^{SPL} = \frac{\partial \psi_{+1}(X_{T_\theta,T':\theta})}{\partial \theta} Y_0 \frac{\partial \psi_{+1}(X_{T_\theta,T':\theta})}{\partial \theta'}$ is $O_p(1)$ by Assumptions 1.c and 1.e. Moreover, for an arbitrary $\varepsilon > 0$, we have

\[
\overline{\mathbb{P}} \left[ \left| \frac{\partial \psi_{+1}(X_{T_\theta,T':\theta})}{\partial \theta} - \frac{\partial \psi_{+1}(X_{T_\theta,T':\hat{\theta}})}{\partial \theta} \right| \geq \varepsilon \right] \leq \overline{\mathbb{P}} \left[ \left| \frac{\partial \psi_{+1}(X_{T_\theta,T':\theta})}{\partial \theta} \right| \left| \frac{\partial \psi_{+1}(X_{T_\theta,T':\hat{\theta}})}{\partial \theta} \right| \geq \varepsilon \right] + \mathbb{P} \left[ \hat{\theta}_T \notin \mathcal{V}(\theta_0) \right],
\]

where $\hat{\theta}_T$ lies between $\hat{\theta}(X_{1:T_E})$ and $\theta_0$. The first term vanishes as $\sup_{\theta \in \mathcal{V}(\theta_0)} \left| \frac{\partial \psi_{+1}(X_{T_\theta,T':\theta})}{\partial \theta'} \right| = O_p(1)$ by Assumptions 1.d and 1.e and $|\hat{\theta}(X_{1:T_E}) - \theta_0| = O_p(m_{\gamma_1}^{-1})$ by Assumptions 1.a and 2.a. Further, since $\hat{\theta}(X_{1:T_E}) \overset{p}{\rightarrow} \theta_0 \in \mathcal{V}(\theta_0)$ and $\mathcal{V}(\theta_0)$ is open, we have $\mathbb{P}[\hat{\theta}_T \notin \mathcal{V}(\theta_0)] \rightarrow 0$ and $\frac{\partial \psi_{+1}(X_{T_\theta,T':\theta})}{\partial \theta} - \frac{\partial \psi_{+1}(X_{T_\theta,T':\hat{\theta}})}{\partial \theta} = o_p(1)$ follows. Together with $\hat{\theta}(X_{1:T_E}) \overset{p}{\rightarrow} Y_0$, it implies $|\hat{v}_T^{SPL} - v_T^{SPL}| = o_p(1)$ and hence $\hat{v}_T^{SPL} = O_p(1)$. Next, we show that the stochastic pointwise equicontinuity condition is satisfied. For $K > 0$, we get

\[
\overline{\mathbb{P}} \left[ \sqrt{\hat{v}_T^{SPL}} \sup_{v:|u-v| < \delta} \left| \Phi^{-1}(u) - \Phi^{-1}(v) \right| > \varepsilon \right] \leq \overline{\mathbb{P}} \left[ \sqrt{K} \sup_{v:|u-v| < \delta} \left| \Phi^{-1}(u) - \Phi^{-1}(v) \right| > \varepsilon \right] + \overline{\mathbb{P}} \left[ \hat{v}_T^{SPL} > K \right].
\]

$K$ can be chosen such that the last term is arbitrary small for large $T$ as $\hat{v}_T^{SPL} = O_p(1)$. Given $K$, the first term is 0 by the choice of $\delta$ and continuity of $\Phi^{-1}$. \[ \square \]
Appendix C: Graphs and tables

Fig 1. Mean coverage

Fig 2. Median (solid), minimum and maximum (dashed) coverage
Coverage probability of STA and SPL for an AR(1) process. DGP 1 refers to gamma distributed errors with shape 10 and scale 20 and shifted such that they have expectation zero. DGP 2 refers to a mixture distribution of this gamma distribution with a normal distribution with standard deviation equal to 10 and the weight of both distributions equals 0.5. Please note that there are small numerical differences for STA for $T=50$, $T_E=45$ and $T=50$, $T_E=40$, respectively. This is because when changing $T_E$ we recalculated STA although $T$ was kept fixed. We did so to compare STA and SPL based on the same sample.

<table>
<thead>
<tr>
<th>$\beta_1$</th>
<th>STA</th>
<th>SPL</th>
<th>STA</th>
<th>SPL</th>
<th>STA</th>
<th>SPL</th>
<th>STA</th>
<th>SPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>94.8</td>
<td>94.7</td>
<td>94.5</td>
<td>94.4</td>
<td>95.2</td>
<td>95.1</td>
<td>94.4</td>
<td>99.4</td>
</tr>
<tr>
<td>0.2</td>
<td>94.9</td>
<td>94.8</td>
<td>94.6</td>
<td>94.6</td>
<td>95.3</td>
<td>95.1</td>
<td>94.4</td>
<td>94.3</td>
</tr>
<tr>
<td>0.3</td>
<td>94.7</td>
<td>94.5</td>
<td>94.7</td>
<td>94.7</td>
<td>95.0</td>
<td>95.0</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>0.4</td>
<td>94.7</td>
<td>94.7</td>
<td>94.4</td>
<td>94.4</td>
<td>95.0</td>
<td>95.0</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>0.5</td>
<td>94.7</td>
<td>94.5</td>
<td>94.7</td>
<td>94.7</td>
<td>95.0</td>
<td>95.0</td>
<td>94.7</td>
<td>4.6</td>
</tr>
<tr>
<td>0.6</td>
<td>94.7</td>
<td>94.5</td>
<td>94.6</td>
<td>94.8</td>
<td>95.0</td>
<td>94.8</td>
<td>94.8</td>
<td>94.7</td>
</tr>
<tr>
<td>0.7</td>
<td>94.5</td>
<td>94.4</td>
<td>94.8</td>
<td>94.7</td>
<td>94.7</td>
<td>94.5</td>
<td>94.9</td>
<td>94.8</td>
</tr>
<tr>
<td>0.8</td>
<td>94.1</td>
<td>94.0</td>
<td>94.9</td>
<td>94.8</td>
<td>94.5</td>
<td>94.3</td>
<td>94.9</td>
<td>94.9</td>
</tr>
<tr>
<td>0.9</td>
<td>93.5</td>
<td>93.2</td>
<td>94.7</td>
<td>94.5</td>
<td>93.8</td>
<td>93.6</td>
<td>94.6</td>
<td>94.6</td>
</tr>
</tbody>
</table>
Table 3
Coverage probability of STA and SPL for an AR(2) process with $\beta_1 = \beta_2$. DGP 1 and DGP 2 are as in Table 2. Small numerical differences between STA intervals for fixed $T$ are as in Table 1 due to recalculating.

<table>
<thead>
<tr>
<th>$\beta_1 = \beta_2$</th>
<th>DGP 1</th>
<th>DGP 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T = 50, T_E = 40$</td>
<td>$T = 50, T_E = 45$</td>
</tr>
<tr>
<td></td>
<td>$T = 50, T_E = 40$</td>
<td>$T = 50, T_E = 45$</td>
</tr>
<tr>
<td>0.1</td>
<td>94.3</td>
<td>94.2</td>
</tr>
<tr>
<td>0.15</td>
<td>94.3</td>
<td>94.2</td>
</tr>
<tr>
<td>0.2</td>
<td>94.2</td>
<td>94.1</td>
</tr>
<tr>
<td>0.25</td>
<td>94.2</td>
<td>94.1</td>
</tr>
<tr>
<td>0.3</td>
<td>94.2</td>
<td>94.0</td>
</tr>
<tr>
<td>0.35</td>
<td>94.2</td>
<td>93.7</td>
</tr>
<tr>
<td>0.4</td>
<td>94.1</td>
<td>93.7</td>
</tr>
<tr>
<td>0.45</td>
<td>93.6</td>
<td>92.9</td>
</tr>
</tbody>
</table>

Table 4
Coverage probability of STA and SPL for the AR(4) process in row B of Table 1. DGP 1 and DGP 2 are again as in Table 2. Small numerical differences between STA intervals for fixed $T$ are as in Table 1 due to recalculating.

<table>
<thead>
<tr>
<th>$T_E$</th>
<th>DGP 1</th>
<th>DGP 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 50, T_E = 45$</td>
<td>92.8</td>
<td>92.7</td>
</tr>
<tr>
<td>$T = 55, T_E = 60$</td>
<td>93.3</td>
<td>93.2</td>
</tr>
<tr>
<td>$T = 65, T_E = 70$</td>
<td>93.6</td>
<td>93.7</td>
</tr>
<tr>
<td>$T = 75, T_E = 80$</td>
<td>93.7</td>
<td>94.0</td>
</tr>
<tr>
<td>$T = 85, T_E = 90$</td>
<td>94.0</td>
<td>94.2</td>
</tr>
<tr>
<td>$T = 40, T_E = 50$</td>
<td>92.9</td>
<td>93.2</td>
</tr>
<tr>
<td>$T = 60, T_E = 70$</td>
<td>93.3</td>
<td>93.6</td>
</tr>
<tr>
<td>$T = 60, T_E = 70$</td>
<td>93.6</td>
<td>94.0</td>
</tr>
<tr>
<td>$T = 70, T_E = 80$</td>
<td>93.8</td>
<td>94.0</td>
</tr>
<tr>
<td>$T = 80, T_E = 90$</td>
<td>93.9</td>
<td>94.2</td>
</tr>
<tr>
<td>$T = 40, T_E = 55$</td>
<td>93.0</td>
<td>93.1</td>
</tr>
<tr>
<td>$T = 50, T_E = 65$</td>
<td>93.5</td>
<td>93.5</td>
</tr>
<tr>
<td>$T = 60, T_E = 75$</td>
<td>93.6</td>
<td>93.8</td>
</tr>
<tr>
<td>$T = 70, T_E = 85$</td>
<td>93.9</td>
<td>94.0</td>
</tr>
<tr>
<td>$T = 80, T_E = 95$</td>
<td>94.0</td>
<td>94.1</td>
</tr>
</tbody>
</table>
Table 5
Coverage probability of STA and SPL for the AR(8) process in row C of Table 1. DGP 1 and DGP 2 are again as in Table 2. Small numerical differences between STA intervals for fixed $T$ are as in Table 1 due to recalculating.

<table>
<thead>
<tr>
<th>$T_E$</th>
<th>$T$</th>
<th>DGP 1</th>
<th>DGP 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>STA</td>
<td>SPL</td>
</tr>
<tr>
<td>40, T = 50</td>
<td>89.8</td>
<td>91.1</td>
<td>90.2</td>
</tr>
<tr>
<td>50, T = 60</td>
<td>90.8</td>
<td>92.1</td>
<td>91.3</td>
</tr>
<tr>
<td>60, T = 70</td>
<td>91.5</td>
<td>92.8</td>
<td>91.9</td>
</tr>
<tr>
<td>70, T = 80</td>
<td>92.1</td>
<td>93.2</td>
<td>92.4</td>
</tr>
<tr>
<td>80, T = 90</td>
<td>92.6</td>
<td>93.6</td>
<td>92.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T_E$</th>
<th>$T$</th>
<th>DGP 1</th>
<th>DGP 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>STA</td>
<td>SPL</td>
</tr>
<tr>
<td>40, T = 55</td>
<td>90.4</td>
<td>91.2</td>
<td>90.3</td>
</tr>
<tr>
<td>50, T = 65</td>
<td>91.1</td>
<td>92.3</td>
<td>91.1</td>
</tr>
<tr>
<td>60, T = 75</td>
<td>91.9</td>
<td>92.9</td>
<td>91.9</td>
</tr>
<tr>
<td>70, T = 85</td>
<td>92.3</td>
<td>93.2</td>
<td>92.3</td>
</tr>
<tr>
<td>80, T = 95</td>
<td>92.8</td>
<td>93.6</td>
<td>92.5</td>
</tr>
</tbody>
</table>

Table 6
Coverage probability of STA and SPL for the AR(8) process in row D of Table 1. DGP 1 and DGP 2 are again as in Table 2. Small numerical differences between STA intervals for fixed $T$ are as in Table 1 due to recalculating.

<table>
<thead>
<tr>
<th>$T_E$</th>
<th>$T$</th>
<th>DGP 1</th>
<th>DGP 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>STA</td>
<td>SPL</td>
</tr>
<tr>
<td>40, T = 50</td>
<td>89.6</td>
<td>91.3</td>
<td>89.5</td>
</tr>
<tr>
<td>50, T = 60</td>
<td>90.9</td>
<td>92.4</td>
<td>90.6</td>
</tr>
<tr>
<td>60, T = 70</td>
<td>91.5</td>
<td>92.8</td>
<td>91.5</td>
</tr>
<tr>
<td>70, T = 80</td>
<td>92.0</td>
<td>93.4</td>
<td>92.0</td>
</tr>
<tr>
<td>80, T = 90</td>
<td>92.6</td>
<td>93.7</td>
<td>92.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T_E$</th>
<th>$T$</th>
<th>DGP 1</th>
<th>DGP 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>STA</td>
<td>SPL</td>
</tr>
<tr>
<td>40, T = 55</td>
<td>90.2</td>
<td>91.2</td>
<td>90.2</td>
</tr>
<tr>
<td>50, T = 65</td>
<td>91.4</td>
<td>92.4</td>
<td>91.0</td>
</tr>
<tr>
<td>60, T = 75</td>
<td>91.8</td>
<td>92.9</td>
<td>91.7</td>
</tr>
<tr>
<td>70, T = 85</td>
<td>92.2</td>
<td>93.2</td>
<td>92.2</td>
</tr>
<tr>
<td>80, T = 95</td>
<td>92.7</td>
<td>93.5</td>
<td>92.6</td>
</tr>
</tbody>
</table>
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