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Abstract

This paper is devoted to two different two-time-scale stochastic approximation algorithms for superquantile, also known as conditional value-at-risk, estimation. We shall investigate the asymptotic behavior of a Robbins-Monro estimator and its convexified version. Our main contribution is to establish the almost sure convergence, the quadratic strong law and the law of iterated logarithm for our estimates via a martingale approach. A joint asymptotic normality is also provided. Our theoretical analysis is illustrated by numerical experiments on real datasets.
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1 Introduction

Estimating quantiles has a longstanding history in statistics and probability. Except in parametric models where explicit formula are available, the estimation of quantiles is a real issue. The most common way to estimate quantiles is to make use of order statistics, see among other references [1, 13]. Another strategy is to make use of stochastic approximation algorithms and the pioneering work in this vein is the celebrated paper by Robbins and Monro [23].

Let $X$ be an integrable continuous random variable with cumulative distribution function $F$ and probability density function $f$. For some $\alpha \in [0, 1]$, the quantile $\theta_\alpha$ of order $\alpha$ of $F$ is the smallest solution of the equation

$$F(\theta_\alpha) = P(X \leq \theta_\alpha) = \alpha,$$

(1.1)
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where the superquantile \( \vartheta_\alpha \) of order \( \alpha \) is defined by

\[
\vartheta_\alpha = E[X \mid X \geq \theta_\alpha] = \frac{E[X I_{\{X \geq \theta_\alpha\}}]}{P(X \geq \theta_\alpha)} = \frac{E[X I_{\{X \geq \theta_\alpha\}}]}{1 - \alpha}.
\] (1.2)

One can observe that the superquantile provides more information on the tail of the distribution of the random variable \( X \). Our goal in this paper is to simultaneously estimate quantiles and superquantiles, also respectively known as value-at-risk and conditional value-at-risk, which have become increasingly popular as measures of risk in finance [25, 26].

The paper is organized as follows. Section 2 is devoted to a brief overview of the previous literature on the recursive estimation of quantiles and superquantiles. The main results of the paper are given in Section 3. We propose the almost sure convergence of two-time-scale stochastic approximation algorithms for superquantile estimation. The quadratic strong law (QSL) as well as the law of iterated logarithm (LIL) of our stochastic algorithms are also provided. Moreover, we establish the joint asymptotic normality of our estimates. Numerical experiments on real data are given in Section 7. All technical proofs are postponed to Sections 5 and 6.

2 Overview of existing literature

A wide range of literature exists already on the recursive estimation of quantiles [23]. However, to the best of our knowledge, only a single paper is available on the recursive estimation of superquantiles [2]. In many practical situations where the data are recorded online with relatively high speed, or when the data are simply too numerous to be handled in batch systems, it is more suitable to implement a recursive strategy where quantiles and superquantiles are sequentially estimated with the help of stochastic approximation algorithms [9, 18]. We also refer the reader to [6, 7, 14, 15] for the online estimation of geometric medians and variances.

Bardou et al. [2] have previously studied the averaged version [22, 27] of a one-time-scale stochastic algorithm in order to estimate \( \theta_\alpha \) and \( \vartheta_\alpha \). Here, we have chosen to investigate a two-time-scale stochastic algorithm [5, 11, 17, 20] which performs pretty well and offers more flexibility than the one-time-scale algorithm. Let \((X_n)\) be a sequence of independent and identically distributed random variables sharing the same distribution as \( X \). We shall extend the statistical analysis of [2] by studying the two-time-scale stochastic algorithm given, for all \( n \geq 1 \), by

\[
\begin{align*}
\theta_{n+1} &= \theta_n - a_n \left( I_{\{X_{n+1} \leq \theta_n\}} - \alpha \right), \\
\vartheta_{n+1} &= \vartheta_n + b_n \left( \frac{X_{n+1}}{1 - \alpha} I_{\{X_{n+1} > \theta_n\}} - \hat{\vartheta}_n \right),
\end{align*}
\] (2.1)

where the initial values \( \theta_1 \) and \( \vartheta_1 \) are deterministic real numbers that can be arbitrarily chosen and the steps \((a_n)\) and \((b_n)\) are two positive sequences of real numbers strictly smaller than one, decreasing towards zero such that

\[
\sum_{n=1}^{\infty} a_n = +\infty, \quad \sum_{n=1}^{\infty} b_n = +\infty \quad \text{and} \quad \sum_{n=1}^{\infty} a_n^2 < +\infty, \quad \sum_{n=1}^{\infty} b_n^2 < +\infty.
\] (2.2)

We shall also investigate the asymptotic behavior of the convexified version of algorithm (2.1), based on the Rockafellar-Uryasev’s identity [25] and given, for all \( n \geq 1 \), by

\[
\begin{align*}
\theta_{n+1} &= \theta_n - a_n \left( I_{\{X_{n+1} \leq \theta_n\}} - \alpha \right), \\
\vartheta_{n+1} &= \vartheta_n + b_n \left( \theta_n + \frac{(X_{n+1} - \theta_n)}{1 - \alpha} I_{\{X_{n+1} > \theta_n\}} - \hat{\vartheta}_n \right),
\end{align*}
\] (2.3)
where as before the initial values \( \theta_1 \) and \( \tilde{\theta}_1 \) are deterministic real numbers that can be arbitrarily chosen. We also refer the reader to the original contribution [3] where this convexification first appeared. The almost sure convergence

\[
\lim_{n \to \infty} \theta_n = \theta_\alpha \quad \text{a.s.} \quad (2.4)
\]

is a famous result that was established by Robbins and Monro [23], Robbins and Siegmund [24]. Moreover, the asymptotic normality is due to Sacks, see Theorem 1 in [28]. It requires the additional assumption that the probability density function \( f \) is differentiable with bounded derivative in every neighborhood of the quantile \( \theta_\alpha \). More precisely, if the step \( a_n = a_1/n \) where \( a_1 > 0 \) and \( 2a_1f(\theta_\alpha) > 1 \), we have the asymptotic normality

\[
\sqrt{n}(\theta_n - \theta_\alpha) \xrightarrow{\mathcal{L}} N\left(0, \frac{a_1^2 \alpha(1-\alpha)}{2a_1f(\theta_\alpha)-1}\right). \quad (2.5)
\]

One can observe that in the special case where the value \( f(\theta_\alpha) > 0 \) is known, it is possible to minimise the previous limiting variance by choosing \( a_1 = 1/f(\theta_\alpha) \) and to obtain from (2.5) the asymptotic efficiency

\[
\sqrt{n}(\theta_n - \theta_\alpha) \xrightarrow{\mathcal{L}} N\left(0, \frac{\alpha(1-\alpha)}{f^2(\theta_\alpha)}\right).
\]

Moreover, if the steps \( a_n = a_1/n \) where \( 2a_1f(\theta_\alpha) = 1 \), we have from Theorem 2 in [19] the asymptotic normality

\[
\sqrt{\frac{n}{\log n}} (\theta_n - \theta_\alpha) \xrightarrow{\mathcal{L}} N\left(0, a_1^2 \alpha(1-\alpha)\right). \quad (2.6)
\]

Some useful refinements on the asymptotic behavior of the sequence \( (\theta_n) \) are also well-known. The LIL was first proved by Gaposhkin and Krasulina, see Theorem 1 in [12] and Corollary 1 in [16]. More precisely, if the step \( a_n = a_1/n \) where \( 2a_1f(\theta_\alpha) > 1 \), we have the LIL

\[
\lim_{n \to \infty} \sup \left(\frac{n}{2 \log \log n}\right)^{1/2} (\theta_n - \theta_\alpha) = -\lim_{n \to \infty} \inf \left(\frac{n}{2 \log \log n}\right)^{1/2} (\theta_n - \theta_\alpha) = \left(\frac{a_1^2 \alpha(1-\alpha)}{2a_1f(\theta_\alpha)-1}\right)^{1/2} \text{ a.s.} \quad (2.7)
\]

In particular, it follows from (2.7) that

\[
\lim_{n \to \infty} \sup \left(\frac{n}{2 \log \log n}\right) (\theta_n - \theta_\alpha)^2 = \frac{a_1^2 \alpha(1-\alpha)}{2a_1f(\theta_\alpha)-1} \text{ a.s.} \quad (2.8)
\]

which is the limiting variance in (2.5). The QSL is due to Lai and Robbins, see Lemma 1 and Theorem 2 in [19] as well as Theorem 3 in [21]. More precisely, they proved that

\[
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} (\theta_k - \theta_\alpha)^2 = \frac{a_1^2 \alpha(1-\alpha)}{2a_1f(\theta_\alpha)-1} \text{ a.s.} \quad (2.9)
\]

Besides the classical choice \( a_n = a_1/n \) where \( a_1 > 0 \), slower step-size \( a_n = a_1/n^a \) where \( a_1 > 0 \) and \( 1/2 < a < 1 \) have been studied in depth. We refer the reader to pioneer work of Chung [8] and to Fabian [10] who obtained that the asymptotic normality still holds for the Robbins-Monro algorithm. More precisely, if \( f(\theta_\alpha) > 0 \), they showed that

\[
\sqrt{n^a}(\theta_n - \theta_\alpha) \xrightarrow{\mathcal{L}} N\left(0, \frac{a_1 \alpha(1-\alpha)}{2f(\theta_\alpha)}\right). \quad (2.10)
\]
In addition, it follows from Lai and Robbins [19] or Pelletier [21] that
\[
\limsup_{n \to \infty} \left( \frac{n^a}{2(1-a) \log n} \right)^{1/2} (\theta_n - \theta_\alpha) = -\liminf_{n \to \infty} \left( \frac{n^a}{2(1-a) \log n} \right)^{1/2} (\theta_n - \theta_\alpha) = \left( \frac{a_1 \alpha(1-a)}{2f(\theta_\alpha)} \right)^{1/2} \text{ a.s. (2.11)}
\]

In particular,
\[
\limsup_{n \to \infty} \left( \frac{n^a}{2(1-a) \log n} \right) (\theta_n - \theta_\alpha)^2 = \frac{a_1 \alpha(1-a)}{2f(\theta_\alpha)} \text{ a.s. (2.12)}
\]

Moreover, we also have from [19], [21] that
\[
\lim_{n \to \infty} \frac{1}{n^{1-a}} \sum_{k=1}^n (\theta_k - \theta_\alpha)^2 = \frac{a_1 \alpha(1-a)}{2(1-a)f(\theta_\alpha)} \text{ a.s. (2.13)}
\]

The restrictive assumption \(2a_1 f(\theta_\alpha) > 1\), which involves the knowledge of \(f(\theta_\alpha)\), is no longer needed. However, the convergence rate \(n^a\) is always slower than \(n\), which means that the choice \(a_n = a_1/n\) theoretically outperforms the one of \(a_n = a_1/n^a\), at least asymptotically.

In the special case of the one-time-scale stochastic algorithm where \(a_n = b_n\), Bardou et al. [2] proved the almost sure convergences
\[
\lim_{n \to \infty} \theta_n = \theta_\alpha \quad \text{and} \quad \lim_{n \to \infty} \tilde{\vartheta}_n = \vartheta_\alpha \quad \text{a.s. (2.14)}
\]
using an extended version of Robbins-Monro theorem together with Cesaro and Kronecker lemmas, see e.g. Theorem 1.4.26 in [9]. They also state without proof that
\[
\lim_{n \to \infty} \hat{\vartheta}_n = \vartheta_\alpha \quad \text{a.s. (2.15)}
\]

Yet, other almost sure asymptotic properties for the sequences \((\hat{\vartheta}_n)\) and \((\tilde{\vartheta}_n)\), such as the LIL and the QSL, are still missing. Bardou et al. also established in Theorem 2.4 of [2] the joint asymptotic normality of the averaged version [22, 27] of their one-time-scale stochastic algorithm
\[
\sqrt{n} \left( \tilde{\vartheta}_n - \theta_\alpha \right) \overset{\mathcal{L}}{\to} N(0, \Sigma) \quad \text{(2.16)}
\]
where the asymptotic covariance matrix \(\Sigma\) is explicitly calculated,
\[
\tilde{\vartheta}_n = \frac{1}{n} \sum_{k=1}^n \vartheta_k \quad \text{and} \quad \tilde{\vartheta}_n = \frac{1}{n} \sum_{k=1}^n \tilde{\vartheta}_k.
\]

We will show that our two-time-scale stochastic algorithms given by (2.1) and (2.3) allow us to avoid the Ruppert and Polyak-Juditsky averaging principle. Moreover, they perform pretty well both from a theoretical and a practical point of view and offer more flexibility than the one-time-scale stochastic algorithm.

3 Main results

In order to state our main results, it is necessary to introduce some assumptions.

\( (A_1) \) The probability density function \(f\) is differentiable with bounded derivative in every neighborhood of \(\theta_\alpha\) and such that \(f(\theta_\alpha) > 0\).
Theorem 3.1. Assume that \((A_1)\) holds and that the random variable \(X\) is square integrable. Then, we have the almost sure convergences

\[
\lim_{n \to \infty} \hat{\vartheta}_n = \vartheta_\alpha \quad \text{a.s.} \tag{3.1}
\]

\[
\lim_{n \to \infty} \tilde{\vartheta}_n = \vartheta_\alpha \quad \text{a.s.} \tag{3.2}
\]

Our first result concerns the basic almost sure convergence of the two-time-scale stochastic algorithms (2.1) and (2.3) to the superquantile \(\vartheta_\alpha\).

\textbf{Theorem 3.2.} Assume that \((A_1)\) holds and that the random variable \(X\) is square integrable. Then, we have the almost sure convergences

\[
\lim_{n \to \infty} \hat{\vartheta}_n = \vartheta_\alpha \quad \text{a.s.} \tag{3.1}
\]

\[
\lim_{n \to \infty} \tilde{\vartheta}_n = \vartheta_\alpha \quad \text{a.s.} \tag{3.2}
\]

Theorem 3.1. Assume that \((A_1)\) holds and that the random variable \(X\) is square integrable. Then, we have the almost sure convergences

\[
\lim_{n \to \infty} \hat{\vartheta}_n = \vartheta_\alpha \quad \text{a.s.} \tag{3.1}
\]

\[
\lim_{n \to \infty} \tilde{\vartheta}_n = \vartheta_\alpha \quad \text{a.s.} \tag{3.2}
\]

Our proof is slightly different from that of Bardou et al. [2] established for the one-time-scale stochastic algorithm where \(a_n = b_n\). It can be found in Section 5.1 for sake of completeness. We now focus our attention on the almost sure rates of convergence of the sequences \((\hat{\vartheta}_n)\) and \((\tilde{\vartheta}_n)\). We divide our analysis into two parts depending on the step size \((b_n)\) in the superquantile recursive procedure. First of all, we shall consider the optimal step \(b_n = b_1/n\). Then, we shall study the case where \(b_n = b_1/n^b\) with \(1/2 < b < 1\). For all \(\theta \in \mathbb{R}\), denote

\[
\sigma^2_\alpha(\theta) = \frac{1}{(1 - \alpha)^2} \text{Var}(X I_{\{X > \theta\}}) \quad \text{and} \quad \tau^2_\alpha(\theta) = \frac{1}{(1 - \alpha)^2} \text{Var}((X - \theta) I_{\{X > \theta\}}). \tag{3.3}
\]

It follows from straightforward calculation that

\[
\tau^2_\alpha(\theta_\alpha) = \sigma^2_\alpha(\theta_\alpha) - \left(\frac{\alpha \theta_\alpha}{1 - \alpha}\right) (2 \vartheta_\alpha - \theta_\alpha).
\]

Consequently, as soon as \(\theta_\alpha \geq 0\), we always have \(\tau^2_\alpha(\theta_\alpha) \leq \sigma^2_\alpha(\theta_\alpha)\) since \(\vartheta_\alpha \geq \theta_\alpha\).

Theorem 3.2. Assume that \((A_1)\) and \((A_2)\) hold and that the random variable \(X\) has a moment of order strictly greater than 2. Moreover, suppose that the step sequences \((a_n)\) and \((b_n)\) are given by

\[
a_n = \frac{a_1}{n^a} \quad \text{and} \quad b_n = \frac{b_1}{n} \tag{3.4}
\]

where \(a_1 > 0\), \(b_1 > 1/2\) and \(1/2 < a < 1\). Then, \((\hat{\vartheta}_n)\) and \((\tilde{\vartheta}_n)\) share the same QSL

\[
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} (\hat{\vartheta}_k - \vartheta_\alpha)^2 = \left(\frac{b_1^2}{2b_1 - 1}\right) \tau^2_\alpha(\theta_\alpha) \quad \text{a.s.} \tag{3.4}
\]

In addition, they also share the same LIL

\[
\lim sup_{n \to \infty} \left(\frac{n}{2 \log \log n}\right)^{1/2} (\hat{\vartheta}_n - \vartheta_\alpha) = -\lim inf_{n \to \infty} \left(\frac{n}{2 \log \log n}\right)^{1/2} (\hat{\vartheta}_n - \vartheta_\alpha) = \left(\frac{b_1^2}{2b_1 - 1}\right) \tau_\alpha(\theta_\alpha) \quad \text{a.s.} \tag{3.5}
\]

In particular,

\[
\lim sup_{n \to \infty} \left(\frac{n}{2 \log \log n}\right) (\hat{\vartheta}_n - \vartheta_\alpha)^2 = \left(\frac{b_1^2}{2b_1 - 1}\right) \tau^2_\alpha(\theta_\alpha) \quad \text{a.s.}
\]
Remark 3.1. In the special case where the step sequence \((b_n)\) is given by

\[ b_n = \frac{1}{n+1}, \]

it is easy to see that \(\hat{\vartheta}_n\) and \(\tilde{\vartheta}_n\) both reduce to

\[
\hat{\vartheta}_n = \frac{1}{n} \sum_{k=1}^{n} \left( \frac{X_k}{1-\alpha} \right) I(X_k > \theta_{k-1})
\]

and

\[
\tilde{\vartheta}_n = \frac{1}{n} \sum_{k=1}^{n} \theta_{k-1} + \frac{1}{n} \sum_{k=1}^{n} \left( \frac{X_k - \theta_{k-1}}{1-\alpha} \right) I(X_k > \theta_{k-1}).
\]

In this setting, we immediately obtain from Theorem 3.2 that

\[
\lim_{n \to \infty} \frac{1}{n \log n} \sum_{k=1}^{n} (\hat{\vartheta}_k - \vartheta_\alpha)^2 = \tau_\alpha^2(\theta_\alpha) \quad \text{a.s.}
\]

and

\[
\limsup_{n \to \infty} \left( \frac{n}{2 \log \log n} \right) (\tilde{\vartheta}_n - \vartheta_\alpha)^2 = \tau_\alpha^2(\theta_\alpha) \quad \text{a.s.}
\]

Theorem 3.3. Assume that \((A_1)\) and \((A_2)\) hold and that the random variable \(X\) has a moment of order strictly greater than 2. Moreover, suppose that the step sequences \((a_n)\) and \((b_n)\) are given by

\[
a_n = \frac{a_1}{n^a} \quad \text{and} \quad b_n = \frac{b_1}{n^b}
\]

where \(a_1 > 0, b_1 > 0\) and \(1/2 < a < b < 1\). Then, \((\hat{\vartheta}_n)\) and \((\tilde{\vartheta}_n)\) share the same QSL

\[
\lim_{n \to \infty} \frac{1}{n^{1-\alpha}} \sum_{k=1}^{n} (\hat{\vartheta}_k - \vartheta_\alpha)^2 = \left( \frac{b_1}{2(1-b)} \right) \tau_\alpha^2(\theta_\alpha) \quad \text{a.s.} \quad (3.6)
\]

In addition, they also share the same LIL

\[
\limsup_{n \to \infty} \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} (\hat{\vartheta}_n - \vartheta_\alpha) = -\liminf_{n \to \infty} \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} (\hat{\vartheta}_n - \vartheta_\alpha) = \left( \frac{b_1}{2} \right)^{1/2} \tau_\alpha(\theta_\alpha) \quad \text{a.s.} \quad (3.7)
\]

In particular,

\[
\limsup_{n \to \infty} \left( \frac{n^b}{2(1-b) \log n} \right) (\tilde{\vartheta}_n - \vartheta_\alpha)^2 = \left( \frac{b_1}{2} \right)^2 \tau_\alpha^2(\theta_\alpha) \quad \text{a.s.}
\]

Remark 3.2. Similar computations in the case where \(1/2 < b < a < 1\) would lead to the same results for the convexified algorithm \((\tilde{\vartheta}_n)\). However, for the standard algorithm \((\hat{\vartheta}_n)\), it is necessary to replace the asymptotic variance \(\tau_\alpha^2(\theta_\alpha)\) by \(\sigma^2_\alpha(\theta_\alpha)\). This emphasizes the interest of using the convexified algorithm.

We now focus our attention on the asymptotic normality of our two-time-scale stochastic algorithms (2.1) and (2.3).
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**Theorem 3.4.** Assume that \((A_1)\) and \((A_2)\) hold and that the random variable \(X\) has a moment of order strictly greater than 2. Moreover, suppose that the step sequences \((a_n)\) and \((b_n)\) are given by

\[
a_n = \frac{a_1}{n^a} \quad \text{and} \quad b_n = \frac{b_1}{n^b}
\]

where \(a_1 > 0, b_1 > 0\) and \(1/2 < a < b \leq 1\) with \(b_1 > 1/2\) if \(b = 1\). Then, \((\hat{\theta}_n)\) and \((\tilde{\theta}_n)\) share the same joint asymptotic normality

\[
\left( \sqrt{n^a} (\hat{\theta}_n - \theta_\alpha), \sqrt{n^b} (\tilde{\theta}_n - \theta_\alpha) \right) \xrightarrow{L} \mathcal{N} \left( 0, \left( \begin{array}{cc} \Gamma_{\theta_\alpha} & 0 \\ 0 & \Gamma_{\tilde{\theta}_n} \end{array} \right) \right)
\]

where the asymptotic variances are given by

\[
\Gamma_{\theta_\alpha} = \frac{a_1 \alpha (1 - \alpha)}{2 f(\theta_\alpha)}
\]

and

\[
\Gamma_{\tilde{\theta}_n} = \begin{cases} 
\frac{b_1^2 \tau_n^2(\theta_\alpha)}{2b_1 - 1} & \text{if } b = 1, \\
\frac{b_1 \tau_n^2(\theta_\alpha)}{2} & \text{if } b < 1.
\end{cases}
\]

**Remark 3.3.** One can observe that the asymptotic covariance matrix in (3.8) is diagonal. It means that, at the limit, the two algorithms for quantile and superquantile estimation are no longer correlated. This is due to the fact that we use two different time scales contrary to Bardou et al. [2]. Moreover, in the special case where \(b = 1\), we also recover the same asymptotic variance as the one obtained in [2] for the averaged version of their one-time-scale stochastic algorithm.

**Remark 3.4.** The asymptotic variance \(\tau_n^2(\theta_\alpha)\) can be estimated by

\[
\tau_n^2 = \frac{1}{n} \sum_{k=1}^{n} \left( X_k - \frac{\theta_{k-1}}{1 - \alpha} \right)^2 I\{X_k > \theta_{k-1}\} - \left( \frac{1}{n} \sum_{k=1}^{n} \left( X_k - \frac{\theta_{k-1}}{1 - \alpha} \right) I\{X_k > \theta_{k-1}\} \right)^2.
\]

Via the same lines as in the proof of the almost sure convergences (3.1) and (3.2), one can verify that \(\tau_n^2 \to \tau_\alpha^2(\theta_\alpha)\) a.s. Therefore, using Slutsky’s Theorem, we deduce from (3.8) that \((\hat{\theta}_n)\) and \((\tilde{\theta}_n)\) share the same asymptotic normality

\[
\sqrt{n^b} \left( \frac{\hat{\theta}_n - \theta_\alpha}{\tau_n} \right) \xrightarrow{L} \mathcal{N}(0, \nu^2)
\]

where

\[
\nu^2 = \begin{cases} 
\frac{b_1^2}{2b_1 - 1} & \text{if } b = 1, \\
\frac{b_1}{2} & \text{if } b < 1.
\end{cases}
\]

Convergence (3.9) allows us to construct asymptotic confidence intervals for the superquantile \(\hat{\theta}_n\).

**4 Our martingale approach**

All our analysis relies on a decomposition of our estimates as sum of a martingale increment and a drift term. More precisely, it follows from (2.1) and (2.3) that for all \(n \geq 1\),

\[
\begin{align*}
\hat{\theta}_{n+1} &= (1 - b_n) \hat{\theta}_n + b_n Y_{n+1} \\
\tilde{\theta}_{n+1} &= (1 - b_n) \tilde{\theta}_n + b_n Z_{n+1}
\end{align*}
\]
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where

\[ Y_{n+1} = \frac{X_{n+1} I_{\{X_{n+1} > \theta_n\}}}{1 - \alpha} \]

and

\[ Z_{n+1} = \theta_n + \frac{(X_{n+1} - \theta_n)}{1 - \alpha} I_{\{X_{n+1} > \theta_n\}}. \]

Let \( H_\alpha(\theta) \) and \( L_\alpha(\theta) \) be the functions defined, for all \( \theta \in \mathbb{R} \), by

\[ H_\alpha(\theta) = \frac{1}{1 - \alpha} \mathbb{E}[X I_{\{X > \theta\}}] \quad \text{and} \quad L_\alpha(\theta) = \theta + \frac{1}{1 - \alpha} \mathbb{E}[(X - \theta) I_{\{X > \theta\}}]. \quad (4.2) \]

Denote by \( \mathcal{F}_n \) the \( \sigma \)-algebra generated by the random variables \( X_1, \ldots, X_n \). It follows from the fact \( \theta_n \) is \( \mathcal{F}_n \)-measurable together with the fact that \( X_{n+1} \) is independent of \( \mathcal{F}_n \) that almost surely

\[ \mathbb{E}[Y_{n+1} | \mathcal{F}_n] = H_\alpha(\theta_n) \quad \text{and} \quad \mathbb{E}[Z_{n+1} | \mathcal{F}_n] = L_\alpha(\theta_n). \]

It allows us to split \( Y_{n+1} \) and \( Z_{n+1} \) as sum of a martingale increment and a drift term, \( Y_{n+1} = \varepsilon_{n+1} + H_\alpha(\theta_n) \) and \( Z_{n+1} = \xi_{n+1} + L_\alpha(\theta_n) \). One can also verify that \( \mathbb{E}[^2_{n+1}] | \mathcal{F}_n] = \sigma_\alpha^2(\theta_n) \) and \( \mathbb{E}[^2_{n+1}] | \mathcal{F}_n] = \tau_\alpha^2(\theta_n) \) where the two variances are given by (3.3). Then, we immediately deduce from (4.1) that for all \( n \geq 1 \),

\[ \begin{align*}
\tilde{\theta}_{n+1} &= (1 - b_n) \tilde{\theta}_n + b_n (\varepsilon_{n+1} + H_\alpha(\theta_n)) \\
\hat{\theta}_{n+1} &= (1 - b_n) \hat{\theta}_n + b_n (\xi_{n+1} + L_\alpha(\theta_n)).
\end{align*} \quad (4.3) \]

Hereafter, assume for the sake of simplicity that for all \( n \geq 1 \), \( b_n < 1 \), since this is true for \( n \) large enough. Let \( (P_n) \) be the increasing sequence of positive real numbers defined by

\[ P_n = \prod_{k=1}^{n} (1 - b_k)^{-1} \quad (4.4) \]

with the convention that \( P_0 = 1 \). Since \( (1 - b_n)P_n = P_{n-1} \), we obtain from (4.3) that

\[ \begin{align*}
P_n \tilde{\theta}_{n+1} &= P_{n-1} \tilde{\theta}_n + P_n b_n (\varepsilon_{n+1} + H_\alpha(\theta_n)) \\
P_n \hat{\theta}_{n+1} &= P_{n-1} \hat{\theta}_n + P_n b_n (\xi_{n+1} + L_\alpha(\theta_n))
\end{align*} \]

which implies the martingale decomposition

\[ \begin{align*}
\tilde{\theta}_{n+1} &= \frac{1}{P_n} \left( \tilde{\theta}_1 + M_{n+1} + H_{n+1} \right) \\
\hat{\theta}_{n+1} &= \frac{1}{P_n} \left( \hat{\theta}_1 + N_{n+1} + L_{n+1} \right) \quad (4.5)
\end{align*} \]

where

\[ \begin{align*}
M_{n+1} &= \sum_{k=1}^{n} b_k P_k \varepsilon_{k+1}, \\
N_{n+1} &= \sum_{k=1}^{n} b_k P_k \xi_{k+1} \\
H_{n+1} &= \sum_{k=1}^{n} b_k P_k H_\alpha(\theta_k), \\
L_{n+1} &= \sum_{k=1}^{n} b_k P_k L_\alpha(\theta_k). \quad (4.6)
\]

Our strategy is to establish the asymptotic behavior of the two martingales \( (M_n) \) and \( (N_n) \) as well as to determine the crucial role played by the two drift terms \( (H_n) \) and \( (L_n) \). Several results in our analysis rely on the following keystone lemma which concerns the convexity properties of the functions \( H_\alpha \) and \( L_\alpha \) defined in (4.2).
**Lemma 4.1.** Assume that \((A_1)\) and \((A_2)\) hold. Then, \(L_\alpha\) is a convex function such that \(L_\alpha(\theta_\alpha) = \vartheta_\alpha, L'_\alpha(\theta_\alpha) = 0\) and that for all \(\theta \in \mathbb{R},\)

\[
0 \leq L_\alpha(\theta) - L_\alpha(\theta_\alpha) \leq \frac{||f||_\infty}{2(1 - \alpha)} (\theta - \theta_\alpha)^2. \tag{4.8}
\]

In addition, we also have \(H_\alpha(\theta_\alpha) = \vartheta_\alpha\) and that for all \(\theta \in \mathbb{R},\)

\[
\left| H_\alpha(\theta) - H_\alpha(\theta_\alpha) + \frac{\theta_\alpha f(\theta_\alpha)}{1 - \alpha} (\theta - \theta_\alpha) \right| \leq \frac{||\Phi||_\infty}{2(1 - \alpha)} (\theta - \theta_\alpha)^2. \tag{4.9}
\]

**Proof.** It follows from (4.2) that for all \(\theta \in \mathbb{R},\)

\[
L'_\alpha(\theta) = \frac{F(\theta) - \alpha}{1 - \alpha} \quad \text{and} \quad L''_\alpha(\theta) = \frac{f(\theta)}{1 - \alpha}.
\]

Consequently, \(L_\alpha\) is a convex function such that \(L'_\alpha(\theta_\alpha) = 0\). Hence, we deduce from a Taylor expansion with integral remainder that for all \(\theta \in \mathbb{R},\)

\[
L_\alpha(\theta) = L_\alpha(\theta_\alpha) + (\theta - \theta_\alpha)^2 \int_0^1 (1 - t)L''_\alpha(\theta_1) dt
\]

where \(\theta_1 = \theta_\alpha + t(\theta - \theta_\alpha),\) which immediately leads to (4.8) using \((A_1)\). Unfortunately, \(H_\alpha\) is not a convex function. However, we obtain from (4.2) that for all \(\theta \in \mathbb{R},\)

\[
H'_\alpha(\theta) = -\frac{\theta f(\theta)}{1 - \alpha} \quad \text{and} \quad H''_\alpha(\theta) = -\frac{\Phi(\theta)}{1 - \alpha}
\]

where \(\Phi(\theta) = f(\theta) + \theta f'(\theta)\). Finally, (4.9) follows once again from a Taylor expansion with integral remainder together with \((A_2)\). \(\square\)

We have just seen that the function \(H_\alpha\) is not convex. Consequently, in order to prove sharp asymptotic properties for the sequence \((\hat{\theta}_n)\), it is necessary to slightly modify the first martingale decomposition in (4.5). For all \(\theta \in \mathbb{R},\) let

\[
\begin{cases}
G_\alpha(\theta) &= F(\theta) - \alpha - f(\theta_\alpha)(\theta - \theta_\alpha), \\
R_\alpha(\theta) &= H_\alpha(\theta) - \vartheta_\alpha + C_\alpha(\theta - \theta_\alpha)
\end{cases} \tag{4.10}
\]

where

\[
C_\alpha = -H''_\alpha(\theta_\alpha) = \frac{\theta_\alpha f(\theta_\alpha)}{1 - \alpha}.
\]

We deduce from (2.1), (4.3) and (4.10) that for all \(n \geq 1,\)

\[
\begin{cases}
\theta_{n+1} - \theta_\alpha = (1 - a_n f(\theta_\alpha))(\theta_n - \theta_\alpha) - a_n (V_{n+1} + G_\alpha(\theta_n)), \\
\hat{\theta}_{n+1} - \vartheta_\alpha = (1 - b_n)(\hat{\theta}_n - \vartheta_\alpha) + b_n (\epsilon_{n+1} + R_\alpha(\theta_n) - C_\alpha(\theta_n - \theta_\alpha))
\end{cases} \tag{4.11}
\]

with \(V_{n+1} = 1_{\{X_{n+1} \leq \theta_n\}} - F(\theta_n)\). Hereafter, we shall consider a tailor-made weighted sum of our estimates given by \(\Delta_1 = 0\) and, for all \(n \geq 2,\)

\[
\Delta_n = (\hat{\theta}_n - \vartheta_\alpha) - \delta_n(\theta_n - \theta_\alpha) \tag{4.12}
\]

where \((\delta_n)\) is a deterministic sequence, depending on \((a_n)\) and \((b_n),\) which will be explicitly given below. It follows from (4.11) together with straightforward calculation that for all \(n \geq 2,\)

\[
\Delta_{n+1} = (1 - b_n)\Delta_n + b_n \left( W_{n+1} + R_\alpha(\theta_n) + \frac{a_n}{b_n} \delta_{n+1} G_\alpha(\theta_n) + \nu_{n+1}(\theta_n - \theta_\alpha) \right) \tag{4.13}
\]
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where
\[ W_{n+1} = \varepsilon_{n+1} + \frac{a_n}{b_n} \delta_{n+1} V_{n+1} \] (4.14)

and
\[ \nu_{n+1} = \frac{1}{b_n} \left( (1 - b_n) \delta_n - C_n b_n - \delta_{n+1} \left( 1 - a_n f(\theta_a) \right) \right). \] (4.15)

We have several strategies in order to simplify the expression of \( \nu_{n+1} \). A first possibility that cancels several terms in (4.15) is to choose
\[ \delta_{n+1} = \frac{C_n b_n}{f(\theta_a) a_n}. \]
It clearly reduces \( \nu_{n+1} \) to
\[ \nu_{n+1} = \frac{(1 - b_n) \delta_n - \delta_{n+1}}{b_n}. \]

Another more sophisticated choice, which only works if \( a_n f(\theta_a) - b_n \neq 0 \), is to take
\[ \delta_{n+1} = \frac{C_n b_n}{a_n f(\theta_a) - b_n}. \] (4.16)
It implies that
\[ \nu_{n+1} = \frac{(1 - b_n)(\delta_n - \delta_{n+1})}{b_n}. \] (4.17)

The two choices are quite similar in the special case where \( b_n = b_1/n \). However, in the case where the step \( b_n = b_1/n^b \) with \( a < b < 1 \), the second choice outperforms the first one as \( \nu_n \) goes faster towards zero as \( n \) grows to infinity. Throughout the sequel, we shall make use of the second choice given by (4.16). We deduce from (4.13) the new martingale decomposition
\[ \Delta_{n+1} = \frac{1}{P_n} \left( M_{n+1} + H_{n+1} + R_{n+1} \right) \] (4.18)
where
\[ M_{n+1} = \sum_{k=1}^{n} b_k P_k W_{k+1}, \quad H_{n+1} = \sum_{k=1}^{n} b_k P_k \nu_{k+1} (\theta_k - \theta_a) \] (4.19)
and
\[ R_{n+1} = \sum_{k=1}^{n} b_k P_k \left( R_{\alpha}(\theta_k) + \frac{a_k}{b_k} \delta_{k+1} G_{\alpha}(\theta_k) \right). \] (4.20)

5 Proofs of the almost sure convergence results

5.1 The basic almost sure properties.

The starting point in our analysis of the almost sure convergence of our estimates is the following lemma.

Lemma 5.1. Assume that \( (A_1) \) holds and that the random variable \( X \) is square integrable. Then, we have the almost sure convergences
\[ \lim_{n \to \infty} \frac{M_{n+1}}{P_n} = 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{N_{n+1}}{P_n} = 0 \quad \text{a.s.} \] (5.1)

Proof. Let \( (\Sigma_n^c) \) and \( (\Sigma_n^\xi) \) be the two locally square integrable martingales
\[ \Sigma_n^c = \sum_{k=1}^{n-1} b_k \varepsilon_{k+1}, \quad \Sigma_n^\xi = \sum_{k=1}^{n-1} b_k \xi_{k+1}. \]
Their predictable quadratic variations [9] are respectively given by

\[
\langle \Sigma^\epsilon \rangle_n = \sum_{k=1}^{n-1} b_k^2 \sigma^2_\alpha (\theta_k) \quad \text{and} \quad \langle \Sigma^\xi \rangle_n = \sum_{k=1}^{n-1} b_k^2 \tau^2_\alpha (\theta_k).
\]

It follows from convergence (2.4) and the continuity of the variances \(\sigma^2_\alpha (\theta_n)\) and \(\tau^2_\alpha (\theta_n)\) given by (3.3) that \(\sigma^2_\alpha (\theta_n) \to \sigma^2_\alpha (\theta_\alpha)\) and \(\tau^2_\alpha (\theta_n) \to \tau^2_\alpha (\theta_\alpha)\) a.s. Consequently, we get from the right-hand side of (2.2) that

\[
\lim_{n \to \infty} \langle \Sigma^\epsilon \rangle_n < +\infty \quad \text{and} \quad \lim_{n \to \infty} \langle \Sigma^\xi \rangle_n < +\infty \quad \text{a.s.} \quad (5.2)
\]

Therefore, we obtain from the strong law of large numbers for martingales given e.g. by theorem 1.3.24 in [9] that \((\Sigma^\epsilon_n)\) and \((\Sigma^\xi_n)\) both converge almost surely. The rest of the proof proceeds in a standard way with the help of Kronecker’s lemma. As a matter of fact, we can deduce from the left-hand side of (2.2) that the sequence \((P_n)\), defined in (4.4), is strictly increasing to infinity. In addition, we just showed the almost sure convergence of the series

\[
\sum_{n=1}^{\infty} b_n \varepsilon_{n+1} \quad \text{and} \quad \sum_{n=1}^{\infty} b_n \xi_{n+1}.
\]

Consequently, we immediately deduce from Kronecker’s lemma that

\[
\lim_{n \to \infty} \frac{1}{P_n} \sum_{k=1}^{n} b_k P_k \varepsilon_{k+1} = 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{1}{P_n} \sum_{k=1}^{n} b_k P_k \xi_{k+1} = 0 \quad \text{a.s.}
\]

which is exactly what we wanted to prove. \(\square\)

**Proof of Theorem 3.1.** We recall from (4.5) that for all \(n \geq 1\),

\[
\begin{align*}
\tilde{\vartheta}_{n+1} &= \frac{1}{P_n} \left( \vartheta_1 + M_{n+1} + H_{n+1} \right) \\
\tilde{\vartheta}_{n+1} &= \frac{1}{P_n} \left( \vartheta_1 + N_{n+1} + L_{n+1} \right).
\end{align*}
\]

We have from (2.4) together with the continuity of the functions \(H_\alpha\) and \(L_\alpha\) that

\[
\lim_{n \to \infty} H_\alpha (\theta_n) = H_\alpha (\theta_\alpha) \quad \text{a.s.} \quad (5.3)
\]

and

\[
\lim_{n \to \infty} L_\alpha (\theta_n) = L_\alpha (\theta_\alpha) \quad \text{a.s.} \quad (5.4)
\]

One can observe that \(H_\alpha (\theta_n) = L_\alpha (\theta_n) = \vartheta_\alpha\). Moreover, it is easy to see that for all \(n \geq 1, b_n P_n = P_n - P_{n-1}\). Hence, we obtain by a telescoping argument that

\[
\sum_{k=1}^{n} b_k P_k = P_n - P_0, \quad (5.5)
\]

which leads to

\[
\lim_{n \to \infty} \frac{1}{P_n} \sum_{k=1}^{n} b_k P_k = 1.
\]

Therefore, it follows from Toeplitz’s lemma that

\[
\lim_{n \to \infty} \frac{H_{n+1}}{P_n} = \vartheta_\alpha \quad \text{and} \quad \lim_{n \to \infty} \frac{L_{n+1}}{P_n} = \vartheta_\alpha \quad \text{a.s.} \quad (5.6)
\]

Finally, we find from (4.5), (5.1) and (5.6) that

\[
\lim_{n \to \infty} \tilde{\vartheta}_n = \vartheta_\alpha \quad \text{and} \quad \lim_{n \to \infty} \tilde{\vartheta}_n = \vartheta_\alpha \quad \text{a.s.} \quad (5.7)
\]

which completes the proof of Theorem 3.1. \(\square\)
5.2 A keystone lemma.

The QSL as well as the LIL for our estimates require the sharp asymptotic behavior of the sequence \( (P_n) \) defined in (4.4). Surprisingly, to the best of our knowledge, the following keystone lemma is new. It involves the famous Euler-Riemann zeta function.

**Lemma 5.2.** Assume that for some \( 0 < b_1 < 1 \),

\[
P_n = \prod_{k=1}^{n} \left( 1 - \frac{b_1}{k} \right)^{-1}.
\]

Then, we have

\[
\lim_{n \to \infty} \frac{1}{n^{b_1}} P_n = \Gamma(1 - b_1)
\]

where \( \Gamma \) stands for the Euler gamma function. Moreover, suppose that \( 0 < b_1 < 1 \) and that

\[
P_n = \prod_{k=1}^{n} \left( 1 - \frac{b_1}{k^\alpha} \right)^{-1}
\]

where \( 1/2 < \alpha < 1 \). Then, we have

\[
\lim_{n \to \infty} \frac{1}{\exp(cn^{1-\alpha})} P_n = \exp(\Lambda)
\]

with \( c = b_1/(1 - \alpha) \) and the limiting value

\[
\Lambda = \sum_{n=2}^{\infty} \frac{b_1^n}{n} \zeta(bm)
\]

where \( \zeta \) stands for the Riemann zeta function.

**Remark 5.1.** The link between the first case \( b = 1 \) and the second case \( 1/2 < b < 1 \) is given the following formula due to Euler. For all \( |x| < 1 \),

\[
\log \Gamma(1 - x) = \gamma x + \sum_{n=2}^{\infty} \frac{x^n}{n} \zeta(n)
\]

where \( \gamma \) is the Euler-Mascheroni constant.

**Remark 5.2.** The case \( b_1 \geq 1 \) can be treated in the same way. For example, concerning the first part of Lemma 5.2, it is only necessary to replace \( P_n \), defined in (5.8) by

\[
P_n = \prod_{k=1+[b_1]}^{n} \left( 1 - \frac{b_1}{k} \right)^{-1}
\]

where \([b_1]\) is the integer part of \( b_1 \). Then, we obtain that

\[
\lim_{n \to \infty} \frac{1}{n^{b_1}} P_n = \frac{\Gamma(1 - \{b_1\})}{\Gamma(1 + [b_1])}
\]

where \( \{b_1\} = b_1 - [b_1] \) stands for the fractional part of \( b_1 \).

**Proof.** In the first case \( b = 1 \), we clearly have

\[
P_n = \prod_{k=1}^{n} \left( 1 - \frac{b_1}{k} \right)^{-1} = \frac{\Gamma(n+1)\Gamma(1-b_1)}{\Gamma(n+1-b_1)}.
\]
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It is well-known that for any \( c > 0 \),
\[
\lim_{n \to \infty} \frac{\Gamma(n + c)}{\Gamma(n) n^c} = 1. \tag{5.13}
\]

Hence, we obtain from (5.12) and (5.13) that
\[
\lim_{n \to \infty} \frac{1}{n b_1} P_n = \Gamma(1 - b_1). \tag{5.14}
\]

The second case \( 1/2 < b < 1 \) is much more difficult to handle. It follows from the Taylor expansion of the natural logarithm given for all \( |x| < 1 \) by
\[
\log(1 - x) = -\sum_{\ell=1}^{\infty} x^\ell
\]
that
\[
\log(P_n) = -\sum_{k=1}^{n} \log \left(1 - \frac{b_1}{k^b}\right) = \sum_{k=1}^{\infty} \sum_{\ell=1}^{\infty} \frac{1}{\ell} \left(\frac{b_1}{k^b}\right)^\ell = \sum_{\ell=1}^{\infty} \sum_{k=1}^{n} \frac{1}{\ell} \left(\frac{b_1}{k^b}\right)^\ell. \tag{5.15}
\]

It is well-known that
\[
\lim_{n \to \infty} \frac{1}{n^{1-b}} \sum_{k=1}^{n} \frac{1}{k^b} = \frac{1}{1 - b}.
\]

In addition, as \( b > 1/2 \), we always have for all \( \ell \geq 2, b\ell > 1 \). Consequently,
\[
\lim_{n \to \infty} \sum_{k=1}^{n} \frac{1}{k^{\ell b}} = \zeta(b\ell)
\]
where \( \zeta \) is the Riemann zeta function. Therefore, we obtain from (5.15) that
\[
\lim_{n \to \infty} \exp(cn^{1-b}) P_n = \exp(\Lambda) \tag{5.16}
\]
where \( c = b_1/(1 - b) \) and the limiting value
\[
\Lambda = \sum_{\ell=2}^{\infty} \frac{b_1^\ell}{\ell} \zeta(b\ell).
\]

5.3 The fast step size case.

The proof of Theorem 3.2 relies on the following lemma which provides the QSL and the LIL for the martingales \( (M_n) \) and \( (N_n) \).

**Lemma 5.3.** Assume that the step sequences \( (a_n) \) and \( (b_n) \) are given by
\[
a_n = \frac{a_1}{n^a} \quad \text{and} \quad b_n = \frac{b_1}{n}
\]
where \( a_1 > 0, b_1 > 1/2 \) and \( 1/2 < a < 1 \). Then, \( (M_n) \) and \( (N_n) \) share the same QSL
\[
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \left(\frac{M_k}{P_{k-1}}\right)^2 = \left(\frac{b_1^2}{2b_1 - 1}\right) r_\alpha^2(\theta_\alpha) \quad \text{a.s.} \tag{5.17}
\]
In addition, they also share the same LIL

\[
\limsup_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} \left( \frac{M_n}{P_{n-1}} \right) = -\liminf_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} \left( \frac{M_n}{P_{n-1}} \right) = \left( \frac{b_1^2}{2b_1 - 1} \right)^{1/2} \tau_\alpha(\theta_\alpha) \quad \text{a.s.} \quad (5.18)
\]

Proof. We first focus our attention on the martingale \((M_n)\) defined by

\[
M_{n+1} = \sum_{k=1}^n b_k P_k W_{k+1}
\]

where

\[
W_{n+1} = \varepsilon_{n+1} + \frac{a_n \delta_{n+1}}{b_n} V_{n+1}
\]

with \(V_{n+1} = I\{X_{n+1} \leq \theta_n\} - F(\theta_n)\). We clearly have \(E[V_{n+1} | F_n] = 0\), \(E[W_{n+1} | F_n] = 0\), and \(E[V_{n+1}^2 | F_n] = F(\theta_n)(1 - F(\theta_n))\), \(E[W_{n+1}^2 | F_n] = \tau_\alpha^2(\theta_n)\) where for all \(\theta \in \mathbb{R}\),

\[
\tau_\alpha^2(\theta) = \sigma_\alpha^2(\theta) + \left( \frac{a_n \delta_{n+1}}{b_n} \right)^2 F(\theta)(1 - F(\theta)) - \left( \frac{2a_n \delta_{n+1}}{b_n} \right) F(\theta) H_\alpha(\theta). \quad (5.19)
\]

We obtain from (4.16) that

\[
\lim_{n \to \infty} a_n \delta_{n+1} = \frac{\theta_\alpha}{1 - \alpha}. \quad (5.20)
\]

Consequently, we infer from (2.4), (5.19) and (5.20) that

\[
\lim_{n \to \infty} \tau_\alpha^2(\theta) = \sigma_\alpha^2(\theta) - \left( \frac{\alpha \theta_\alpha}{1 - \alpha} \right) (2 \theta_\alpha - \theta_\alpha) = \tau_\alpha^2(\theta_\alpha) \quad \text{a.s.} \quad (5.21)
\]

Hereafter, assume for the sake of simplicity that \(1/2 < b_1 < 1\) inasmuch as the proof follows exactly the same lines for \(b_1 \geq 1\). On the one hand, the predictable quadratic variation of \((M_n)\) is given by

\[
\langle M \rangle_n = \sum_{k=1}^{n-1} b_k^2 P_k^2 \tau_\alpha^2(\theta_k).
\]

On the other hand, as \(b_1 > 1/2\), we obtain from convergence (5.9) in Lemma 5.2 that

\[
\lim_{n \to \infty} \frac{1}{n^{2b_1 - 1}} \sum_{k=1}^n b_k^2 P_k^2 = \left( \frac{b_1^2}{2b_1 - 1} \right) \Gamma^2(1 - b_1).
\]

Then, we deduce from (5.21) and Toeplitz’s lemma that

\[
\lim_{n \to \infty} \frac{1}{n^{2b_1 - 1}} \langle M \rangle_n = \left( \frac{b_1^2}{2b_1 - 1} \right) \Gamma^2(1 - b_1) \tau_\alpha^2(\theta_\alpha) \quad \text{a.s.} \quad (5.22)
\]

Denote by \(f_n\) the explosion coefficient associated with the martingale \((M_n)\),

\[
f_n = \frac{\langle M \rangle_n - \langle M \rangle_{n-1}}{\langle M \rangle_n}.
\]

We obtain from (5.22) that

\[
\lim_{n \to \infty} nf_n = 2b_1 - 1 \quad \text{a.s.} \quad (5.23)
\]
It means that \( f_n \) converges to zero almost surely at rate \( n \). In addition, we already saw from (5.21) that
\[
\lim_{n \to \infty} \mathbb{E}[W_{n+1}^2 | F_n] = \tau_n^2(\theta_n) \quad \text{a.s.}
\]
Furthermore, we assume that the random variable \( X \) has a moment of order \( p \) strictly greater than 2. It implies that
\[
\sup_{n \geq 0} \mathbb{E}[|W_{n+1}|^p | F_n] < \infty \quad \text{a.s.}
\]
Consequently, we deduce from the QSL for martingales given in theorem 3 of [4] that
\[
\lim_{n \to \infty} \frac{1}{\log(\langle M \rangle_n)} \sum_{k=1}^{n} f_k \frac{M_k^2}{\langle M \rangle_k} = 1 \quad \text{a.s.} \quad (5.24)
\]
Hence, we obtain from the conjunction of (5.22) and (5.24) that
\[
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \frac{M_k^2}{P_{k-1}^2} = \left( \frac{b_1^2}{2b_1 - 1} \right) \tau_n^2(\theta_n) \quad \text{a.s.} \quad (5.25)
\]
We shall now proceed to the proof of the LIL given by (5.18). We find from (5.23) that
\[
\sum_{n=1}^{\infty} f_n^{p/2} < \infty \quad \text{a.s.}
\]
Therefore, we deduce from the LIL for martingales [29], see also corollary 6.4.25 in [9] that
\[
\limsup_{n \to \infty} \left( \frac{1}{2\langle M \rangle_n \log \log \langle M \rangle_n} \right)^{1/2} M_n = -\liminf_{n \to \infty} \left( \frac{1}{2\langle M \rangle_n \log \log \langle M \rangle_n} \right)^{1/2} M_n = 1 \quad \text{a.s.} \quad (5.26)
\]
Hence, it follows from the conjunction of (5.14), (5.22) and (5.26) that
\[
\limsup_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} \frac{M_n}{P_{n-1}} = -\liminf_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} \frac{M_n}{P_{n-1}} = \left( \frac{b_1^2}{2b_1 - 1} \right)^{1/2} \tau_n(\theta_n) \quad \text{a.s.}
\]
which is exactly what we wanted to prove. Finally, concerning the martingale \((N_n)\) given by
\[
N_{n+1} = \sum_{k=1}^{n} b_k P_k \xi_{k+1},
\]
the only minor change is that \( \mathbb{E}[\xi_{n+1}^2 | F_n] = \tau_n^2(\theta_n) \). However, we already saw that \( \tau_n^2(\theta_n) \to \tau_n^2(\theta_n) \) a.s. Consequently, \((M_n)\) and \((N_n)\) share the same QSL and the same LIL, which completes the proof of Lemma 5.3.

**Proof of Theorem 3.2.** We shall only prove Theorem 3.2 in the special case where \( b_n = b_1/n \) with \( 1/2 < b_1 < 1 \) inasmuch as the proof in the case \( b_1 \geq 1 \) follows essentially the same lines. First of all, we focus our attention on the standard estimator \( \hat{\vartheta}_n \).

- Our strategy is first to establish the QSL for the sequence \((\Delta_n)\) given by (4.12) and then to come back to \( \hat{\vartheta}_n \). We recall from (4.18) that for all \( n \geq 2 \),
\[
\Delta_{n+1} = \frac{1}{P_n} \left( M_{n+1} + H_{n+1} + R_{n+1} \right).
\]
We claim that the weighted sequence \((\Delta_n)\) satisfies the QSL
\[
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \Delta_k^2 = \left( \frac{b_2^2}{2b_1 - 1} \right) \tau_\alpha^2(\theta_\alpha) \quad \text{a.s.} \quad (5.27)
\]
As a matter of fact, we already saw from (5.17) that
\[
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \left( \frac{M_k}{P_{k-1}} \right)^2 = \left( \frac{b_2^2}{2b_1 - 1} \right) \tau_\alpha^2(\theta_\alpha) \quad \text{a.s.}
\]
Hence, in order to prove (5.27), it suffices to show that
\[
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \left( \frac{H_k}{P_{k-1}} \right)^2 = 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \left( \frac{R_k}{P_{k-1}} \right)^2 = 0 \quad \text{a.s.} \quad (5.28)
\]
On the one hand, it follows from (2.12) that for \(n\) large enough and for all \(k \geq n\),
\[
(\theta_k - \theta_\alpha)^2 \leq 2D_\alpha \left( \frac{\log k}{k^a} \right) \quad \text{a.s.} \quad (5.29)
\]
where
\[
D_\alpha = \frac{2a_1(1-a)\alpha(1-\alpha)}{f(\theta_\alpha)}.
\]
Consequently, we obtain from (4.19) and (5.29) that
\[
|H_{n+1}| = O \left( \sum_{k=1}^{n} \frac{b_k P_k |\nu_{k+1}| \sqrt{\log k}}{k^{a/2}} \right) \quad \text{a.s.} \quad (5.30)
\]
Furthermore, one can easily check from (4.16) and (4.17) that
\[
\lim_{n \to \infty} n^{1-a} \nu_{n+1} = \frac{(1-a)C_\alpha}{a_1 f(\theta_\alpha)}.
\]
In addition, we also recall from convergence (5.9) in Lemma 5.2 that
\[
\lim_{n \to \infty} \frac{1}{n^{b_1}} P_n = \Gamma(1-b_1).
\]
Hence, we deduce from (5.30) that
\[
|H_{n+1}| = O \left( \sum_{k=1}^{n} \frac{\sqrt{\log k}}{k^{2-b_1-a/2}} \right) \quad \text{a.s.} \quad (5.31)
\]
It follows from (5.31) that
\[
\sum_{n=1}^{\infty} \left( \frac{H_n}{P_{n-1}} \right)^2 < +\infty \quad \text{a.s.} \quad (5.32)
\]
As a matter of fact, let \(d = 2 - b_1 - a/2\). If \(d > 1\) that is \(b_1 < 1 - a/2\), we obtain from (5.31) that \(|H_n| = O(1)\) a.s. Consequently, as \(b_1 > 1/2\), (5.32) holds true. In addition, if \(d = 1\) that is \(b_1 = 1 - a/2\), we deduce from (5.31) that \(|H_n| = O((\log n)^{3/2})\) a.s. which implies that
\[
\sum_{n=1}^{\infty} \left( \frac{H_n}{P_{n-1}} \right)^2 = O \left( \sum_{n=1}^{\infty} \frac{(\log n)^{3}}{n^{2b_1}} \right) = O(1) \quad \text{a.s.}
\]
Moreover, if \( d < 1 \) that is \( b_1 > 1 - a / 2 \), we get from (5.31) that \( |\mathcal{H}_n| = O((\log n)^{1/2} n^{1 - d}) \) a.s. leading to
\[
\sum_{n=1}^{\infty} \left( \frac{\mathcal{H}_n}{P_{n-1}} \right)^2 = O \left( \sum_{n=1}^{\infty} \frac{(\log n)}{n^{2a_1 + 2d - 2}} \right) = O \left( \sum_{n=1}^{\infty} \frac{(\log n)}{n^{2-a}} \right) = O(1) \quad \text{a.s.}
\]

On the other hand, (4.20) together with (4.9) and (4.10) imply that
\[
|\mathcal{R}_{n+1}| = O \left( \sum_{k=1}^{n} b_k P_k (\theta_k - \theta_\alpha)^2 \right) \quad \text{a.s.} \tag{5.33}
\]

It follows from (5.29) and (5.33) that
\[
|\mathcal{R}_{n+1}| = O \left( \sum_{k=1}^{n} \log k \frac{\log k}{k^{1+a-b_1}} \right) \quad \text{a.s.} \tag{5.34}
\]

which clearly leads to
\[
\sum_{n=1}^{\infty} \left( \frac{\mathcal{R}_n}{P_{n-1}} \right)^2 < +\infty \quad \text{a.s.} \tag{5.35}
\]

Therefore, we obtain from (5.32) and (5.35) that the two convergences in (5.28) hold true, which immediately implies (5.27). Hereafter, one can notice from (4.12) that
\[
\sum_{k=1}^{n} (\hat{\theta}_k - \theta_\alpha)^2 = \sum_{k=1}^{n} \Delta_k^2 + \sum_{k=1}^{n} \delta_k^2 (\theta_k - \theta_\alpha)^2 + 2 \sum_{k=1}^{n} \delta_k \Delta_k (\theta_k - \theta_\alpha). \tag{5.36}
\]

Hence, in order to prove (3.4), it suffices to show that
\[
\lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \delta_k^2 (\theta_k - \theta_\alpha)^2 = 0 \quad \text{a.s.}
\]

and to make use of the Cauchy-Schwarz inequality. Denote
\[
\Lambda_n = \sum_{k=1}^{n} (\theta_k - \theta_\alpha)^2.
\]

We have from (2.13) that as soon as \( f(\theta_\alpha) > 0 \),
\[
\lim_{n \to \infty} \frac{1}{n^{1-a}} \Lambda_n = \frac{a_1 \alpha (1 - \alpha)}{2(1 - a) f(\theta_\alpha)} \quad \text{a.s.} \tag{5.37}
\]

Furthermore, we obtain from a simple Abel transform that
\[
\sum_{k=1}^{n} \delta_k^2 (\theta_k - \theta_\alpha)^2 = \delta_n^2 \Lambda_n + \sum_{k=1}^{n-1} (\delta_k^2 - \delta_{k+1}^2) \Lambda_k. \tag{5.38}
\]

We obtain from (4.16) that
\[
\lim_{n \to \infty} n^{1-a} \delta_n = \frac{b_1 C_\alpha}{a_1 f(\theta_\alpha)}. \tag{5.39}
\]

Then, we deduce from (5.37) that
\[
\lim_{n \to \infty} n^{1-a} \delta_n^2 \Lambda_n = \frac{b_1^2 C_\alpha^2 \alpha (1 - \alpha)}{2a_1 (1 - a) f^2(\theta_\alpha)} \quad \text{a.s.}
\]
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which implies that
\[ \lim_{n \to \infty} \frac{1}{\log n} \delta_n^2 \Lambda_n = 0 \quad \text{a.s.} \quad (5.40) \]

In addition, we also have from (4.16) that
\[ \lim_{n \to \infty} n^{3-2a} (\delta_n^2 - \delta_{n+1}^2) = 2(1-a) \left( \frac{b_1 C_{\alpha}}{a_1 f(\theta_{\alpha})} \right)^2. \]

It clearly ensures via (5.37) that
\[ \lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n-1} (\delta_k^2 - \delta_{k+1}^2) \Lambda_k = 0 \quad \text{a.s.} \quad (5.41) \]

Then, it follows from (5.38) together with (5.40) and (5.41) that
\[ \lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \delta_k^2 (\theta_k - \theta_{\alpha})^2 = 0 \quad \text{a.s.} \quad (5.42) \]

Consequently, we obtain from (5.27) together with (5.36), (5.42) and the Cauchy-Schwarz inequality that \((\tilde{\vartheta}_n)^\ast\) satisfies the QSL
\[ \lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} (\tilde{\vartheta}_k - \vartheta_{\alpha})^2 = \left( \frac{b_1^2}{2b_1 - 1} \right) \tau_{\alpha}^2(\theta_{\alpha}) \quad \text{a.s.} \quad (5.43) \]

The proof of the QSL for the convexified estimator \((\tilde{\vartheta}_n)^\ast\) is much more easier. We infer from (4.5), (4.7), (5.5) and the identity \(L_{\alpha}(\theta_{\alpha}) = \vartheta_{\alpha}\) that for all \(n \geq 1\),
\[ \tilde{\vartheta}_{n+1} = \vartheta_{\alpha} = \frac{1}{P_n} \left( \tilde{\vartheta}_1 + N_{n+1} + L_{n+1} - P_n \vartheta_{\alpha} \right), \]
\[ = \frac{1}{P_n} \left( N_{n+1} + \tilde{R}_{n+1} \right) \quad (5.44) \]

where
\[ \tilde{R}_{n+1} = \tilde{\vartheta}_1 - \vartheta_{\alpha} + \sum_{k=1}^{n} b_k P_k (L_{\alpha}(\theta_k) - L_{\alpha}(\theta_{\alpha})). \]

It follows from Lemma 5.3 that
\[ \lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \left( \frac{N_k}{P_{k-1}} \right)^2 = \left( \frac{b_1^2}{2b_1 - 1} \right) \tau_{\alpha}^2(\theta_{\alpha}) \quad \text{a.s.} \quad (5.45) \]

Hence, in order to prove (3.4), it suffices to show that
\[ \lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} \left( \frac{\tilde{R}_k}{P_{k-1}} \right)^2 = 0 \quad \text{a.s.} \quad (5.46) \]

We shall prove the stronger result
\[ \sum_{n=1}^{\infty} \left( \frac{\tilde{R}_n}{P_{n-1}} \right)^2 < \infty \quad \text{a.s.} \quad (5.47) \]

We obtain from (4.8) and (5.44) that for all \(n \geq 1\),
\[ \tilde{R}_{n+1}^2 \leq 2(\tilde{\vartheta}_1 - \vartheta_{\alpha})^2 + M_f \left( \sum_{k=1}^{n} b_k P_k (\theta_k - \vartheta_{\alpha})^2 \right)^2 \]
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where

\[ M_f = \frac{||f||^2_{\infty}}{2(1-\alpha)^2}. \]

As before, we obtain from a simple Abel transform that

\[ \sum_{k=1}^{n} b_k P_k (\theta_k - \theta_\alpha)^2 = b_n P_n \Lambda_n + \sum_{k=1}^{n-1} (b_k P_k - b_{k+1} P_{k+1}) \Lambda_k. \]

(5.49)

It is easy to see that

\[ b_n P_n - b_{n+1} P_{n+1} = b_n P_n \left( \frac{1 - b_1}{n + 1 - b_1} \right). \]

It implies that

\[ 0 < n (b_n P_n - b_{n+1} P_{n+1}) < (1 - b_1) b_n P_n. \]

Hence, as \( 1/2 < a < 1 \) and \( 1/2 < b_1 < 1 \), we find from (5.14) and (5.37) that (5.47) holds true. Consequently, we deduce from (5.43) together with (5.45) and (5.46) that

\[ \lim_{n \to \infty} \frac{1}{\log n} \sum_{k=1}^{n} (\tilde{\vartheta}_k - \vartheta_\alpha)^2 = \left( \frac{b_1^2}{2b_1 - 1} \right) \tau^2_\alpha(\theta_\alpha) \quad a.s. \]

which is exactly the QSL given by (3.4).

\[ \bullet \] It only remains to establish the LIL for our estimates \((\hat{\vartheta}_n)\) and \((\tilde{\vartheta}_n)\). We start by proving the LIL for the sequence \((\Delta_n)\). We immediately obtain from (4.18) that

\[ \left( \frac{n}{2 \log \log n} \right)^{1/2} \Delta_n = \left( \frac{n}{2 \log \log n} \right)^{1/2} \left( \frac{M_n + H_n + R_n}{P_n-1} \right). \]

(5.50)

We already saw in Lemma 5.3 that the martingale \((M_n)\) satisfies the LIL given by (5.18). In addition, it is easy to see from (5.14), (5.31) and (5.34) that

\[ \lim_{n \to \infty} n \left( \frac{H_n}{P_{n-1}} \right)^2 = 0 \quad \text{and} \quad \lim_{n \to \infty} n \left( \frac{R_n}{P_{n-1}} \right)^2 = 0 \quad a.s. \]

It clearly implies that

\[ \lim_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} \left( \frac{H_n}{P_{n-1}} \right) = 0 \quad a.s. \]

and

\[ \lim_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} \left( \frac{R_n}{P_{n-1}} \right) = 0 \quad a.s. \]

Therefore, we deduce from (5.18) and (5.50) that \((\Delta_n)\) satisfies the LIL

\[ \limsup_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} \Delta_n = -\liminf_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} \Delta_n = \left( \frac{b_1^2}{2b_1 - 1} \right)^{1/2} \tau_\alpha(\theta_\alpha) \quad a.s. \]

(5.51)

Hereafter, one can observe from (4.12) that

\[ \left( \frac{n}{2 \log \log n} \right)^{1/2} (\tilde{\vartheta}_n - \vartheta_\alpha) = \left( \frac{n}{2 \log \log n} \right)^{1/2} \Delta_n + \left( \frac{n}{2 \log \log n} \right)^{1/2} \delta_n (\theta_n - \theta_\alpha). \]

(5.52)

It follows from (2.11) and (5.39) that

\[ \left( \frac{n}{2 \log \log n} \right)^{1/2} \delta_n (\theta_n - \theta_\alpha) = O \left( \frac{\log n}{n^{1-a} \log \log n} \right) \quad a.s. \]
Stochastic algorithms for superquantiles estimation

which clearly leads to

\[
\lim_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} \delta_n (\theta_n - \theta_\alpha) = 0 \quad \text{a.s.} \quad (5.53)
\]

Consequently, we obtain (3.5) from (5.51), (5.52) and (5.53). The proof for the convexified estimator \((\tilde{\vartheta}_n)\) is straightforward. We obtain from (5.43) that

\[
\left( \frac{n}{2 \log \log n} \right)^{1/2} (\tilde{\vartheta}_n - \vartheta_\alpha) = \left( \frac{n}{2 \log \log n} \right)^{1/2} \left( \frac{N_n + \tilde{R}_n}{P_{n-1}} \right). \quad (5.54)
\]

We already saw in Lemma 5.3 that the martingale \((N_n)\) satisfies the LIL given by (5.18). In addition, it is easy to see from (5.14), (5.48) and (5.49) that

\[
\lim_{n \to \infty} n \left( \frac{\tilde{R}_n}{P_{n-1}} - 1 \right)^2 = 0 \quad \text{a.s.} \quad (5.55)
\]

which clearly implies

\[
\lim_{n \to \infty} \left( \frac{n}{2 \log \log n} \right)^{1/2} \left( \frac{\tilde{R}_n}{P_{n-1}} \right) = 0 \quad \text{a.s.} \quad (5.55)
\]

Finally, we deduce (3.5) from (5.18), (5.54) and (5.55), which completes the proof of Theorem 3.2.

\section{5.4 The slow step size case.}

In order to prove Theorem 3.3, it is necessary to establish the following QSL and LIL for the martingales \((M_n)\) and \((N_n)\).

\textbf{Lemma 5.4.} Assume that the step sequences \((a_n)\) and \((b_n)\) are given by

\[
a_n = \frac{a_1}{n^a} \quad \text{and} \quad b_n = \frac{b_1}{n^b}
\]

where \(a_1 > 0, b_1 > 0\) and \(1/2 < a < b < 1\). Then, \((M_n)\) and \((N_n)\) share the same QSL

\[
\lim_{n \to \infty} \frac{1}{n^{1-b}} \sum_{k=1}^{n} \left( \frac{M_k}{P_{k-1}} \right)^2 = \left( \frac{b_1}{2(1-b)} \right) \tau_\alpha^2(\theta_\alpha) \quad \text{a.s.} \quad (5.56)
\]

In addition, they also share the same LIL

\[
\limsup_{n \to \infty} \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} \left( \frac{M_n}{P_{n-1}} \right) = - \liminf_{n \to \infty} \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} \left( \frac{M_n}{P_{n-1}} \right) = \left( \frac{b_1}{2} \right)^{1/2} \tau_\alpha(\theta_\alpha) \quad \text{a.s.} \quad (5.57)
\]

\textbf{Proof.} We recall that the martingale \((M_n)\) and its predictable quadratic variation are given by

\[
M_{n+1} = \sum_{k=1}^{n} b_k P_k W_{k+1} \quad \text{and} \quad \langle M \rangle_{n+1} = \sum_{k=1}^{n} b_k^2 P_k^2 \tau_k^2(\theta_k)
\]

where, thanks to (5.21),

\[
\lim_{n \to \infty} \tau_n^2(\theta_n) = \tau_\alpha^2(\theta_\alpha) \quad \text{a.s}
\]
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It is not hard to see via a comparison series integral together with convergence (5.11) in Lemma 5.2 that
\[
\lim_{n \to \infty} \frac{1}{b_n P_n^2} \sum_{k=1}^{n} b_k^2 P_k^2 = \frac{1}{2}.
\] (5.58)

Hence, we deduce from (5.58) and Toeplitz’s lemma that
\[
\lim_{n \to \infty} \frac{1}{b_n P_n^2} \langle M \rangle_{n+1}^2 = \frac{\tau_\alpha^2(\theta_n)}{2} \quad \text{a.s.} \quad (5.59)
\]

Denote by \( f_n \) the explosion coefficient associated with the martingale \((M_n)\),
\[
f_n = \frac{\langle M \rangle_n - \langle M \rangle_{n-1}}{\langle M \rangle_n}
\]

It follows from the very definition of \( P_n \) given by (4.4) together with (5.59) that
\[
\lim_{n \to \infty} n b_n f_n = 2b_1 \quad \text{a.s.} \quad (5.60)
\]

It means that \( f_n \) converges to zero almost surely at rate \( n b \) where \( 1/2 < b < 1 \).
Furthermore, we assume that the random variable \( X \) has a moment of order \( p \) strictly greater than 2.

Consequently, we deduce from the QSL for martingales given in theorem 3 of [4] that
\[
\lim_{n \to \infty} \frac{1}{\log \langle M \rangle_n} \sum_{k=1}^{n} \frac{M_k^2}{\langle M \rangle_k} = 1 \quad \text{a.s.} \quad (5.61)
\]

Therefore, we obtain from (5.16) and (5.59) together with (5.60) and (5.61) that
\[
\lim_{n \to \infty} \frac{1}{n^{1-b}} \sum_{k=1}^{n} \frac{M_k^2}{P_k^{2k-1}} = \left( \frac{b_1}{2(1-b)} \right) \tau_\alpha^2(\theta_n) \quad \text{a.s.} \quad (5.62)
\]

Hereafter, we focus our attention on the proof of the LIL given by (5.57). Since \( b > 1/2 \), we obtain from (5.60) that the explosion coefficient \( f_n \) satisfies
\[
\sum_{n=1}^{\infty} f_n^{p/2} < +\infty \quad \text{a.s.}
\]

Therefore, we deduce from the LIL for martingales [29], see also corollary 6.4.25 in [9] that
\[
\limsup_{n \to \infty} \left( \frac{1}{2\langle M \rangle_n \log \log \langle M \rangle_n} \right)^{1/2} M_n = -\liminf_{n \to \infty} \left( \frac{1}{2\langle M \rangle_n \log \log \langle M \rangle_n} \right)^{1/2} M_n = 1 \quad \text{a.s.} \quad (5.63)
\]

Hence, we find from (5.16), (5.59) and (5.63) that
\[
\limsup_{n \to \infty} \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} \left( \frac{M_n}{P_{n-1}} \right) = -\liminf_{n \to \infty} \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} \left( \frac{M_n}{P_{n-1}} \right) = \left( \frac{b_1}{2} \right)^{1/2} \tau_\alpha(\theta_n) \quad \text{a.s.}
\]

The proof for the martingale \((N_n)\) is left to the reader inasmuch as it follows exactly the same lines than those for the martingale \((M_n)\).
Proof of Theorem 3.3. We shall proceed as in the proof of Theorem 3.2. We already saw from (5.56) that
\[
\lim_{n \to \infty} \frac{1}{n^{1-b}} \sum_{k=1}^{n} \left( \frac{M_k}{P_{k-1}} \right)^2 = \left( \frac{b_1}{2(1-b)} \right) \tau^2_\alpha(\theta_\alpha) \quad \text{a.s.}
\]

Our goal is to prove that the sequence \((\Delta_n)\) given by (4.12) satisfies the QSL
\[
\lim_{n \to \infty} \frac{1}{n^{1-b}} \sum_{k=1}^{n} \Delta_k^2 = \left( \frac{b_1}{2(1-b)} \right) \tau^2_\alpha(\theta_\alpha) \quad \text{a.s.} \quad (5.64)
\]

On the one hand, we have from (4.19) and (5.29) that
\[
|H_{n+1}| = O \left( \sum_{k=1}^{n} b_k P_k |\nu_{k+1}| \sqrt{\log k} \right) + \frac{1}{2} \quad \text{a.s.}
\]

In addition, one can easily check from (4.16) and (4.17) that
\[
\lim_{n \to \infty} n^{1-a} \nu_{n+1} = \frac{(b - a) C_\alpha}{a f(\theta_\alpha)}.
\]

Hence, we obtain from convergence (5.11) in Lemma 5.2 together with a comparison series integral as previously done in the proof of Theorem 3.2 that
\[
|H_{n+1}| = O \left( \sum_{k=1}^{n} P_k \sqrt{\log k} \right) \quad \text{a.s.} \quad (5.65)
\]

Consequently, we deduce from (5.65) that
\[
\sum_{n=1}^{\infty} \frac{(H_n)^2}{P_{n-1}} < +\infty \quad \text{a.s.} \quad (5.66)
\]

On the other hand, we already saw from (5.33) that
\[
|R_{n+1}| = O \left( \sum_{k=1}^{n} b_k P_k (\theta_k - \theta_\alpha)^2 \right) \quad \text{a.s.}
\]

which implies that
\[
|R_{n+1}| = O \left( \sum_{k=1}^{n} P_k \log k \right) = O \left( \frac{P_n \log n}{n^a} \right) \quad \text{a.s.} \quad (5.67)
\]

Then, as \(a > 1/2\), we find from (5.67)
\[
\sum_{n=1}^{\infty} \frac{(R_n)^2}{P_{n-1}} < +\infty \quad \text{a.s.} \quad (5.68)
\]

Therefore, we obtain from (5.66) and (5.68) that the QSL (5.64) holds true. In order to prove (3.6), it only remains to show via (5.36) that
\[
\lim_{n \to \infty} \frac{1}{n^{1-b}} \sum_{k=1}^{n} \delta_k^2 (\theta_k - \theta_\alpha)^2 = 0 \quad \text{a.s.} \quad (5.69)
\]

We recall from (5.38) that
\[
\sum_{k=1}^{n} \delta_k^2 (\theta_k - \theta_\alpha)^2 = \delta_n^2 \Lambda_n + \sum_{k=1}^{n-1} (\delta_k^2 - \delta_{k+1}^2) \Lambda_k.
\]
We obtain from (4.16) that
\[
\lim_{n \to \infty} n^{b-a} \delta_n = \frac{b_1 C_0}{a_1 f'(\theta_0)}.
\] (5.70)

Then, it follows from (5.37) and (5.70) that
\[
\lim_{n \to \infty} \frac{1}{n^{1-b}} \delta_n^2 \Lambda_n = \frac{b_2 C_0 a(1-a)}{2a_1 (1-a)f'\left(\theta_0\right)} \quad \text{a.s.} \quad (5.71)
\]

Consequently, as \(a < b\), we deduce from (5.71) that
\[
\lim_{n \to \infty} \frac{1}{n^{1+b}} \delta_n^2 \Lambda_n = 0 \quad \text{a.s.} \quad (5.72)
\]

By the same token, we also find from (5.37) and (5.70) that
\[
\lim_{n \to \infty} \frac{1}{n^{1-b}} \sum_{k=1}^{n-1} (\delta_n^2 - \delta_{n+1}^2) \Lambda_k = 0 \quad \text{a.s.} \quad (5.73)
\]

Then, we clearly obtain from (5.72) and (5.73) that convergence (5.69) holds true. As before, the proof of the QSL for the convexified estimator \(\tilde{\vartheta}_n\) is much more easier and left to the reader. We now focus our attention on the LIL for our estimates \(\hat{\vartheta}_n\) and \(\tilde{\vartheta}_n\). We start by proving the LIL for the sequence \((\Delta_n)\) given by (4.12). We immediately obtain from (4.18) that
\[
\left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} \Delta_n = \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} \left( \frac{M_n + H_n + R_n}{P_{n-1}} \right).
\] (5.74)

We already saw in Lemma 5.4 that the martingale \((M_n)\) satisfies the LIL given by (5.57). In addition, as \(b < 1 < 2a\), we get from (5.65) and (5.67) that
\[
\lim_{n \to \infty} n^b \left( \frac{H_n}{P_{n-1}} \right)^2 = 0 \quad \text{and} \quad \lim_{n \to \infty} n^b \left( \frac{R_n}{P_{n-1}} \right)^2 = 0 \quad \text{a.s.}
\]

which clearly ensures that
\[
\lim_{n \to \infty} \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} \left( \frac{H_n}{P_{n-1}} \right) = 0 \quad \text{a.s.}
\]

and
\[
\lim_{n \to \infty} \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} \left( \frac{R_n}{P_{n-1}} \right) = 0 \quad \text{a.s.}
\]

Consequently, we find from (5.57) and (5.74) that \((\Delta_n)\) satisfies the LIL
\[
\limsup_{n \to \infty} \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} \Delta_n = -\liminf_{n \to \infty} \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} \Delta_n
\]
\[
= \left( \frac{b_1}{2} \right)^{1/2} \tau_a(\theta_0) \quad \text{a.s.} \quad (5.75)
\]

Hereafter, we clearly have from (4.12) that
\[
\left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} (\tilde{\vartheta}_n - \theta_0) = \left( \frac{n^b}{2(1-b) \log n} \right)^{1/2} \left( \Delta_n + \delta_n(\theta_n - \theta_0) \right).
\] (5.76)

It follows from (2.11) and (5.70) that
\[
\left( \frac{n^b}{2(1-b) \log n} \right) \left| \delta_n(\theta_n - \theta_0) \right|^2 = O \left( \frac{1}{n^{b-a}} \right) \quad \text{a.s.}
\]

Since \(a < b\), it clearly implies that
6 Proofs of the asymptotic normality results

The proof of Theorem 3.4 relies on the central limit theorem for the two-time-scale stochastic algorithm given in Theorem 1 of Mokkadem and Pelletier [20]. To be more precise, the asymptotic normality for the couples \((\theta_n, \tilde{\theta}_n)\) and \((\hat{\theta}_n, \tilde{\hat{\theta}}_n)\) is a direct application of Theorem 1 in [20].

**Proof of Theorem 3.4.** We start with the proof for the standard estimator \(\hat{\theta}_n\). As it was previously done in Section 5, our strategy is first to establish the joint asymptotic normality for the couple \((\theta_n, \Delta_n)\) where \(\Delta_n\) is given by (4.12), and then to deduce the joint asymptotic normality for the couple \((\hat{\theta}_n, \tilde{\hat{\theta}}_n)\). We have from (2.1) together with (4.13) that for all \(n \geq 1\),

\[
\begin{align*}
\begin{cases}
\theta_{n+1} = \theta_n + a_n \mathcal{X}_{n+1} \\
\Delta_{n+1} = \Delta_n + b_n \mathcal{V}_{n+1}
\end{cases}
\end{align*}
\]  

(6.1)

where 

\[
\begin{align*}
\mathcal{X}_{n+1} &= f(\theta_n, \Delta_n) + \psi^{(\theta)}_n + \mathcal{V}_{n+1} \\
\mathcal{V}_{n+1} &= g(\theta_n, \Delta_n) + \psi^{(\Delta)}_n + \mathcal{W}_{n+1}
\end{align*}
\]

with \(f(\theta, \Delta) = \alpha - F(\theta), \psi^{(\theta)}_n = 0, \mathcal{V}_{n+1} = F(\theta_n) - I\{X_{n+1} \leq \theta_n\}\) and \(g(\theta, \Delta) = -\Delta\),

\[
\psi^{(\Delta)}_n = R_\alpha(\theta_n) + \frac{a_n}{b_n} \delta_{n+1} G_\alpha(\theta_n) + \nu_{n+1}(\theta_n - \theta_\alpha),
\]

\[
\mathcal{W}_{n+1} = \epsilon_{n+1} + \frac{a_n}{b_n} \delta_{n+1} \mathcal{V}_{n+1}.
\]

By denoting \(\Delta_n = 0\), we clearly have \(f(\theta_\alpha, \Delta_n) = 0\) and \(g(\theta_\alpha, \Delta_n) = 0\). To be more precise

\[
\begin{pmatrix}
f(\theta, \Delta_n) \\
g(\theta, \Delta_n)
\end{pmatrix} = \begin{pmatrix} -f'(\theta_\alpha) & 0 \\ 0 & -1 \end{pmatrix} \begin{pmatrix} \theta - \theta_\alpha \\ \Delta - \Delta_0 \end{pmatrix} + \begin{pmatrix} O(||\theta - \theta_\alpha||^2) \\ O(||\Delta - \Delta_0||^2) \end{pmatrix}.
\]

On the one hand, it follows from the conjunction of (4.9), (4.10) and (4.16) that

\[
\psi^{(\Delta)}_n = r_n^{(\Delta)} + O(||\theta_n - \theta_\alpha||^2)
\]

where \(r_n^{(\Delta)} = nu_{n+1}(\theta_n - \theta_\alpha)\). On the other hand, we infer from (2.12) and (4.17) that

\[
|\psi^{(\Delta)}_n| = O\left(\sqrt{n^2 \log n} \right) = o\left(\sqrt{n^2} \right) \quad \text{a.s.}
\]

Furthermore, \(E[\mathcal{V}_{n+1} | \mathcal{F}_n] = 0, E[\mathcal{W}_{n+1} | \mathcal{F}_n] = 0\), and we already saw in Sections 4 and 5 that \(E[\mathcal{V}_{n+1}^2 | \mathcal{F}_n] = F(\theta_n)(1 - F(\theta_n))\) and \(E[\mathcal{W}_{n+1}^2 | \mathcal{F}_n] = \tau_\alpha^2(\theta_n)\). One can also check that

\[
E[\mathcal{V}_{n+1} \mathcal{W}_{n+1} | \mathcal{F}_n] = F(\theta_n)\left(H_\alpha(\theta_n) - \frac{a_n}{b_n} \delta_{n+1} (1 - F(\theta_n))\right).
\]

It clearly implies that

\[
\lim_{n \to \infty} \begin{pmatrix} E[\mathcal{V}_{n+1} | \mathcal{F}_n] \\ E[\mathcal{V}_{n+1} \mathcal{W}_{n+1} | \mathcal{F}_n] \\ E[\mathcal{W}_{n+1}^2 | \mathcal{F}_n] \end{pmatrix} = \begin{pmatrix} \alpha(1 - \alpha) \\ \alpha(\theta_\alpha - \theta_n) \\ \tau_\alpha^2(\theta_n) \end{pmatrix} \quad \text{a.s.}
\]
Consequently, all the conditions of Theorem 1 in [20] are satisfied with

\[ \Sigma_{\theta_n} = \frac{\alpha(1-\alpha)}{2f(\theta_n)} \]

and

\[ \Sigma_{\vartheta_n} = \begin{cases} \frac{b_1 \tau_2^2(\theta_n)}{2b_1^2 - 1} & \text{if } b = 1, \\ \frac{\tau_2^2(\alpha)}{2} & \text{if } b < 1. \end{cases} \]

Therefore, as \( \Delta_n = 0 \), we obtain from [20] the joint asymptotic normality

\[ \left( \frac{\sqrt{n}\alpha(\theta_n - \theta_0)}{\sqrt{n}\Delta_n} \right) \xrightarrow{\mathcal{D}} \mathcal{N} \left( 0, \begin{pmatrix} \Gamma_{\theta_n} & 0 \\ 0 & \Gamma_{\vartheta_n} \end{pmatrix} \right) \] (6.2)

where \( \Gamma_{\theta_n} = a_1 \Sigma_{\theta_n} \) and \( \Gamma_{\vartheta_n} = b_1 \Sigma_{\vartheta_n} \). Hereafter, in order to prove the joint asymptotic normality for the couple \((\hat{\theta}_n, \hat{\vartheta}_n)\), it is only necessary to show from the very definition of \( \Delta_n \) given in (4.12) that

\[ \lim_{n \to \infty} \sqrt{n^2} \delta_n(\theta_n - \theta_0) = 0 \quad \text{a.s.} \] (6.3)

We already saw from (5.39) and (5.70) that

\[ \lim_{n \to \infty} n^{b-\alpha} \delta_n = \frac{b_1 c_{\theta}}{a_1 f(\theta_0)}. \] (6.4)

Hence, we deduce from (2.12) and (6.4) that

\[ \sqrt{n^2} |\delta_n(\theta_n - \theta_0)| = O \left( \frac{\sqrt{n^2} \log n}{\sqrt{n^b}} \right) \quad \text{a.s.} \]

which ensures that (6.3) holds true. Consequently, (3.8) clearly follows from (6.2) and (6.3). The proof for the convexified estimator \((\hat{\vartheta}_n)\) is much more easy to handle. We have from (2.3) that for all \( n \geq 1 \),

\[ \begin{cases} \theta_{n+1} = \theta_n + a_n X_{n+1} \\ \tilde{\vartheta}_{n+1} = \tilde{\vartheta}_n + b_n Y_{n+1} \end{cases} \] (6.5)

where

\[ \begin{align*} X_{n+1} &= f(\theta_n, \tilde{\vartheta}_n) + \psi^{(\theta)}_n + V_{n+1} \\ Y_{n+1} &= g(\theta_n, \tilde{\vartheta}_n) + \psi^{(\vartheta)}_n + W_{n+1} \end{align*} \]

with \( f(\theta, \vartheta) = \alpha - F(\theta), \psi^{(\theta)}_n = 0, V_{n+1} = F(\theta_n) - 1_{\{X_{n+1} \leq \theta_0\}} \) and \( g(\theta, \vartheta) = \vartheta_0 - \vartheta, \psi^{(\vartheta)}_n = L_0(\theta_n) - \vartheta_0, W_{n+1} = Z_{n+1} - L_0(\theta_n) \), where we recall that \( E[\mathcal{Z}_{n+1} | \mathcal{F}_n] = L_0(\theta_n) \) with \( L_0(\theta) \) given by (4.2). We clearly have \( f(\theta_0, \vartheta_0) = 0 \) and \( g(\theta_0, \vartheta_0) = 0 \). To be more precise,

\[ \left( \begin{array}{cc} f(\theta, \vartheta) \\ g(\theta, \vartheta) \end{array} \right) = \left( \begin{array}{cc} -f'(\theta_0) & 0 \\ 0 & -1 \end{array} \right) \left( \begin{array}{c} \theta - \theta_0 \\ \vartheta - \vartheta_0 \end{array} \right) + \left( O(||\vartheta - \vartheta_0||^2) \right). \]

In addition, we deduce from (4.8) that \( \psi^{(\theta)}_n = L_0(\theta_n) - L_0(\theta_0) = O(||\theta_n - \theta_0||^2) \). Furthermore, \( E[V_{n+1} | \mathcal{F}_n] = 0, E[W_{n+1} | \mathcal{F}_n] = 0 \), and we already saw in Sections 4 and 5 that \( E[V_{n+1}^2 | \mathcal{F}_n] = F(\theta_n)(1 - F(\theta_n)) \) and \( E[W_{n+1}^2 | \mathcal{F}_n] = \tau_2^2(\theta_n) \). One can also verify that \( E[V_{n+1} W_{n+1} | \mathcal{F}_n] = F(\theta_n) (L_0(\theta_n) - \theta_0) \). It clearly implies that

\[ \lim_{n \to \infty} \left( \begin{array}{cc} E[V_{n+1}^2 | \mathcal{F}_n] \\ E[V_{n+1} W_{n+1} | \mathcal{F}_n] \end{array} \right) \left( \begin{array}{cc} E[W_{n+1}^2 | \mathcal{F}_n] \end{array} \right) = \left( \begin{array}{cc} \alpha(1-\alpha) & \alpha(\vartheta_0 - \vartheta_0) \\ \alpha(\vartheta_0 - \vartheta_0) & \tau_2^2(\theta_n) \end{array} \right) \quad \text{a.s.} \]
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Consequently, our two-time-scale stochastic algorithm satisfies all the conditions of Theorem 1 in [20] where the asymptotic variances $\Sigma_{\theta_n}$ and $\Sigma_{\vartheta_n}$ have been previously defined. Finally, we obtain the joint asymptotic normality (3.8) where $\Gamma_{\theta_n} = a_1\Sigma_{\theta_n}$ and $\Gamma_{\vartheta_n} = b_1\Sigma_{\vartheta_n}$, which completes the proof of Theorem 3.4.

7 Numerical experiments on real data

Simulated data. We briefly illustrate the asymptotic behavior of our two stochastic algorithms $(\hat{\vartheta}_n)$ and $(\tilde{\vartheta}_n)$ with different tuning of parameters. Since we have several elements of variability in the parameters, we have chosen typical setups even if our presentation is not exhaustive. In our synthetic benchmark, we shall consider Exponential and Gamma distributions, even though explicit formula may be found for the pair $(\vartheta_\alpha, \vartheta_\alpha)$. First of all, we wish to point out that our recursive procedure is very fast for both algorithms since a set of 1000 observations is handled in less than 0.1 second with a standard laptop. Next, Figure 1 illustrates the good almost sure behavior of the standard and convexified algorithms both on Exponential and Gamma distributions. Here, we consider the $\mathcal{E}(1/10)$ and $\mathcal{G}(4, 3)$ distributions.

Second, one can verify and compare the limiting variance of the asymptotic normality involved in Theorem 3.4 for several values of $a$ and $b$. Figure 2 represents the histogram of the rescaled algorithms for several values of $a$ and $b$. One can check that the convexified algorithm outperforms the standard algorithm as soon as $b < a$.

Real data. We finally illustrate, as a proof of concept, the use of our two algorithms on financial real-data that are freely available on the R-package tseries (EuStockMarkets EJP 26 (2021), paper 84. https://www.imstat.org/ejp
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dataset). Some more recent resources may also be downloaded on the Yahoo! Finance website. We consider the four time series of the financial stock-markets DAX, CAC40, SMI, FTSE between 2014 and 2018 and compute the CVaR of the weekly log-returns, that are common indicators in the analysis of financial markets. It is commonly admitted as a reasonable approximation that in non-exceptional situations, the log-returns are not far from an independent and identically distributed set of observations. As a major interest in finance, we compute the negative CVaR at the level 10% and some 95% confidence intervals as well. Our results are presented in Figure 4 for the convexified algorithm tuned with the parameters \( a = \frac{2}{3}, a_1 = 5 \) and \( b = 1, b_1 = \frac{3}{4} \).

![Figure 3: Online confidence interval with the convexified algorithm for the Exponential and Gamma distributions.](image)

![Figure 4: Convexified algorithm on Yahoo! Finance datasets.](image)
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