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Abstract

Let $f$ be a stationary isotropic non-degenerate Gaussian field on $\mathbb{R}^2$. Assume that $f = q \ast W$ where $q \in L^2(\mathbb{R}^2) \cap C^2(\mathbb{R}^2)$ and $W$ is the $L^2$ white noise on $\mathbb{R}^2$. We extend a result by Stephen Muirhead and Hugo Vanneuville by showing that, assuming that $q \ast q$ is pointwise non-negative and has fast enough decay, the set $\{ f \geq -\ell \}$ percolates with probability one when $\ell > 0$ and with probability zero if $\ell \leq 0$. We also prove exponential decay of crossing probabilities and uniqueness of the unbounded cluster. To this end, we study a Gaussian field $g$ defined on the torus and establish a superconcentration formula for the threshold $T(g)$ which is the minimal value such that $\{ g \geq -T(g) \}$ contains a non-contractible loop. This formula follows from a Gaussian Talagrand type inequality.
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1 Introduction

1.1 On previous results in Gaussian field percolation and the contributions of the present work

In the present work, we consider a stationary centered Gaussian field $f$ on $\mathbb{R}^2$ which is a.s. continuous and study the percolation of the excursion sets $D_\ell = \{f \geq -\ell\} \subset \mathbb{R}^2$. It is widely believed that, if the field satisfies a few simple assumptions, this percolation model should behave like Bernoulli percolation (see [8], [9], [4], [6], [7], [5], [25], [26], [22]).

In [4], the authors proved an analog of the Russo-Seymour-Welsh (or RSW) theorem (see Lemma 4, Chap. 3 of [11] or Theorem 11.70 and Equation 11.72 of [15]) for this percolation model under a few general assumptions which were later generalized in [6], [25] and [22]. The authors worked with various versions of the following types of assumptions:

- (Regularity) The field is a.s. $C^k$ smooth for some adequate $k \geq 1$ (see Condition 1.1 below).
- (Non-degeneracy) For each $x \in \mathbb{R}^2$, the vector $(f(x), \nabla_x f)$ (or some other vector of derivatives of $f$) is a non-degenerate Gaussian vector.
- (Symmetry) The field is invariant by some rotation of order greater than two and reflection (see Condition 1.3 below).
- (Decay) Either the covariance function $x \mapsto \mathbb{E}[f(0)f(x)]$ (and some of its derivatives), or its convolution square-root (as in Condition 1.4 below) decays at a certain speed.
- (Positivity) The covariance function of the field takes only non-negative values (see Condition 1.5 below). As shown in [24], this condition is equivalent\(^1\) to the FKG inequality, which is a crucial tool in Bernoulli percolation.

The Harris-Kesten theorem and exponential decay of correlations (see [18]) were also adapted to this setting, first for the case of the Bargmann-Fock field in [26], and later, in an axiomatic setting, in [22]. The setting was similar to the one detailed above except for

\(^1\)Actually, this is only shown in finite dimension. For continuous crossing events, one can proceed by approximation as in Appendix A of [25].
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the fact that the positivity condition, Condition (Weak) 1.5, was replaced by the strictly stronger Condition (Strong) 1.5. The proof used in [26] was inspired by [10], and used an ad-hoc gaussian version superconcentration inequality for boolean functions called the KKL inequality (due to Kahn, Kalai and Linial, see [17]). However, the analogy was too tenuous to be generalized to an axiomatic setting. In contrast, [22] used a randomized algorithm approach inspired by [13], which was more robust but had its own limits, as we shall see in the next paragraph.

The aim of the present paper is twofold. The first, explicit aim is our main result (Theorem 1.9 below), in which we replace the strong positivity assumption: (Strong) Condition 1.5 needed in [22] by the more natural assumption: (Weak) Condition 1.5, which matches the positivity assumption made in [4] for the RSW theorem. Secondly, we aimed to provide a proof inspired more by the KKL inequality than randomized algorithms and presented in the native language of smooth Gaussian fields, in order to bring out the underlying mechanism. This takes the form of a superconcentration formula for the (continuous) percolation threshold for Gaussian fields on the torus, inspired by Talagrand’s inequality from [27] (see Theorem 2.3 below). In particular, the argument has a very different flavor from that of [22]. Actually, the idea of applying superconcentration formulas on the torus to study the phase transition in planar percolation was introduced in [10]. Finally, we relax some regularity assumptions needed in previous works.

1.2 Setting, notations and formal statement of the main result

Throughout this paper, we will work with the white noise representation of the Gaussian field \( f \) (as in [22], for instance). More precisely, given a centered stationary Gaussian field \( f \) on \( \mathbb{R}^2 \) with integrable covariance \( \kappa(x) = \mathbb{E}[f(0)f(x)] \), the spectral measure of \( f \) is of the form \( \varrho(\xi)d\xi \) where \( d\xi \) is the Lebesgue measure and \( \varrho \) is a continuous, positive valued integrable function. In particular, \( \sqrt{\varrho} \in L^2(\mathbb{R}^2) \) so its Fourier transform \( q \) belongs to \( L^2(\mathbb{R}^2) \). Let \( W \) be the \( L^2 \) white noise on \( \mathbb{R}^2 \). Then, \( q \ast W \) defines a Gaussian field on \( \mathbb{R}^2 \) with the law of \( f \). In the rest of the paper, unless otherwise stated, we assume that \( f \) is of the form
\[
  f = q \ast W
\]
where \( W \) is the \( L^2 \) white noise and \( q \in L^2(\mathbb{R}^2) \) satisfies some assumptions among the following:

**Condition 1.1** (Regularity).

- (Weak) The function \( q \) is of class \( C^2(\mathbb{R}^2) \).
- (Strong) The function \( q \) is of class \( C^3 \) and satisfies, for some \( \varepsilon > 0 \) and \( C < +\infty \), for all \( x \in \mathbb{R}^2 \) and for all \( \alpha \in \mathbb{N}^2 \) such that \( |\alpha| \leq 3 \), \( |\partial^\alpha q(x)| \leq C|x|^{-1-\varepsilon} \). Finally, the support of its Fourier transform contains an open subset.

**Condition 1.2** (Non-degeneracy).

- (Weak) The function \( q \) is non-zero.
- (Strong) If \( \kappa = q \ast q \), the following matrix is non-degenerate:
\[
  \begin{pmatrix}
    \kappa(0) & \nabla_0\kappa \\
    \nabla_0\kappa & \nabla_0^2\kappa
  \end{pmatrix}.
\]
Equivalent, if \( f = q \ast W \) where \( W \) is the \( L^2 \) white noise, the vector \( (f(x), \nabla_x f) \) is non-degenerate.

**Condition 1.3** (Symmetry). The function \( q \) is invariant by \( \frac{\pi}{2} \)-rotations around the origin and by reflections around the axis \( \mathbb{R} \times \{0\} \).
Condition 1.4 (Decay). There exist $\beta > 2$ and $C < +\infty$ such that for each $x \in \mathbb{R}$, $|q(x)| + |\nabla x q| \leq C|x|^{-\beta}$.

Note that Condition 1.4, together with continuity, implies that $q \in L^2(\mathbb{R}^2)$.

Condition 1.5 (Positivity).

- (Weak) For each $x \in \mathbb{R}^2$, $q * q(x) \geq 0$.
- (Strong) For each $x \in \mathbb{R}^2$, $q(x) \geq 0$.

Remark 1.6. Consider a stationary Gaussian field $f = q * W$ such that $q$ satisfies the (Weak) Conditions 1.1 and 1.2, as well as Condition 1.4. Then it must also satisfy the (Strong) Condition 1.2. Indeed, otherwise, by stationarity, $f$ would satisfy a non-trivial differential equation of the form $\lambda f + \mu \partial f = 0$ which would contradict the decay in pointwise correlations.

It was shown by Pitt in [24] that the (Weak) Condition 1.5 is equivalent to a certain form of the FKG inequality (see Lemma 4.5 below). The (Strong) version of this condition implies the (Weak) version but is much harder to check. In [22], the authors relied on the (Strong) version to prove the Harris-Kesten theorem. On the other hand, in [4], only the (Weak) version of Condition 1.5 was needed to prove the RSW theorem. In Theorem 1.9 below, we prove the Harris-Kesten theorem using only the (Weak) Condition 1.5. We also replace the (Strong) version of Condition 1.1 by the (Weak), although this improvement is more technical in nature. More precisely, for each $\ell \in \mathbb{R}$, let $P_\ell$ be the law of $f_\ell := f + \ell$ so that $D_\ell = f_\ell^{-1}(0, +\infty]$. For each $R > 0$, let $R_R := [0, 6R] \times [0, 4R]$. We denote by $\text{Cross}_R$ the event that $D_\ell \cap R_R$ contains a continuous path connecting $\{0\} \times [0, 4R]$ to $\{6R\} \times [0, 4R]$. In [22], the authors prove the following results:

Theorem 1.7 (Exponential decay, see Theorem 1.11 of [22]). Let $f$ be a Gaussian field on $\mathbb{R}^2$ of the form $q * W$ where $W$ is the $L^2$ white noise on $\mathbb{R}^2$ and $q$ satisfies the (Strong) version of Conditions 1.1 and 1.5, as well as Conditions 1.3 1.4 and the (Weak) Condition 1.2. Then, for each $\ell > 0$, there exists $c = c(\ell) > 0$ such that for each $R > 0$,

$$P_\ell [\text{Cross}_R] \geq 1 - e^{-cR}.$$  

Theorem 1.8 (The phase transition, see Theorem 1.6 of [22]). Let $f$ be a Gaussian field on $\mathbb{R}^2$ of the form $q * W$ where $W$ is the $L^2$ white noise on $\mathbb{R}^2$ and $q$ satisfies the (Strong) version of Conditions 1.1 and 1.5, as well as Conditions 1.3 and 1.4, and the (Weak) Condition 1.2. Then, with probability one,

- for each $\ell > 0$, the set $D_\ell$ has a unique unbounded connected component.
- for each $\ell \leq 0$, the set $D_\ell$ does not have any unbounded connected components.

In this article, we further extend the results of [22] to include all fields for which we know the Russo-Seymour-Welsh property to hold (the most general statement so far being Theorem 4.7 of [22], restated in Lemma 4.7 below). More precisely, we establish the following theorem:

Theorem 1.9. Assume that $q$ satisfies the (Weak) version of Conditions 1.1, 1.2, and 1.5, as well as Conditions 1.3 and 1.4. Then, the conclusions of Theorems 1.7 and 1.8 both hold.

As explained in Remark 1.6, from the assumptions of Theorem 1.9, $q$ also satisfies (Strong) Condition 1.2. We mention this now because (Weak) Condition 1.1, (Strong) Condition 1.2 and (Weak) Condition 1.5 are the weakest assumptions known to imply the FKG inequality for continuous crossings (see Lemma 4.5). As shown in [22], Theorem 1.9 is a consequence of the following proposition:
Proposition 1.10. Assume that \( q \) satisfies the (Weak) version of Conditions 1.1, 1.2 and 1.5, as well as Conditions 1.3 and 1.4. Then, for each \( \ell > 0 \),

\[
\lim_{R \to +\infty} P_\ell \left[ \text{Cross}_R \right] = 1.
\]

Theorem 1.9 follows from Proposition 1.10 by a standard renormalization argument which we omit here for brevity. For instance, the argument is given in the proof of Theorem 6.1 of [22] where Proposition 1.10 is replaced by [22]'s Theorem 5.1.

Let us conclude this section by describing the overall layout of the paper. Proposition 1.10 will follow from Theorem 2.3, which we will state and establish in Sections 2 and 3. More precisely, in Section 2 we state and prove Theorem 2.3 using a series of technical lemmas which we state along the way. These lemmas are proved in Section 3. Finally, in Section 4, we use some percolation arguments to deduce Proposition 1.10 from Theorem 2.3.

2 The key formula: Theorem 2.3

In this section, we state and prove the main ingredient of the proof of Proposition 1.10: Theorem 2.3. More precisely, the purpose of Subsections 2.1 and 2.2 is to present Theorem 2.3. In Subsections 2.3, 2.4, 2.5 and 2.6 we state a series of results used in the proof of Theorem 2.3. These intermediate results are proved in Section 3 below. Finally, in Subsection 2.7, we combine the results from previous subsections to prove Theorem 2.3.

2.1 Admissible events and the threshold map

Theorem 2.3 is a superconcentration formula for the percolation threshold for certain events which we now describe. Let \( T = \mathbb{R}^2 / 2\pi R_1 \mathbb{Z} \times \cdots \times \mathbb{R}^2 / 2\pi R_d \mathbb{Z} \) be a \( d \)-dimensional torus equipped with the Lebesgue measure \( dx \) inherited from \( \mathbb{R}^d \) and let \( |T| = \int_T dx \).

For each \( l \in \mathbb{N} \), we equip \( C^l(T) \), the space of \( l \)-times continuously differentiable, real-valued functions on \( T \) with the norm \( \|u\|_{C^l} := \max_{|\alpha| \leq l} \max_{x \in T} |\partial^\alpha u(x)| \). Recall that and isotopy \((\phi_t)_{t \in [0,1]} \) of \( T \) is defined as a family of homeomorphisms of \( T \) such that the map \([0,1] \times T \to T \) defined as \((t,x) \mapsto \phi_t(x)\) is continuous. In other words, an isotopy of the torus is a continuous homeomorphic deformation of the torus.

Definition 2.1. We will say that \( \mathcal{A} \subseteq C^0(T) \) is admissible if it satisfies the following properties:

- The set \( \mathcal{A} \) is a topological threshold set: For each \( u \in \mathcal{A} \) and \( v \in C^0(T) \), if there exists an isotopy \((\phi_t)_{t \in [0,1]} \) of \( T \) such that \( \phi_0 = \text{id} \) and \( \phi_1(\{v \geq 0\}) = \{u \geq 0\} \) then, \( v \in \mathcal{A} \).
- The set \( \mathcal{A} \) is increasing: For each \( u \in \mathcal{A} \) and \( v \in C^0(T) \), if \( u \leq v \) then \( v \in \mathcal{A} \).
- \( \mathcal{A} \) and \( \mathcal{A}^c \) are both non-empty.

Remark 2.2. Let us give a brief interpretation of this definition.

- The fact that \( \mathcal{A} \) is a topological threshold set can be thought of as follows. Let \( u \in C^0(T) \). Color the set \( \{u \geq 0\} \) in black and its complement in \( T \) in white. Then, whether or not \( u \in \mathcal{A} \) depends only on this coloring, and does so only up to its equivalence class under the action of continuous homeomorphic deformations of the torus.
- The fact that \( \mathcal{A} \) is increasing means that starting from \( u \in \mathcal{A} \) and coloring more of the torus in black cannot make \( u \) exit \( \mathcal{A} \).
Theorem 2.3.\quad The fact that a function corresponding to an entirely white coloring belongs to $\mathcal{A}^c$ while a function corresponding to an entirely black coloring must belong to $\mathcal{A}$.

Throughout the rest of the section, we work with a fixed admissible set $\mathcal{A}$. Let $u \in C^0(\mathcal{T})$. Since $\mathcal{A}$ is increasing and neither $\mathcal{A}$ nor its complement are empty, there exist $\ell_1, \ell_2 \in \mathbb{R}$ such that $u + \ell_1 \in \mathcal{A}^c$ and $u + \ell_2 \in \mathcal{A}$. This allows us to define the threshold map:

$$T_\mathcal{A} : C^0(\mathcal{T}) \rightarrow \mathbb{R}$$

that associates to $\alpha$ the infimum of the levels $\ell \in \mathbb{R}$ such that $u + \ell \in \mathcal{A}$. By construction, this map is Lipschitz on $C^0(\mathcal{T})$. Indeed, for each $u, v \in C^0(\mathcal{T})$, $|T_\mathcal{A}(u) - T_\mathcal{A}(v)| \leq \|u - v\|_{C^0(\mathcal{T})}$.

2.2 The concentration formula for $T_\mathcal{A}$

Let $\nu \in [0, 1]$. Let $W$ be the $L^2$ white noise on $\mathcal{T}$ and let $q \in C^\nu(\mathcal{T})$ and let $f = q \ast W$. Then, $f$ is an a.s. centered, stationary, continuous Gaussian field on $\mathcal{T}$ (see Lemma A.2). Since $f$ is a.s. $C^0$ and $T_\mathcal{A}$ is continuous in $C^0$ topology, $T_\mathcal{A}(f)$ is measurable with respect to $f$. The aim of this section will be to prove the following theorem:

**Theorem 2.3.** Let $\mathcal{A}$ be an admissible subset of $C^0(\mathcal{T})$. Assume that $\sigma^2 = \text{Var}(f(x)) > 0$ (for any $x \in \mathcal{T}$). The random variable $T_\mathcal{A}(f)$ is square integrable and there exists an absolute constant $C < +\infty$ such that

$$\text{Var}(T_\mathcal{A}(f)) \leq C\sigma^2 \left[1 + \ln \left(\frac{\sigma \sqrt{\mathcal{T}}}{\int_\mathcal{T} |q(x)| dx}\right)\right]^{-1}.$$

Note that if $q$ is positive valued, then $\int_\mathcal{T} |q| = \int_\mathcal{T} q = (\int_\mathcal{T} \kappa)^{1/2}$ so that the argument in the logarithm is just $\sigma \sqrt{\mathcal{T}} \int_\mathcal{T} \kappa(x) dx$. Also, if $\mathcal{T}$ is the standard torus and $\sigma = 1$, Theorem 2.3 shows there exists $C = C(d) < +\infty$ such that

$$\text{Var}(T_\mathcal{A}(f)) \leq \frac{C}{1 + \log(\|q\|_{L^2(\mathcal{T})})}.$$

In particular, if $q$ is very concentrated so that $\|q\|_{L^1} \ll 1$ while $\|q\|_{L^2} = 1$, the variance of $T_\mathcal{A}(f)$ is small.

2.3 A Gaussian Talagrand inequality

In order to prove Theorem 2.3, we will apply the following Gaussian Talagrand inequality to $T_\mathcal{A}$.

**Theorem 2.4** (Gaussian Talagrand inequality, see [12] for the $C^\infty$ case). Let $\gamma$ be the standard Gaussian measure on $\mathbb{R}^n$. Let $F : \mathbb{R}^n \rightarrow$ be a Lipschitz map. Then, the gradient $\nabla F$ of $F$ is defined Lebesgue almost everywhere and

$$\text{Var}_\gamma(F) \leq C\|\nabla F\|_{L^2(\gamma)}^2 \max_k \left[1 + \ln \left(\frac{\|\partial_k F\|_{L^2(\gamma)}}{\|\partial_k F\|_{L^1(\gamma)}}\right)\right]^{-1} \quad (2.1)$$

where $\text{Var}_\gamma(F) = \int F(x)^2 d\gamma(x) - \left(\int F(x) d\gamma(x)\right)^2$.

Observe that since $T_\mathcal{A} : C^0(\mathcal{T}) \rightarrow \mathbb{R}$ is Lipschitz, if we restrict it to a finite dimensional Gaussian space in $C^0(\mathcal{T})$, we can indeed apply this inequality to it.

---

The notation $C^\nu$ is shorthand for $C^{0,\nu}$, the functions of Hölder class $\nu$. See Appendix A for more details.
Proof of Theorem 2.4. The case where $F \in C^\infty_c(\mathbb{R}^n)$ follows from Corollary 3 of [12] by bounding the sum from above by replacing each denominator with the minimum among them. To extend the result to Lipschitz functions, we proceed by approximation.

To begin with, consider the Hilbert space\(^3\) which is the closure of the space of functions $F \in C^\infty_c(\mathbb{R}^n)$ for the scalar product $\langle F, G \rangle = \int_{\mathbb{R}^n} F(x)G(x)d\gamma(x) + \int_{\mathbb{R}^n} \langle \nabla F(x), \nabla G(x) \rangle d\gamma(x)$. The space $C^\infty_c(\mathbb{R}^n)$ is dense in this space by construction. Moreover, since Lipschitz functions have essentially bounded derivatives and since the measure $\gamma$ is finite, it is easy to see, via a convolution argument, that Lipschitz functions belong to this space.

All that remains to extend the inequality to Lipschitz functions is to show that the terms appearing in it are continuous with respect to the Hilbert space norm defined above. But this is clear since these terms are functions of quadratic forms $(-\cdot)$ each of which satisfies $\langle F | F \rangle \leq \langle F, F \rangle$ for each $F \in C^\infty_c(\mathbb{R}^n)$.

2.4 Perfect Morse functions and the derivative of $T_A$

The derivatives of $T_A$ admit a simple geometric description as long as we restrict $T_A$ to a certain generic class of functions, which we now describe. For each $u \in C^1(T)$, let $\text{Crit}(u)$ be the set of its critical points. For each $u \in C^2(T)$ and each $x \in \text{Crit}(u)$, we denote by $H_xu \in \text{End}(T_xT)$ the Hessian of $u$ at $x$. Let $\mathcal{M}$ be the set of perfect Morse functions on $T$, that is, the space of $u \in C^2(T)$ such that:

- For each $x \in \text{Crit}(u)$, $H_xu$ is non-degenerate.
- For each $x, y \in \text{Crit}(u)$ distinct, $u(x) \neq u(y)$.

This space is open and dense in $C^2(T)$. Now, for each $u \in \mathcal{M}$, by standard Morse theory arguments (see [21]), since $A$ is admissible (see Definition 2.1), the threshold $T_A(u)$ is reached at exactly one critical point of $u$ which we denote by $S_A(u)$. Thus we have defined the saddle map:

$$S_A : \mathcal{M} \to T.$$ 

It turns out that, when restricted to $\mathcal{M}$, the differential of the map $T_A$ has a simple description:

Lemma 2.5. Let $u \in \mathcal{M}$ and $v \in C^2(T)$. Then\(^4\), as $t \to 0$, $T_A(u+tv) = T_A(u) + tv(S_A(u)) + o(t)$.

Combining Theorem 2.4 and Lemma 2.5, we immediately get the following result:

Proposition 2.6. There exists an absolute constant $C < +\infty$ such the following holds. Let $f$ be a centered Gaussian field with covariance $K$ and a finite dimensional Cameron-Martin space\(^5\) $H \neq \{0\}$. Let $(\psi_k)_k$ be an orthogonal basis of $H$. Assume that $f \in \mathcal{M}$ a.s. (which implies that $H \subset C^2(T)$). Then,

$$\text{Var}(T_A(f)) \leq CE [K(S_A(f),S_A(f))] \max_k \left[ 1 + \ln \left( \frac{\mathbb{E}[\psi_k(S_A(f))^2]}{\mathbb{E}[\psi_k(S_A(f))]} \right) \right]^{-1}.$$ 

2.5 The discrete white noise approximation

To derive Theorem 2.3 from Proposition 2.6, we must choose the right basis $(\psi_k)_k$. Our choice, which we explain below, is inspired by a similar construction from [22].

---

\(^3\)Note that this may be thought of as an $L^2(\gamma)$ Sobolev space, as defined in Chapter 15 section 6 of [16] though this reference deals with infinite dimensional spaces which require much more care than needed here.

\(^4\)Our proof shows that the $o$ is uniform in $v$ for $\|v\|_{C^2(T)} \leq 1$ but this is not used anywhere.

\(^5\)See Appendix A for a precise definition of the Cameron-Martin space.
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For \( \varepsilon \in \{ \frac{1}{k} : k \in \mathbb{N}, k \geq 1 \} = \mathcal{E} \), let \( \Lambda_\varepsilon \) be the set of points with coordinates in \( 2\pi \varepsilon R_1 \mathbb{Z} \times \cdots \times 2\pi \varepsilon R_d \mathbb{Z} \) and for each \( z \in \Lambda_\varepsilon \), let \( Q^\varepsilon_z = z + [0, 2\pi \varepsilon R_1) \times \cdots \times [0, 2\pi \varepsilon R_d) \). Let \( W \) be the \( L^2 \) white noise on \( \mathcal{T} \). For each \( z \in \Lambda_\varepsilon \), let \( W_\varepsilon^z = \langle W, \mathbf{1}_{Q^\varepsilon_z} \rangle \). We define the approximation of \( W \) as follows:

\[
W_\varepsilon := \sum_{z \in \Lambda_\varepsilon} W_\varepsilon^z \delta_z. \tag{2.2}
\]

In particular for each function \( q \in C^0(\mathcal{T}) \) and each \( x \in \mathcal{T} \),

\[
W_\varepsilon \ast q(x) = \sum_{z \in \Lambda_\varepsilon} W_\varepsilon^z q(x - z). \tag{2.3}
\]

Note that since for each \( z, z' \in \Lambda_\varepsilon \) distinct, \( \int \mathbf{1}_{Q^\varepsilon_z}(x) \mathbf{1}_{Q^\varepsilon_{z'}}(x)dx = \delta_{z,z'} \), the collection \( (W^z_\varepsilon)_{z \in \Lambda_\varepsilon} \) is a collection of i.i.d. centered normals of variance \( \varepsilon^d |T| \).

**Lemma 2.7.** Let \( l \in \mathbb{N} \) and \( \nu \in [0, 1] \) and let \( q \in C^{l+1,\nu}(\mathcal{T}) \). Let \( f = q \ast W \) and for each \( \varepsilon \in \mathcal{E} \) \( f_\varepsilon = q \ast W_\varepsilon \). Then, for each \( p \in [1, +\infty) \), as \( \varepsilon \to 0 \), \( E \|f_\varepsilon - f\|^{p}_{C^l} \to 0 \). In particular, \( f_\varepsilon \) converges in law to \( f \) in the \( C^l \) topology as \( \varepsilon \to 0 \).

We will actually only use this lemma for \( q \in C^{\infty}(\mathcal{T}) \). The expression of \( f_\varepsilon \) shows that, as long as the family \( (q(\cdot - z))_{z \in \Lambda_\varepsilon} \) is independent, it forms an orthogonal basis of its Cameron-Martin space (see Lemma A.1). In the following lemma, we check that this condition is generic.

**Lemma 2.8.** The set of functions \( q \in C^{\infty}(\mathcal{T}) \) such that for each \( \varepsilon \in \mathcal{E} \), the family \( (q(\cdot - z))_{z \in \Lambda_\varepsilon} \) is independent, is dense in \( C^{\infty}(\mathcal{T}) \).

### 2.6 General approximation arguments

To prove Theorem 2.3, we apply Proposition 2.6 to approximations of the field \( f \). It will be useful to know that \( S_\mathcal{A} \) behaves well under approximations:

**Lemma 2.9.** The map \( S_\mathcal{A} : \mathcal{M} \to \mathcal{T} \) is \( C^2 \)-continuous. In particular, if \((f_i)_i\) is a sequence of a.s. \( C^2 \) Gaussian fields converging in law in the \( C^2 \) topology to a Gaussian field \( f \) such that both \( f \) and each \( f_i \) are a.s. in \( \mathcal{M} \), then, \( S_\mathcal{A}(f_i) \) converges in law to \( S_\mathcal{A}(f) \) as \( i \to +\infty \).

In order to apply this lemma, we need to define a class of fields which is both generic and stable, whose elements are a.s. perfect Morse functions. For each \( l \in \mathbb{N} \), let \( \Gamma^l(\mathcal{T}) \) be the space of Gaussian measures on \( C^l(\mathcal{T}) \) equipped with the topology of weak* convergence in \( C^l \) topology.

**Definition 2.10.** Let \( \Gamma^d_3(\mathcal{T}) \) be the set of \( \gamma \in \Gamma_3(\mathcal{T}) \) such that if \( f \) is an a.s. \( C^3 \) Gaussian field on \( \mathcal{T} \) with measure \( \gamma \), then \( f \) satisfies the following properties:

- For each \( x, y \in \mathcal{T} \) distinct, the following vector is non-degenerate \( (f(x), \nabla_x f, f(y), \nabla_y f) \).
- For each \( x \in \mathcal{T} \), the following vector is non-degenerate \( (f(x), \nabla_x f, H_x f) \).

If the law of \( f \) belongs to \( \Gamma^d_3(\mathcal{T}) \), then \( S_\mathcal{A}(f) \) is a.s. well defined:

**Lemma 2.11.** For all \( \gamma \in \Gamma^d_3(\mathcal{T}) \), \( \gamma(\mathcal{M}) = 1 \).

Moreover, the class \( \Gamma^d_3(\mathcal{T}) \) is both open and dense in \( \Gamma_3(\mathcal{T}) \):

**Lemma 2.12.** The subset \( \Gamma^d_3(\mathcal{T}) \) is open in \( \Gamma_3(\mathcal{T}) \).

**Lemma 2.13.** Let \( \mathcal{C} \) be the set of functions \( q \in C^{\infty}(\mathcal{T}) \) such that the Gaussian measure induced by \( q \ast W \) in \( \Gamma_3(\mathcal{T}) \) belongs to \( \Gamma^d_3(\mathcal{T}) \). Then, for each \( \nu \in [0, 1], \mathcal{C} \) is dense in \( C^{\nu}(\mathcal{T}) \).
2.7 Proof of Theorem 2.3

In this subsection, we combine the results of Subsections 2.3, 2.4, 2.5 and 2.6 to prove Theorem 2.3.

**Proof of Theorem 2.3.** Let \( \gamma \) be the law of \( f \). We start by assuming that \( q \in C^\infty (\mathcal{T}) \) so that in particular \( \gamma \in \Gamma^3_3 (\mathcal{T}) \). We also make the assumption that \( \gamma \in \Gamma^0_d (\mathcal{T}) \) and that for each \( \varepsilon \in \{ \frac{1}{k} : k \in \mathbb{N}, k \geq 1 \} = \mathcal{E} \), \( (q(\cdot - z))_{z \in \Lambda} \) is linearly independent (as in Lemma 2.8). For each \( \varepsilon \in \mathcal{E} \), let \( \gamma_{\varepsilon} \) be the law of \( f_{\varepsilon} = q \ast W_{\varepsilon} \) where \( W_{\varepsilon} \) is the approximation of the \( L^2 \) white noise introduced in (2.2) and let \( K_{\varepsilon} \) be the covariance of \( f_{\varepsilon} \). In the rest of the proof, the symbol \( \varepsilon \) will denote an element of \( \mathcal{E} \). By Lemma 2.7, as \( \varepsilon \to 0 \), \( \gamma_{\varepsilon} \) converges to \( \gamma \) in the weak-* topology over \( C^{3} (\mathcal{T}) \). By Lemmas 2.12 and 2.11, for all small enough \( \varepsilon > 0 \), \( f_{\varepsilon} \) is a.s. Morse. In particular, \( S_{\varepsilon} (f_{\varepsilon}) \) and \( S_{\varepsilon} (f) \) are well defined. By Lemma A.1, since \( (q(\cdot - z))_{z \in \Lambda} \) is linearly independent, it is an orthogonal basis of the Cameron-Martin space of \( f_{\varepsilon} \). Moreover, since \( f_{\varepsilon} \) is \( \Lambda_{\varepsilon} \)-periodic, the law of \( q(S_{\varepsilon} (f) - z) \) does not depend on \( z \in \Lambda_{\varepsilon} \). In particular, by Proposition 2.6,

\[
\text{Var} (T_{\varepsilon} (f_{\varepsilon})) \leq C E \left[ K_{\varepsilon} (S_{\varepsilon} (f_{\varepsilon}), S_{\varepsilon} (f_{\varepsilon})) \right] \left[ 1 + \ln \left( \frac{\sqrt{E \left[ q \left( S_{\varepsilon} (f_{\varepsilon}) \right)^2 \right]}}{E \left[ \| q (S_{\varepsilon} (f_{\varepsilon})) \| \right]} \right) \right]^{-1} \quad \text{(2.4)}
\]

By Lemmas 2.7 and A.7, \( (K_{\varepsilon})_{\varepsilon} \) converges uniformly to \( K \). This observation, combined with Lemma 2.9, shows that, as \( \varepsilon \to 0 \), the right-hand side of (2.4) converges to the same quantity with \( K_{\varepsilon} \) and \( f_{\varepsilon} \) replaced by \( K \) and \( f \) respectively. Moreover, by Lemma 2.7, \( \lim_{\varepsilon \to 0} E \left[ \| f_{\varepsilon} - f \|_{C^0}^2 \right] = 0 \). Since \( T_{\varepsilon} \) is \( C^0 \)-Lipschitz, we have \( \lim_{\varepsilon \to 0} \text{Var} (T_{\varepsilon} (f_{\varepsilon})) = \text{Var} (T_{\varepsilon} (f)) \). Hence, taking \( \varepsilon \to 0 \) in (2.4) yields

\[
\text{Var} (T_{\varepsilon} (f)) \leq C E \left[ K (S_{\varepsilon} (f), S_{\varepsilon} (f)) \right] \left[ 1 + \ln \left( \frac{\sqrt{E \left[ q \left( S_{\varepsilon} (f) \right)^2 \right]}}{E \left[ \| q (S_{\varepsilon} (f)) \| \right]} \right) \right]^{-1} \quad \text{(2.5)}
\]

Now, since \( f \) is stationary, \( S_{\varepsilon} (f) \) is uniformly distributed on the torus. Therefore,

\[
\text{Var} (T_{\varepsilon} (f)) \leq \frac{C}{|\mathcal{T}|} \int_{\mathcal{T}} K(x, x) \, dx \left[ 1 + \ln \left( \frac{\sqrt{\| q \|_{L^2}^2 |\mathcal{T}|}}{\| q \|_{L^1}} \right) \right]^{-1} \quad \text{(2.5)}
\]

But for each \( x \in \mathcal{T} \), \( K(x, x) = q \ast q (0) = \sigma^2 \) as announced. Let us now lift the assumptions on \( q \). We now only assume that \( q \in C^{\nu} (\mathcal{T}) \) for some \( \nu \in [0, 1] \). By Lemmas 2.8 and 2.13, we may find a sequence \( (q_n)_{n \in \mathbb{N}} \) of smooth \( C^\infty \) functions converging in \( C^{\nu} \) to \( q \) such that for each \( n \), the measure of \( q_n \ast W \) belongs to \( \Gamma^0_{3d} (\mathcal{T}) \) and such that for each \( \varepsilon \in \mathcal{E} \), \( (q_n(\cdot - z))_{z \in \Lambda} \) is independent. All the terms on the right-hand side of (2.5) are obviously \( C^\nu \) continuous in \( q \). For the term \( \text{Var} (T_{\varepsilon} (\cdot )) \), since \( T_{\varepsilon} \) is \( C^0 \)-Lipschitz, it is enough to show that \( \lim_{n \to +\infty} E \left[ \| (q_n - q) \ast W \|_{C^0}^2 \right] = 0 \). By Lemma A.5, it is enough to show that \( \lim_{n \to +\infty} \| (q_n - q) \ast (q_n - q) \|_{C^0} = 0 \). But this follows from Lemma A.3. Thus, taking \( n \to +\infty \), the proof is over. \( \Box \)

3 Proof of the lemmas from Section 2

In this section, we prove the results stated in Subsections 2.4, 2.5 and 2.6. Subsections 3.1, 3.2 and 3.3 are mutually independent and only use results from Appendix A.
3.1 Proof of Lemmas 2.5 and 2.9

The proof of Lemmas 2.5 and 2.9 relies on the following lemma:

**Lemma 3.1.** Let \( u \in \mathcal{M} \). Let \( x_0 \in \text{Crit}(u) \) and set \( u(x_0) =: a \). Then, there exists \( \delta = \delta(u) > 0 \) such that for each \( v \in C^2(T) \) with \( \|v\|_{C^2} \leq 1 \) and each \( t \in ]-\delta, \delta[ \), there exist \( x_t \in \mathcal{T} \) and \( a_t \in \mathbb{R} \) such that the following hold:

- For each \( t \in ]-\delta, \delta[ \), \( u + tv \in \mathcal{M} \).
- For each \( t \in ]-\delta, \delta[ \), \( x_t \) is a critical point of \( u + tv \) with critical value \( a_t \).
- The family \((x_t)_t\) is continuous at 0, uniformly in \( v \): for each \( \varepsilon > 0 \), there exists \( \tilde{\delta} = \tilde{\delta}(u, \varepsilon) \in ]0, \delta[ \) such that for each \( t \in ]-\tilde{\delta}, \tilde{\delta}[ \), \( |x_t - x_0| \leq \varepsilon \).
- The family \((a_t)_t\) is differentiable at 0 and \( \frac{da_t}{dt} \big|_{t=0} = v(x_0) \).
- There exists \( W = W(u) \subset \mathcal{T} \) an open neighborhood of \( x_0 \) such that for all \( t \in ]-\delta, \delta[ \), \( x_t \in W \) and \( u + tv \) has no other critical points in \( W \).

**Proof.** Since the statement of the lemma is local, we may assume that \( v \) is supported near \( x_0 \) and work in local charts. By simplicity, we assume that \( x_0 = 0 \) and \( a = 0 \). Since \( u \in \mathcal{M} \), the Hessian \( H_0u \) of \( u \) at 0 is non-degenerate. There exist \( W_1 = W_1(u) \subset \mathbb{R}^2 \) a neighborhood of 0, \( B = B(u) \subset \text{GL}_d(\mathbb{R}) \) a convex neighborhood of \( H_0u \) and \( \delta_1 = \delta_1(u) > 0 \) such that for each \( v \in C^2_0(W_1) \) with \( \|v\|_{C^2} \leq 1 \) and each \( x \in W \), \( H_x(u + w) \in B \). Let us fix \( v \in C^2_0(W_1) \) with \( \|v\|_{C^2} = 1 \) and let \( t \in ]-\delta_1, \delta_1[ \). By construction, \( x \mapsto \nabla_x(u + tv) \) is a local diffeomorphism at 0 and \( \nabla_0u = 0 \). Thus, there exists \( W_2 = W_2(u) \subset W_1 \) an open neighborhood of 0 and \( \delta_2 = \delta_2(u) \in ]0, \delta_1[ \) such that for each \( t \in ]-\delta_2, \delta_2[ \), \( u + tv \) has exactly one critical point in \( W_2 \), which we denote by \( x_t \), which is differentiable in \( t \) uniformly in \( v \) (in particular, this proves the third point of the lemma). Therefore, letting \( a_t = (u + tv)(x_t) \), we get \( \frac{d}{dt} \big|_{t=0} = \nabla_0u(x_0) + v(0) = v(0) \). Taking \( \delta \) to be the infimum of the \( \delta_2 \) for all the critical points of \( u \) ensures that \( u + tv \in \mathcal{M} \) for \( t \in ]-\delta, \delta[ \). \( \square \)

We will now simultaneously prove Lemmas 2.5 and 2.9.

**Proof of Lemmas 2.5 and 2.9.** Let \( u \in \mathcal{M} \) and let \( \delta = \delta(u) > 0 \) given by Lemma 3.1. Let \( v \in C^2(T) \) with \( \|v\|_{C^2} \leq 1 \) and let \( x_0 = S_A(u) \). Let \( (a_t)_t \) and \( (x_t)_t \) be the paths given by Lemma 3.1 associated to \( u, x_0 \) and \( v \). By continuity of \( T_A \), we must have \( T_A(u + tv) = a_t \), which in turn implies that for each \( t \in ]-\delta, \delta[ \), \( S_A(u + tv) = x_t \). Thus, by Lemma 3.1 \( \frac{d}{dt} \big|_{t=0} T_A(u + tv) = v(S_A(u)) \) and \( S_A \) is continuous at \( u \): for each \( \varepsilon > 0 \), there exists \( \delta_1 \in ]0, \delta[ \) independent of \( v \) such that for all \( t \in ]-\delta_1, \delta_1[ \), \( |S_A(u + tv) - S_A(u)| \leq \varepsilon \). \( \square \)

3.2 Proof of Lemmas 2.7 and 2.8

**Proof of Lemma 2.7.** By induction it is enough to prove the case where \( l = 0 \). To prove the convergence we use Lemma A.5 to show that the expected supremum of \( \|f - f_\varepsilon\|_\infty \) tends to 0 as \( \varepsilon \to +\infty \). To apply the lemma we assume that for \( i = 1, \ldots, d \), \( R_i \geq 1 \), as we may by rescaling the torus by an adequate factor. For each \( l > 0 \), this will only multiply all convolutions by the same factor. For each \( \varepsilon \in \mathcal{E} \), let \( K_\varepsilon \) be the covariance function of \( f - f_\varepsilon \). Lemma A.5 reduces the proof to showing that the function \( h_\varepsilon(x) = K_\varepsilon(x,x) \) converges to 0 in \( C^l \) norm. First of all, for each \( x \in \mathcal{T} \),

\[
q * W(x) - q * W_\varepsilon(x) = \sum_{z \in \mathcal{A} \varepsilon} \langle W_\varepsilon(q(x+z) - q(x-z)) \rangle_{Q_\varepsilon}.
\]

so that

\[
h_\varepsilon(x) = \sum_{z \in \mathcal{A} \varepsilon} \int_{Q_\varepsilon} (q(x-y) - q(x-z))^2 dy \leq |\mathcal{T}||q|_{C^2}^2 \varepsilon^2 \to 0.
\]
Talagrand’s inequality in planar Gaussian field percolation

Now, take \( x, x' \in T \). Then, for each \( z \in \Lambda_x \),
\[
|q(x - y) - q(x - z) - q(x' - y) + q(x' - z)| \leq \int_0^1 \left| \langle \nabla (x-(ty+(1-t))z), q \rangle - \langle \nabla (x'-((ty+(1-t))z), q, y - z \rangle \right| dt
\]
so that, using \( |a^2 - b^2| = |a - b||a + b| \), we get
\[
|(q(x - y) - q(x - z))^2 - (q(x' - y) - q(x - z))^2| \leq 4\|q\|_{C^1,\nu}^2 \text{dist}(x, x')^\nu \varepsilon.
\]
But this last relation implies that
\[
|h_\varepsilon(x) - h_\varepsilon(x')| \leq \sum_{z \in \Lambda_x} \int_{Q_z} \left| (q(x - y) - q(x - z))^2 - (q(x' - y) - q(x - z))^2 \right| dy
\]
\[
\leq 4|T|\|q\|_{C^1,\nu}^2 \text{dist}(x, x')^\nu \varepsilon \xrightarrow{\varepsilon \to 0} 0.
\]
Thus, \( h_\varepsilon \xrightarrow{\varepsilon \to 0} 0 \) in \( C^\nu \). By Lemma A.5, \( \mathbb{E}[\|f_\varepsilon - f\|_{C^\alpha}] \xrightarrow{\varepsilon \to 0} 0 \) and \( \|h\|_{C^1}^2 \|f_\varepsilon - f\|_{C^\alpha} \xrightarrow{\varepsilon \to 0} 0 \)
has bounded Gaussian tails so in particular the convergence takes place in \( L^p \) for all \( p \in [1, +\infty] \).

**Proof of Lemma 2.8.** For each \( \varepsilon \in \mathcal{E} \), let \( \mathcal{G}_\varepsilon \) be the set of functions \( q \in C^\infty(T) \) such that \( \det(q(z - z'))_{z, z' \in \Lambda_x} \neq 0 \). Note that \( \cap_{\varepsilon \in \mathcal{E}} \mathcal{G}_\varepsilon \) is a subset of the set of functions under consideration. It is therefore enough to show that for each \( \varepsilon \in \mathcal{E} \), \( \mathcal{G}_\varepsilon \), is open and dense. The fact that it is open is clear from the definition. It is dense because the map \( q \mapsto (q(z - z'))_{z, z' \in \Lambda_x} \) is both continuous and open. \( \square \)

### 3.3 Proof of Lemmas 2.11, 2.12 and 2.13

We begin with the proof of Lemma 2.11.

**Proof of Lemma 2.11.** Let \( f \) be an a.s. \( C^2 \) Gaussian field on \( T \) with law \( \gamma \in \Gamma_{1/3}^d(T) \). We will show that \( f \in \mathcal{M} \) almost surely. This will follow by applying Lemma 11.2.10 of [1] in the right setting. First, notice that \( (\nabla_x f, \det(H_x f))_{x \in T} \) defines an a.s. \( C^1 \) field on \( T \) with values in \( \mathbb{R}^{d+1} \) and with uniformly bounded pointwise density. By Lemma 11.2.10 of [1], a.s. it does not vanish on \( T \). Thus, \( f \) is a.s. a Morse function on \( T \). Applying a similar reasoning to the field \( (x, y) \mapsto (f(x) - f(y))^2 + |\nabla_x f|^2 + |\nabla_y f|^2 \) on a compact exhaustion of \( T \times T \setminus \{(x, x) : x \in T\} \), we see that a.s., \( f \) does not have two critical points at the same height. Hence, a.s., \( f \in \mathcal{M} \). \( \square \)

For the proofs of Lemmas 2.12 and 2.13, we will use the following characterization of \( \Gamma_{1/3}^d(T) \).

**Lemma 3.2.** Let \( f \) be a centered Gaussian field on \( T \) with law \( \gamma \in \Gamma_3(T) \). Let \( H \) be the covariance function of the field \( f \). For each \( x, y \in T \) distinct let \( P^1_{x,y} : C^1(T) \to \mathbb{R}^{2d+2} \) be defined as follows:
\[
P^1_{x,y} u = (u(x), \nabla_x u, u(y), \nabla_y u).
\]
For each \( x \in T \), let \( P^2_x : C^2(T) \to \mathbb{R}^{d+d(d+1)/2} \) be defined as follows:
\[
P^2_x u = (\nabla_x u, H_x u)
\]
where the space of \( d \times d \) symmetric matrices is identified with \( \mathbb{R}^{d(d+1)/2} \). Then, the following assertions are equivalent:
1. The measure $\gamma$ belongs to $\Gamma_{3}^{nd}(T)$.

2. For each $x, y \in T$ distinct, the vectors $P_{x,y}^{1}f$ and $P_{x}^{2}f$ are non-degenerate.

3. For each $x, y \in T$ distinct, the matrices $(P_{x,y} \otimes P_{x,y}^{1})K$ and $(P_{x}^{2} \otimes P_{x}^{2})K$ are non-degenerate.

4. For each $x, y \in T$ distinct, the maps $P_{x,y}^{1}$ and $P_{x}^{2}$ are surjective when restricted to $H$.

**Proof.** The first two points are equivalent by definition of $\Gamma_{3}^{nd}(T)$. The second and third point are equivalent because the covariance matrix of $P_{x,y}^{1}f$ is $(P_{x,y} \otimes P_{x,y}^{1})K$ and similarly for $P_{x}^{2}f$. Now, assume that the third assertion is true and fix $x, y \in T$ distinct. Let $P = P_{x,y}^{1}$ (resp. $P = P_{x}^{2}$) and $k = 2d + 2$ (resp. $k = d + d(d + 1)/2$). Then, for each $\lambda \in (\mathbb{R}^{k})^{*}$, $(\lambda \circ P \otimes i)d)K \in H$ because $K$ is the reproducing kernel of $H$. Since the matrix $(P \otimes P)K$ is non-degenerate, this means that for each $Y \in \mathbb{R}^{k}$, we can find $\lambda \in (\mathbb{R}^{k})^{*}$ such that $P((\lambda \circ P \otimes P)K) = (\lambda \circ P \otimes P)K = Y$. Thus, $P : H \rightarrow \mathbb{R}^{k}$ is surjective and the fourth assertion holds. Finally, let us assume that the fourth assertion holds. Let $H_{P}$ be the kernel of $P$ in $H$ and let $H_{P}^{⊥}$ be its orthogonal. Then, $f$ can be written as an independent sum $f_{1} + f_{2}$ where $H_{P}$ is the Cameron-Martin space of $f_{1}$ and $H_{P}^{⊥}$ is that of $f_{2}$. Thus, $Pf = Pf_{2}$. But $f_{2} \in H_{P}^{⊥}$, which has dimension $k$ and on which $P$ is injective. Moreover, $f_{2}$ defines a non-degenerate Gaussian vector in $H_{P}^{⊥}$. In particular, $Pf_{2}$ defines a non-degenerate Gaussian vector in $\mathbb{R}^{k}$ and the second assertion is true. \[\square\]

**Proof of Lemma 2.12.** Throughout the proof, we use the characterization of $\Gamma_{3}^{nd}(T)$ given by the second point of Lemma 3.2. Let $\gamma \in \Gamma_{3}(T)$ and let $(\gamma_{n})_{n \in \mathbb{N}}$ be a sequence of measures in $\Gamma_{3}(T) \setminus \Gamma_{3}^{nd}(T)$. Let us show that $\gamma \notin \Gamma_{3}^{nd}(T)$. For each $n \in \mathbb{N}$ let $f_{n}$ have law $\gamma_{n}$ and let $f$ have law $\gamma$. Up to extracting subsequences one can assume either that there exists a sequence $(x_{n}, y_{n})_{n \in \mathbb{N}}$ such that $P_{x,y}^{2}f_{n}$ is degenerate for each $n$, or that there exists a sequence $(x_{n}, y_{n})_{n \in \mathbb{N}}$ of pairs of distinct points such that $P_{x,y}^{1}f_{n}$ is degenerate for all $n$. We treat the second case since it is more complex. The first follows a simpler version of the same argument. For each $n \in \mathbb{N}$, there exist two distinct points $x_{n}, y_{n} \in T$ and two linear forms $\lambda_{n}, \lambda'_{n} \in (\mathbb{R}^{d+1})^{*}$ such that, a.s., $(\lambda_{n}, -\lambda'_{n})P_{x_{n},y_{n}}^{1}f_{n} = 0$. To begin with, by compactness, we may assume (up to extracting subsequences), that $(x_{n}, y_{n})_{n}$ converges to some $(x, y) \in T$ so that $P_{x,y}^{1}f$ is degenerate. If $x \neq y$ then we have just proved that $\gamma \notin \Gamma_{3}^{nd}(T)$ so we are done. Assume now that $x = y$. Again, by compactness, we may assume that:

- If $\varepsilon_{n} = |x_{n} - y_{n}|$, $\varepsilon_{n}^{-1}(x_{n} - y_{n}) = \tau_{n}$ converges, as $n \rightarrow +\infty$, to some $\tau \in S^{d-1}$.
- If $\eta_{n} = |\lambda_{n} - \lambda'_{n}|$, $\eta_{n}^{-1}|\lambda_{n} - \lambda'_{n}| = \omega_{n}$ converges, as $n \rightarrow +\infty$, to some $\omega \in (\mathbb{R}^{d+1})^{*}$.

For each $n \in \mathbb{N}$, let $a_{n} = \max(\varepsilon_{n}, \eta_{n})$. Define $P_{x}^{1}f := (f(x), \nabla_{x}f)$. We have a.s., for each $n \in \mathbb{N}$,

$$ (\lambda_{n} - \lambda'_{n})P_{x_{n}}f_{n} + \lambda'_{n}(P_{x_{n}}f_{n} - P_{y_{n}}f_{n}) = 0 $$

so that, by applying a Taylor expansion around $y_{n}$ and using the continuity in $x$ of $\nabla P_{x}^{1}f$, we get

$$(\eta_{n}/a_{n}) \left( \omega(P_{x_{n}}f_{n}) + o(1) \right) + (\varepsilon_{n}/a_{n}) \left( \partial_{x}P_{x_{n}}f_{n} + o(1) \right) = 0.$$ 

Taking $n \rightarrow +\infty$, we see that there exist $\alpha, \beta \in \mathbb{R}$ such that, a.s.,

$$ \alpha\omega P_{x}^{1}f + \beta\partial_{x}P_{x}^{1}f = 0.$$

In particular, this implies that $P_{x}^{2}f$ is degenerate so, using Assertion 2 from Lemma 3.2, we have $\gamma \in \Gamma_{3}(T) \setminus \Gamma_{3}^{nd}(T)$ as announced. \[\square\]
Proof of Lemma 2.13. First of all, $C^\infty(T)$ is dense in $C^r(T)$. Now let $q \in C^\infty(T)$. Let $\hat{T} = R_q^{-1}T \times \cdots \times R_q^{-1}T$ be the dual lattice of $T$ and for each $u \in C^\infty(T)$ and each $w \in \hat{T}$, let $c_w(u) = \frac{1}{|T|} \int_T u(x) e^{i(w;x)} dx$ be the $w$-th Fourier coefficient of $u$. For all $R > 0$, let $B_R = B_{\text{eucl}}(0,R) \cap \hat{T}$ and let $L^2_{\text{R}}(T)$ be the space of functions $u \in L^2(T)$ such that $c_w(u) = 0$ for $w \notin B_R$. By standard Fourier analysis arguments, for any $u \in C^\infty(T)$, the $L^2$-orthogonal projection of $u$ onto $L^2_{\text{R}}(T)$ converges to $u$ in $C^\infty$ as $R \to +\infty$ and if $u$ is real-valued, so is its projection. Next, observe that the projection onto $L^2_{\text{R}}(T)$ of $u$ can itself be approximated in $C^\infty$ by (real valued) functions $\hat{u}$ such that the support of $(c_w(\hat{u}))_w$ is exactly $B_R$. Finally, observe that if $q \in L^2_{\text{R}}(T)$ is such that the support of $(c_w(q))_w$ is $B_R$, then $q * W$ is a random linear combination of cosines and sines of $\langle w, \cdot \rangle$ where the coefficients are independent centered normals whose variance is positive exactly when $w \in B_R$. In particular, by Lemma A.1, the Cameron-Martin space of $q$ is $L^2_{\text{R}}(T)$ (although equipped with a scalar product depending on $q$). Hence, using Assertion 4 of Lemma 3.2, the problem is now reduced to showing that for all large enough $R > 0$, the space $H = L^2_{\text{R}}(T)$ satisfies the fourth assertion in Lemma 3.2 (which is independent of the scalar product on it!). By Lemma 2.12 the non-degeneracy condition is open in $\Gamma_3(T)$. Since $\Gamma_{H,R} \supset L^2_{\text{R}}(T)$ is dense in $C^\infty(T)$, it is enough to find any finite-dimensional space $H \subset C^\infty(T)$ on which the maps $P^{x,y}_f$ and $P^y_{i,j}$ for $x \neq y$ are surjective (indeed, one can then approximate elements of a basis of $H$ by elements of $\Gamma_{H,R} \supset L^2_{\text{R}}(T)$ which will yield an approximation of the measures in $\Gamma_3(T)$). But this follows from the multijet transversality theorem. Indeed, let $m$ be a (large) integer and let $F : T \to \mathbb{R}^m$ be a $C^\infty$ smooth map and let $H_F$ be the space generated by the coordinates $F_i : T \to \mathbb{R}$ for $i \in \{1, \ldots, m\}$. The condition that $H_F$ does not satisfy Assertion 4 of Lemma 3.2 has codimension arbitrarily large in $C^\infty(T,\mathbb{R}^m)$ when $m \to +\infty$. In particular, for large enough values of $m$, the multijet transversality theorem (see Theorem 4.13, Chapter 2 of [14]) applied to the multijet

\[
\{(x,y,z) \in T^3 : x \neq y\} \to \mathbb{R}^{2d+2+d(d+1)/2} \quad (x,y,z) \mapsto (F(x), F(y), dx F, dy F, dz F, d_x^2 F)
\]

the set of $F$ such that $H_F$ satisfies Assertion 4 of Lemma 3.2 is dense. In particular it is non-empty so the proof is over for the case of $C$.

\[\square\]

4 Proof of Proposition 1.10

In the present section, we prove Proposition 1.10 using Theorem 2.3. The proof should be reminiscent of the strategy used in [10] for Bernoulli percolation. Here, since Definition 2.1 is a bit restrictive, we cannot completely follow the strategy of [10]. Instead, we study loop percolation events, which are topological, and use them to detect crossings of rectangles on the torus. In Subsection 4.1 we extract a loop percolation estimate from Theorem 2.3, in Subsection 4.2 we establish some elementary percolation estimates and finally, in Subsection 4.3, we combine the results of the two previous subsections to prove Proposition 1.10.

Throughout this section, we consider a square torus $T_R$ of dimension $d = 2$ with length $100R$ for some $R > 0$. Given a rectangle of the form $R = [a,b] \times [c,d] \subset \mathbb{R}^2$ (or $T_R$). We call $|a| \times [c,d]$ its left side and $|b| \times [c,d]$ its right side. We say that a subset $A \subset \mathbb{R}^2$ (or $A \subset T_R$) contains a crossing of $R$ from left to right if there exists a continuous path in $A \cap R$ joining the left and right hand sides of the rectangle.

4.1 An application of Theorem 2.3

In the proof of Proposition 1.10, we will use the following corollary of Theorem 2.3:
Corollary 4.1. Let \( d \in \mathbb{N} \), \( d \geq 2 \). Let \( T = (\mathbb{R}/L\mathbb{Z})^d \) for some fixed \( L > 0 \) so that \( H_1(T) \) is canonically isomorphic to \( \mathbb{Z}^d \). Let \( q \in L^2(T) \) satisfy (Weak) Condition 1.1, (Strong) Condition 1.2 and Condition 1.3. Let \( \sigma^2 = \int_T q^2(x)dx > 0 \). Let \( W \) be the \( L^2 \) white noise on \( T \) and let \( f = q \ast W \). Let \( \mathcal{L} \) be the set of \( u \in C^0(T) \) such that there exists a smooth loop \( \gamma : S^1 \to u^{-1}([0, +\infty[) \) whose homology class in \((n_1, \ldots, n_d) \in H_1(T) \simeq \mathbb{Z}^d \) satisfies \( n_1 > 0 \) and \( n_2 \geq 0 \). Let

\[
\alpha(q) = \left[ 1 + \left| \ln \left( \frac{\|q\|_{L^2(T)}}{\|q\|_{L^1(T)}^{1/2}} \right) \right| \right]^{-1/2}. \tag{4.1}
\]

Assume first that \( d = 2 \). Then, there exists a universal constant \( C < +\infty \) such that for each \( \varepsilon > C\alpha(q) \),

\[
P[f - \sigma \varepsilon \notin \mathcal{L}] \leq C\varepsilon^{-2}\alpha(q)^2.
\]

Moreover, if \( d \geq 2 \), then, for each \( \varepsilon \geq C\alpha(q) \),

\[
P[f + \sigma \varepsilon \notin \mathcal{L}] \leq C\varepsilon^{-2}\alpha(q)^2.
\]

Clearly, the set \( \mathcal{L} \) is admissible in the sense of Definition 2.1 so we may apply Theorem 1.9 to it. This theorem is a variance bound. In order to obtain a concentration result such as Corollary 4.1, we need some control on the quantiles of the threshold functional. To this end, in Lemma 4.2 below, we first study the homology of the excursion sets of \( T^d \). Its proof is an elementary exercise in algebraic topology, but we include it in Appendix B below for completeness.

The statement of Lemma 4.2 below involves the group \( H_1(T^d) \) of singular homology of \( T^d \). Recall that this is defined as the set of formal sums of oriented loops in \( T^d \) quotiented by the subgroup generated by those elements which are boundaries of disks smoothly immersed in \( T^d \) (see [20], Chapter 2, paragraph 2, for more details). Recall moreover that the family of loops \((\epsilon_i)_{i=1, \ldots, n} \) defined as \( \epsilon_i : t \mapsto (0, \ldots, t, \ldots, 0) \in T^d \), where the variable \( t \) is in the \( i \) th coordinate, generates \( H_1(T^d) \) and that the map \((n_1, \ldots, n_d) \mapsto n_1\epsilon_1 + \cdots + n_d\epsilon_d \) from \( \mathbb{Z}^d \) to \( H_1(T^d) \) is an isomorphism (see [20] Example 4.2). In particular, under the induced isomorphism \( H_1(T^d) \simeq \mathbb{Z}^d \), a loop is mapped to a \( d \)-uple \((n_1, \ldots, n_d) \) if for each \( i \in \{1, \ldots, d\} \), it “loops around the torus” \( n_i \) times in the direction \( i \). Finally, recall that any continuous map \( f : X \to Y \) between topological spaces induces a homomorphism \( f_* : H_1(X) \to H_1(Y) \) as defined in [20], Chapter 2, paragraph 3.

Lemma 4.2. Let \( f : T^d \to \mathbb{R} \) be a smooth function with no critical points at height 0. Let \( A = f^{-1}([0, +\infty[) \) and \( B = f^{-1}([-\infty, 0]) \). Then, there exists a smooth loop \( \gamma : S^1 \to A \cup B \) that is non-contractible. More precisely, the following holds. Let \( \iota^+ : A \to T^d \) and \( \iota^- : B \to T^d \) be the inclusion maps and let \( \iota^\pm \) be the induced maps in the \( H_1 \)-singular homology.

1. For any two distinct coordinates \( i, j \in \{1, \ldots, d\} \), the image of the map \( (\iota^+_i \oplus \iota^-_j) : (\sigma_1, \sigma_2) \mapsto \iota^+_i(\sigma_1) + \iota^-_j(\sigma_2) \) contains a vector \((n_1, \ldots, n_d) \in H_1(T^d) \simeq \mathbb{Z}^d \) such that \((n_i, n_j) \neq 0\).

2. Assume that \( d = 2 \). Then, one of the three possible assertions holds:

   - The images of \( \iota^+_i \) and \( \iota^-_i \) are both isomorphic to \( \mathbb{Z} \) as \( \mathbb{Z} \)-modules and are \( \mathbb{R} \)-colinear:
   - The map \( \iota^+_i \) is surjective while the map \( \iota^-_i \) is zero.
   - The map \( \iota^-_i \) is surjective while the map \( \iota^+_i \) is zero.

Using this lemma, by symmetry and duality arguments, at the end of this subsection, we will deduce the following estimate:
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**Lemma 4.3.** Assume that \( d \geq 2 \). Let \( f = q \ast W \) where \( q \in L^2(\mathbb{T}^d) \) satisfies (Weak) Condition 1.1, (Strong) Condition 1.2 and Condition 1.3 and \( W \) is the \( L^2 \) white noise on \( \mathbb{T}^d \). Recall the set \( \mathcal{L} \) defined in Corollary 4.1 and the threshold map \( T_{\mathcal{L}} \) defined in Subsection 2.1. Then,

\[
P[T_{\mathcal{L}}(f) \leq 0] \geq 1/8.
\]

Moreover, if \( d = 2 \),

\[
P[T_{\mathcal{L}}(f) \geq 0] \geq 1/8.
\]

Given Theorem 2.3 and Lemma 4.3, Corollary 4.1 is a direct application of the following elementary lemma.

**Lemma 4.4.** Let \( X \) be a real random variable with finite variance \( \sigma^2 \) such that \( P[X \leq 0] = t^2 > 0 \). Then, for each \( \ell > 2(\sigma/t) \),

\[
P[X \geq \ell] \leq 4\sigma^2\ell^{-2}.
\]

Let us now prove Lemma 4.3 using Lemma 4.2.

**Proof of Lemma 4.3.** Assume first that \( q \in C^\infty(\mathbb{T}^d) \) (so that \( f \) is a.s. \( C^\infty \)) and that for each \( x \in \mathbb{T}^d \), \( (f(x), \nabla_x f) \) is a non-degenerate Gaussian vector. For \( j = 1, 2 \) and \( \epsilon \in \{+, -\} \), let \( \mathcal{L}^{j, \epsilon} \) be the set of \( u \in C^d(\mathbb{T}^d) \) such that there exists a smooth loop \( \gamma : S^1 \to u^{-1}([0, +\infty[) \) whose homology class in \( (n_1, \ldots, n_d) \in H_1(\mathbb{T}^d) \simeq \mathbb{Z}^d \) satisfies \( n_1 > 0 \) and \( \epsilon n_2 \geq 0 \) if \( j = 1 \) and \( \epsilon n_2 > 0 \) and \( \epsilon n_1 \geq 0 \) if \( j = 2 \). In particular, \( \mathcal{L} = \mathcal{L}^{1, +} \). Since for each \( x \in \mathbb{T}^d \), \( (f(x), \nabla_x f) \) is non-degenerate and since the field \( (f, \nabla f) \) is a.s. \( C^2 \), by Bulinskaya’s lemma (see Lemma 11.2.10 of [1]), a.s., \( f \) has no critical points at height 0. Clearly, for all \( j \in \{1, 2\} \) and \( \epsilon \in \{-, +\} \), \( \mathcal{L}^{j, \epsilon} \) is admissible (as in Definition 2.1) so the threshold maps \( T_{\mathcal{L}^{j, \epsilon}} \) are well defined. By the first part of Lemma 4.2, we have a.s.,

\[
\min_{(j, \epsilon) \in \{1, 2\} \times \{-, +\}} \{ T_{\mathcal{L}^{j, \epsilon}}(f) \wedge T_{\mathcal{L}^{j, \epsilon}}(-f) \} \leq 0.
\]

Since \( f \) is centered and symmetric, \( T_{\mathcal{L}^{j, \epsilon}}(f) \) and \( T_{\mathcal{L}^{j, \epsilon}}(-f) \) for \( j = 1, 2 \) and \( \epsilon \in \{-, +\} \) all have the same law and satisfy

\[
P[T_{\mathcal{L}}(f) \leq 0] \geq 1/8.
\]

This proves the first part of the lemma. To prove the second part, notice that by the second part of Lemma 4.2,

\[
\max_{(j, \epsilon) \in \{1, 2\} \times \{-, +\}} \{ T_{\mathcal{L}^{j, \epsilon}}(f) \vee T_{\mathcal{L}^{j, \epsilon}}(-f) \} \geq 0.
\]

Reasoning as before, we get

\[
P[T_{\mathcal{L}}(f) \geq 0] \geq 1/8
\]

as announced. \( \square \)

### 4.2 Percolation estimates

The object of this subsection will be to establish Lemmas 4.6, 4.7 and 4.8, which we will use in the next subsection. We will often consider fields \( f \) defined on \( \mathbb{R}^2 \) or \( \mathbb{T}_R \). For each \( \ell \in \mathbb{R} \), we will denote by \( P_{\ell} \) the probability law of \( f_\ell := f + \ell \). We will only specify which field \( f \) the notation \( P_{\ell} \) is referring to whenever there is a possible ambiguity.
Positive correlation for continuous crossing events:

The Fortuin-Kasteleyn-Ginibre inequality from Bernoulli percolation (see for instance Theorem 2.4 of [15]) also holds for increasing percolation events of Gaussian fields with suitable regularity and non-degeneracy assumptions, as long as the crucial \( q * q \geq 0 \) condition holds. This result is essentially due to Pitt (see [24]) as explained in [25]. It will be very useful in the proofs of the results of the rest of this section.

Lemma 4.5 (FKG inequality for continuous crossings, see Theorem A.4 of [25]). Let \( f \) be a stationary Gaussian field on \( \mathbb{R}^2 \) (or \( T^2 \)) of the form \( f = q * W \) where \( q \in L^2 \) satisfies (Weak) Conditions 1.1 and 1.5 as well as (Strong) Condition 1.2 and where \( W \) is the \( L^2 \) white noise. Let \( A \) and \( B \) be two events obtained as unions and intersections of translations the events Loop\( R \), Cross\( R \), Cross\( R \) and Circ\( x, r_1, r_2 \) defined in Subsection 4.2 below. Assume that \( A \) and \( B \) are increasing events\(^6\). Then,

\[
\mathbb{P} [A \cap B] \geq \mathbb{P}[A]\mathbb{P}[B].
\]

Proof. This result is presented in [25] (see Theorem A.4 therein) under some slightly stronger regularity conditions. These conditions come from Lemma A.9 of [25] but the proof only uses the conditions presented here. \( \square \)

From loops to widthwise crossings:

Let \( R^1_R = [0, 3R] \times [0, 4R] \), which we can see as a subset of \( T_R \) or \( R^2 \). In Lemma 4.6, we compare the following two percolation events:

- Let Loop\( R \) be the event that there exists \( \gamma : S^1 \rightarrow f_{x}^{-1}(0, \infty) \) such that the homology class \( (n_1, n_2) \) of \( \gamma \) in \( H_1(T_R) \simeq \mathbb{Z}^2 \) satisfies \( n_1 \neq 0 \).
- Let Cross\( R \) be the event that \( f_{x}^{-1}(0, \infty) \) contains a crossing of \( R^1_R \). We will call this event a widthwise crossing.

Lemma 4.6. Let \( f = q * W \) where \( q \in L^2(T_R) \) satisfies (Weak) Condition 1.1, (Strong) Condition 1.2 and Condition 1.3 and \( W \) is the \( L^2 \) white noise on \( T_R \). Then, there exists a universal constant \( \mathcal{N} \in \mathbb{N}, \mathcal{N} \geq 1 \) such that the following holds. For each \( p \in [0, 1] \), let \( \phi_p(p) = 1 - (1 - p)^{\frac{1}{2}} \) (so that in particular, \( \lim_{p \rightarrow 1} \phi_p(p) = 1 \)). Then, for all \( R > 0 \) and \( \ell \in \mathbb{R}, \)

\[
\mathbb{P}_\ell \left[ \text{Cross}_R^1 \right] \geq \mathbb{P} \left( f_{x}^{-1}(0, \infty) \right) \mathbb{P}_\ell \left[ \text{Loop}_R \right]. \tag{4.2}
\]

Proof. Consider \( (R)_{1 \leq j \leq 20000} \) the collection of images of \( [0, 3R] \times [0, 4R] \) under the action of translations by vectors of \( R\mathbb{Z}^2 \) and \( \frac{1}{2} \) rotations, in \( T_R \). Since for each \( x \in T_R \), \( (f(x), \nabla_x f) \) is non-degenerate, by Bulinskaya’s lemma (see Lemma 11.2.10 of [1]), \( f \) has a.s. no critical point at height zero. By duality (i.e., by Lemma 4.2), on the event Loop\( R \), \( f_{x}^{-1}(0, \infty) \) must (with probability one) contain a widthwise crossing of one of the rectangles \( R_j \). We call these events \( C_j \):

\[
\text{Loop}_R = \bigcup_{j=1}^{20000} C_j.
\]

Since the events \( C_j \) are increasing crossing events, by Lemma 4.5, we get

\[
\mathbb{P}_\ell [-\text{Loop}_R] \geq \prod_{j=1}^{20000} \mathbb{P}_\ell [-C_j] = \left( 1 - \mathbb{P}_\ell \left[ \text{Cross}_R^1 \right] \right)^{20000}.
\]

In particular, (4.2) holds for \( N = 20000 \). \( \square \)

\(^6\)Here for \( A \) to be increasing means that \( f \in A \Rightarrow f + \ell \in A \) for any \( \ell \geq 0 \).
From widthwise crossings to lengthwise crossings:
Let $\mathcal{R}_R = [0, 6R] \times [0, 4R] \subset \mathbb{R}^2$. We introduce the two following families of events:

- For each $0 < r_1 \leq r_2 < +\infty$ and $x \in \mathbb{R}^2$, let $\text{Ann}_x(r_1, r_2) = \{ y \in \mathbb{R}^2 : r_1 \leq |x - y| \leq r_2 \}$ and let $\text{Circ}_x(r_1, r_2)$ be the event that there exists a continuous map $\gamma : S^1 \to \text{Ann}_x(r_1, r_2) \cap f^{-1}_x([0, +\infty])$ whose image separates the two connected components of $\mathbb{R}^2 \setminus \text{Ann}_x(r_1, r_2)$. We call such events circuits and, for brevity, we write $\text{Circ}(r_1, r_2) = \text{Circ}_0(r_1, r_2)$.
- Let $\text{Cross}_R$ be the event that there exists a continuous map $\gamma : [0, 1] \to \mathcal{R}_R \cap f^{-1}_x([0, +\infty])$ such that $\gamma(0)$ belongs to the left side of $\mathcal{R}_R$ and $\gamma(1)$ belongs to its right side. We will call this event a lengthwise crossing.

We will use the following result from [22], which is an application of Russo-Seymour-Welsh theory to Gaussian fields.

**Lemma 4.7** (Arm decay, see Theorem 4.7 of [22]). Let $f = q * W$ where $q \in L^2(\mathbb{T}^d)$ satisfies (Weak) Conditions 1.1, 1.2 and 1.5, as well as Conditions 1.3 and 1.4, and where $W$ is the $L^2$ white noise on $\mathbb{R}^2$. Then, for all $\ell \geq 0$

$$
\lim_{L \to +\infty} \inf_{r \geq 1} \mathbb{P}_\ell [\text{Circ}(r, L)] = 1.
$$

This result is actually a variation of Theorem 1.4 of [4], which was also studied in [6] and [25]. All of these results are adaptations of the Russo-Seymour-Welsh theory in planar Bernoulli percolation (see for instance Theorem 10.89 of [15]). In the following lemma, which is inspired by Section 4 of [2], we combine circuit events and widthwise crossings to produce lengthwise crossings.

**Lemma 4.8.** Let $f = q * W$ where $q \in L^2(\mathbb{R}^2)$ satisfies (Weak) Conditions 1.1 and 1.4, (Strong) Condition 1.2 and Condition 1.3 and $W$ is the $L^2$ white noise. Fix $L \in \mathbb{N}$, $L \geq 1$ and for each $p \in [0, 1]$, let $\psi_L(p) = 1 - (1 - p)^\frac{1}{2}$ (so that in particular $\lim_{p \to 1} \psi_L(p) = 1$). Then, for each $R > 0$ and $\ell \in \mathbb{R}$,

$$
\mathbb{P}_\ell [\text{Cross}_{LR}] \geq \psi_L \left( \mathbb{P}_\ell \left[ \text{Cross}_R^\dagger \right] \right)^2 \mathbb{P}_\ell [\text{Circ}(R, LR)] .
$$

**Proof.** Throughout the proof, we fix $R > 0$ and $L \in \mathbb{N}$, $L \geq 1$. Observe that $\mathcal{R}_{LR}$ is the union of two copies of $\mathcal{R}_R^\dagger$ with a common side. We will build a crossing of $\mathcal{R}_{LR}$ from particular crossings of these two copies of $\mathcal{R}_R^\dagger$ using a circuit to glue them together. In order to do so, we must first define these particular crossings to have high enough probability. For each $j \in \{0, 4L - 1\}$, let $I_j = [jR, (j + 1)R]$. For each $j_1, j_2 \in \{0, 4L - 1\}$ and each $x = (a, b) \in \mathbb{R}^2$, let $\text{Cross}_{LR}^\dagger(j_1, j_2)$ be the event that there exists a continuous path $\gamma : [0, 1] \to (x + \mathcal{R}_{LR}^\dagger) \cap f^{-1}_x([0, +\infty])$ such that $\gamma(0) \in \{a \} \times (b + I_{j_1})$ and $\gamma(1) \in \{a + 3LR \} \times (b + I_{j_2})$. Then, $\text{Cross}_{LR}^\dagger = \bigcup_{j_1, j_2 \in \{0, 4L - 1\}} \text{Cross}_{LR}^\dagger(j_1, j_2)$ (see Figure 4.2). Since $q * q \geq 0$, by the FKG inequality (Lemma 4.5), we deduce that:

$$
\prod_{j_1, j_2 \in \{0, 4L - 1\}} \left( 1 - \mathbb{P}_\ell \left[ \text{Cross}_{LR}^\dagger(j_1, j_2) \right] \right) \leq 1 - \mathbb{P}_\ell \left[ \text{Cross}_{LR}^\dagger \right] .
$$

In particular, by stationarity and the symmetry assumption on $q$, there exist $j_1, j_2 \in \{0, 4L - 1\}$, such that for each $x \in \mathbb{R}^2$,

$$
\mathbb{P}_\ell \left[ \text{Cross}_{LR}^\dagger(j_1, j_2) \right] = \mathbb{P}_\ell \left[ \text{Cross}_{LR}^\dagger(j_2, j_1) \right] \geq \psi_L \left( \mathbb{P}_\ell \left[ \text{Cross}_{LR}^\dagger \right] \right) . \quad (4.3)
$$

Having chosen these indices $j_1$ and $j_2$, we now turn to the gluing construction. Let $x_1 = (3LR, 0)$ and $x_2 = (3LR, j_2R)$. Observe that a path that connects $\{3LR \} \times I_{j_2}$ to
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Figure 1: An illustration of the event \( \text{Cross}^\perp_{LR}(j_1, j_2) \).

Figure 2: Two well chosen widthwise crossings and a circuit form a lengthwise crossing.

the left-hand side of \( R \) inside \( R \) or to the right-hand side of \( x_1 + R \) inside \( x_1 + R \) must intersect any loop separating the two connected components of \( \mathbb{R}^2 \setminus \text{Ann}_{x_2}(R, LR) \). In particular (see Figure 4.2),

\[
\text{Cross}_{LR}^0(j_1, j_2) \cap \text{Cross}_{x_1}^1(j_2, j_1) \cap \text{Circ}_{x_2}(R, LR) \subset \text{Cross}_{LR}.
\]

By symmetry assumption on \( q \) and (4.3), the probability of the left-hand side of (4.4) is at least

\[
\psi_L \left( \mathbb{P}_\ell \left[ \text{Cross}_{LR}^1 \right] \right)^2 \mathbb{P}_\ell \left[ \text{Circ}(R, LR) \right]
\]

which concludes the proof.

4.3 The conclusion

In this subsection we prove Proposition 1.10 by relying on the results established in Subsections 4.1 and 4.2.

We will use the rectangles \( R^\perp_R = [0, 3R] \times [0, 4R] \) and \( R_R = [0, 6R] \times [0, 4R] \) as well as the events \( \text{Cross}^1_{LR}, \text{Cross}_{LR}, \text{Loop}_{LR} \) and \( \text{Circ}(r_1, r_2) \) introduced in the previous subsection. More precisely, we will consider events defined in exactly the same way but with \( f_\ell \) replaced by another field. We choose to keep the same notation for clarity and specify which field we are considering whenever any ambiguity is possible.

Proof of Proposition 1.10. Throughout the proof, we fix \( \ell > 0 \).

Step 1: defining approximations of the field

In this step we approximate the field by a periodic field. To this end, we introduce \( \chi \in C^\infty(\mathbb{R}^2) \) equal to one on \([-6, 6]^2 \) and compactly supported in \([-12, 12]^2 \) and letting \( q_R = q\chi(\cdot/R) \). Next we let \( \tilde{q}_R : T_R \to \mathbb{R} \) be defined by \( \tilde{q}_R(y) = \sum_{x \mod 100R^2 = y} q_R(x) \) (here the sum is actually finite because \( \chi \) is compactly supported). We then introduce
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$W$ and $\tilde{W}$ the white noise on $\mathbb{R}^2$ and $\mathcal{T}_R$ respectively. Finally, we let $f_\ell = q \ast W + \ell$, $f_{\ell,R} = q_R \ast W + \ell$ and $\tilde{f}_\ell = q_{\ell} \ast \tilde{W} + \ell$, whose laws we denote respectively by $\mathbb{P}_\ell$, $\mathbb{P}_{\ell,R}$ and $\mathbb{P}_{\ell,R}$ respectively. We make the three following observations. First, the definition of $q_R$ implies that $f_{\ell,R}$ and $\tilde{f}_\ell$ have the same law on the rectangle $\mathcal{T}_R$. Second, by Remarks A.4 and A.6,

$$\lim_{R \to +\infty} \mathbb{E} \left[ \sup_{x \in \mathcal{T}_R} |f_{\ell,R}(x) - f_\ell(x)| \right] = 0. \tag{4.5}$$

Indeed, Condition 1.4 implies that $\|q - q_R\|_{W^{1,2}}$ decay polynomially in $R$ so, by Remark A.4, $\|\{(q - q_R) \ast (q - q_R)\}\|_{C^{1,1}}$ also decays polynomially in $R$. Therefore, applying Remark A.6 to the field $(q - q_R) \ast W$ on the ball of radius $1000R$ centered at 0 yields (4.5). Third, the vector $(f_0(0), \nabla_0 f_0)$ is non-degenerate, and so are the vectors $(f_{\ell,R}(0), \nabla_0 f_{\ell,R})$ and $(\tilde{f}_{\ell,R}(0), \nabla_0 \tilde{f}_{\ell,R})$ for all large enough values of $R$. For the first vector this follows from Remark 1.6. Since the non-degeneracy condition is open, the condition must also be true for the other vectors by continuity.

**Step 2: proving widthwise crossings are likely**

We wish to apply Corollary 4.1 to $f_{\ell,R}$ with $\varepsilon = \ell/3$. In particular, we will use the set $\mathcal{L}$ and the functional $\alpha(\cdot)$ introduced in the statement of the corollary. Since $q \in L^1(\mathbb{R}^2)$ is non-zero, neither is $q_R$ for large enough values of $R$. Moreover, notice that $f_{\ell,R} + \ell/3 \in \mathcal{L}$ holds if and only if Loop$_R$ holds for $f_{\ell/3,R}$. Finally, if we define $\alpha(q_R)$ as in (4.1), we have $\alpha(q_R) \to +\infty$. Indeed, by Condition 1.4, for any $p \in \{1,2\}$ and for some $\beta > 2$ and $C < +\infty$,

$$\int_{\mathcal{T}_R} \left| \sum_{v \in \mathbb{Z}^2 \setminus \{0\}} q(x + 100Rv) \chi(x/R) \right|^p dx \leq C \|q\|_{L^p}^p \int_{|x| \leq 24R} \left( \sum_{v \in \mathbb{Z}^2 \setminus \{0\}} |x + 100Rv|^{-\beta} \right)^p dx \leq 1/50) 2^{p(24)^2} C \|q\|_{L^p}^p R^{-\beta p} \sum_{v \in \mathbb{Z}^2 \setminus \{0\}} |v|^{-\beta}$$

so that $\|\tilde{q}_R\|_{L^p(\mathcal{T}_R)} \to +\infty$ as $R \to +\infty$. Thus, Corollary 4.1 shows that

$$\lim_{R \to +\infty} \mathbb{P}_{\ell/2,R}[\text{Cross}_R] = 1.$$

By Lemma 4.6, which applies because of the third observation made in Step 1 of the present proof, and thanks to the first observation, we therefore have

$$\lim_{R \to +\infty} \mathbb{P}_\ell[\text{Cross}_R] = 1. \tag{4.6}$$

**Step 3: from widthwise crossings to lengthwise crossings**

Let $\varepsilon > 0$. By Lemma 4.7, there exists $L \in \mathbb{N}$, $L \geq 1$ such that for each $r \geq 1$,

$$\mathbb{P}_\ell[\text{Circ}(r, Lr)] \geq (1 - \varepsilon)^r. \tag{4.7}$$

Now, let $\psi_L$ be as in Lemma 4.7. By (4.6), there exists $r_0 \geq 1$ such that for all $r \geq r_0$,

$$\psi_L(\mathbb{P}_\ell[\text{Cross}_R]) \geq (1 - \varepsilon)^r. \tag{4.8}$$

Set $R_0 = Lr_0$. Then, for each $R \geq R_0$, $r := R/L \geq r_0 \geq 1$ so by Lemma 4.8 (which applies by the third observation of Step 1), (4.7) and (4.8) we have

$$\mathbb{P}_\ell[\text{Cross}_R] \geq \psi_L(\mathbb{P}_\ell[\text{Cross}_R]) \geq (1 - \varepsilon)^{\frac{1}{2}}.$$

Since this is true for all $\varepsilon > 0$, the proof is over. \qed
A Standard results on Gaussian fields

The results presented in this appendix are well known, though we were unable to find a reference presenting them in the setting of the present paper.

A.1 Orthogonal expansions and the Cameron-Martin space

Let $\gamma$ be a Gaussian measure on $\mathcal{T}$ and let $f$ be a Gaussian field on $\mathcal{T}$ with law $\gamma$, defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and let $G \subset \Omega$ be the $L^2$-closure of the set of variables $f(x)$ for $x \in \mathcal{T}$. Then, the Cameron-Martin space of $f$ is the space $H_\gamma$ of functions $h_\xi : x \mapsto \mathbb{E}[\xi f(x)]$ for $\xi \in G$. If $H_\gamma$ is finite dimensional, then $f$ has the law of a standard Gaussian vector in $H_\gamma$ in the following sense. Let $(e_j)_{j \in \{1, \ldots, n\}}$ be an orthonormal basis in $H_\gamma$. First, $f \in H_\gamma$ a.s. Moreover, the family $\langle (f, e_j) \rangle_{j \in \{1, \ldots, n\}}$ is a family of independent standard normals.

Lemma A.1. Let $\xi_1, \ldots, \xi_n$ be independent standard normals and let $e_1, \ldots, e_n \in C^0(\mathcal{T})$ be such that $(e_k)_{k \in \{1, \ldots, n\}}$ is linearly independent. Let $f = \sum_{j=1}^n \xi_j e_j$. Then, the family $(e_k)_{k \in \{1, \ldots, n\}}$ is an orthonormal basis for the Cameron-Martin space of $f$.

Proof. Let $H$ be the Cameron-Martin space of $f$. Let $k \in \{1, \ldots, n\}$. Since $(e_j)_{j \in \{1, \ldots, n\}}$ is linearly independent, there exists $x_k \in \mathcal{T}$ such that for each $j \in \{1, \ldots, n\}$, $e_j(x_k) = \delta_{jk}$. In particular, $\mathbb{E}[f(x_k)f] = e_k$ belongs to $H$. Conversely, since for each $x \in \mathcal{T}$, $\mathbb{E}[f(x)f] = \sum_{k=1}^n e_k(x)e_k$, $(e_j)_{j \in \{1, \ldots, n\}}$ generates $H$. Now, let $j, k \in \{1, \ldots, n\}$. Then, $\langle e_j, e_k \rangle = \mathbb{E}[f(x_j)f(x_k)] = e_j(x_k) = \delta_{jk}$ so that $(e_l)_{l \in \{1, \ldots, n\}}$ is an orthonormal family in $H$.

A.2 Supremum bounds

We equip $\mathcal{T}$ with the distance associated to the metric inherited from $\mathbb{R}^d$ which we denote by $\text{dist}$. For each $\alpha, \beta \in \mathbb{N}^d$ with $|\alpha|, |\beta| \leq l$, let $\partial^\alpha \partial^\beta K$ exists and is of Hölder class $C^\nu$ in the joint variables. We equip this space with the usual norm:

$$
\|q\|_{C^{\alpha,\beta,\nu}(\mathcal{T})} = \max_{|\alpha| \leq l} \left[ \max_{x \in \mathcal{T}} |\partial^\alpha q(x)| + \sup_{x \neq y} \text{dist}(x, y)^{-\nu} |\partial^\alpha q(x) - \partial^\alpha q(y)| \right] .
$$

Moreover, we let $C^{\alpha,\beta,\nu}(\mathcal{T})$ be the space of functions $K : \mathcal{T} \times \mathcal{T} \to \mathbb{R}$ such that for each $\alpha, \beta \in \mathbb{N}^d$ with $|\alpha|, |\beta| \leq l$, $\partial^\alpha \partial^\beta K$ exists and is of Hölder class $C^\nu$ in the joint variables. We equip this space with the norm $\|K\|_{C^{\alpha,\beta,\nu}(\mathcal{T})}$ defined as follows:

$$
\max_{|\alpha|, |\beta| \leq l} \left[ \sup_{x,y \in \mathcal{T}} |\partial^\alpha \partial^\beta K(x, y)| + \sup_{(x,y) \neq (x',y')} |\partial^\alpha \partial^\beta K(x, y) - \partial^\alpha \partial^\beta K(x', y')| (\text{dist}(x, y) + \text{dist}(x', y'))^{-\nu} \right] .
$$

Here and below, $\partial^\alpha \partial^\beta$ means the partial derivative $\partial^\alpha$ is applied to the first variable while $\partial^\beta$ is applied to the second variable. The following lemma is a well known fact on the sample path regularity of Gaussian fields.

Lemma A.2 (see Corollary 1.7 of [3] together with Appendix A of [23]). Let $l \in \mathbb{N}$ and $\nu \in [0,1]$. Let $f$ be a Gaussian field on $\mathcal{T}$ with covariance function $K \in C^{\alpha,\beta,\nu}(\mathcal{T})$. Then, $f$ is almost surely of class $C^l$. Moreover, for each $\alpha, \beta \in \mathbb{N}^d$ such that $|\alpha|, |\beta| \leq l$ and each $x, y \in \mathcal{T}$

$$
\mathbb{E} \left[ \partial^\alpha f(x) \partial^\beta f(y) \right] = \partial^\alpha \partial^\beta K(x, y) .
$$

Next we need a lemma to control the covariance of a stationary field in terms of its covariance square root.
Lemma A.3. Let $l \in \mathbb{N}$ and $\nu \in ]0,1[$, let $q \in C^{l,\nu}(\mathcal{T})$. Then, the convolution $\kappa(x) = q * q(x) = \int_{\mathcal{T}} q(y)q(x-y)dy$ exists for each $x \in \mathcal{T}$ and there exists $C = C(l, d, \nu) < +\infty$ such that
\[
\|\kappa\|_{C^{l}(\mathcal{T})} \leq C\|q\|_{W^{l,2}}^{2} \quad \text{and} \quad \|\kappa\|_{C^{l,\nu}(\mathcal{T})} \leq C\|q\|_{C^{l,\nu}(\mathcal{T})}\|q\|_{W^{l,2}(\mathcal{T})}.
\]

The first upper bound is useful because it requires a slower decay of $q$ to work while the second one is useful because it captures the Hölder regularity of the covariance.

Proof. First of all, for all $\alpha, \beta \in \mathbb{N}^{d}$ with $|\alpha|, |\beta| \leq l$ and each $x \in \mathcal{T}$, by integration by parts,
\[
|\partial^{\alpha+\beta}\kappa(x)| \leq \int_{\mathcal{T}} |\partial^{\alpha}q(y)\partial^{\beta}q(x-y)|dy \leq \|q\|_{W^{l,2}}^{2} \leq \|q\|_{W^{l,1}}\|q\|_{C^{l}}.
\]

Observe that the first inequality shows the first statement of the lemma. Next, for each $x, y \in \mathcal{X}$ distinct,
\[
|\partial^{\alpha+\beta}\kappa(x) - \partial^{\alpha+\beta}\kappa(y)| \leq \int_{\mathcal{T}} |\partial^{\alpha+\beta}q(z)||q(x-z) - q(y-z)|dz \leq \|q\|_{W^{l,1}}\|q\|_{C^{l,\nu}}\text{dist}(x, y)^{\nu}
\]
so that $\|\partial^{\alpha+\beta}\kappa\|_{C^{l,\nu}} \leq \|q\|_{W^{l,1}}\|q\|_{C^{l,\nu}}$. Summing the two inequalities over the possible values of $\alpha + \beta$ with $|\alpha + \beta| \leq l$ we get the result. \hfill \Box

Remark A.4. The result of Lemma A.3 holds, with exactly the same proof, if we replace $\mathcal{T}$ by $\mathbb{R}^{2}$.

In this third lemma, we show that we can control the supremum of the field (and its derivatives) in terms of the Hölder norms of its covariance. In particular, only Hölder regularity is needed to obtain upper bounds for the decay of the field.

Lemma A.5. Assume that in the expression $\mathcal{T} = \mathbb{R}^{d}/(2\pi R_{1}\mathbb{Z}) \times \ldots \times \mathbb{R}^{d}/(2\pi R_{d}\mathbb{Z})$ defining $\mathcal{T}$, for all $i \in \{1, \ldots, d\}$, $R_{i} \geq 1$. Let $l \in \mathbb{N}$ and $\nu \in ]0,1[$. Let $f$ be a Gaussian field on $\mathcal{T}$ with covariance function $K \in C^{l,\nu}$. Let $M_{K,l,\nu} = \|K\|_{C^{l,\nu}(\mathcal{T})}$. Then, there exists $C = C(d, l, \nu) < +\infty$ such that
\[
\mathbb{E} \left[\|f\|_{C^{l}}\right] \leq C M_{K,l,\nu}^{1/2} \left[1 + |\ln (|\mathcal{T}|)| + |\ln (M_{K,l,\nu})|^{1/2}\right]. \tag{A.1}
\]

Moreover, for each $\lambda \geq 0$,
\[
\mathbb{P} \left[\|f\|_{C^{l}(\mathcal{T})} \geq \mathbb{E} \left[\|f\|_{C^{l}(\mathcal{T})}\right] + \lambda\right] \leq 2e^{-\frac{\lambda^{2}}{274.1 M_{K,l,\nu}}} \tag{A.2}
\]

Remark A.6. The result of Lemma A.5 holds, with exactly the same proof, if we replace $\mathcal{T}$ with a Euclidean ball of radius at least one in $\mathbb{R}^{d}$.

The expectation bound will follow from classical results for Gaussian processes (Theorem 11.18 of [19]) and the tail bound will then follow from the Borell-TIS inequality (see Theorem 2.1.1 of [1]).

Proof. We start by proving the expectation bound. To bound $\mathbb{E} \left[\|f\|_{C^{l}(\mathcal{T})}\right]$ it is enough to bound the expected supremum of each partial derivative $\partial^{\alpha}f$ for $|\alpha| \leq l$. Since all of the derivatives of $K$ up to $l$ in each variable are $\nu$-Hölder, this reduces the problem to the case $l = 0$. If $M_{K,0,\nu} = 0$ then $f$ is a.s. constant and its supremum is centered. In that case, the bound is trivially satisfied so we assume $M_{K,0,\nu} > 0$. In this case, we are ready to apply Theorem 11.18 of [19]. To this end, let $d_{K}$ be the canonical pseudo-metric on $\mathcal{T}$ associated to the field $f$ restricted to $\mathcal{T}$: for each $x, y \in \mathcal{T}$, $d_{K}(x, y) := \mathbb{E} \left[(f(x) - f(y))^{2}\right]^{1/2} = (K(x, x) + K(y, y) - 2K(x, y))^{1/2}$ and for each $x \in \mathcal{T}$ and $r > 0$, let $B_{K}(x, r)$ be the set of $y \in \mathcal{T}$ such that $d_{K}(x, y) \leq r$. It should be
distinguished from $B(x, r)$ be the metric ball of $\mathcal{T}$ of radius $r$ centered at $x$. By Theorem 11.18 of [19], since $f$ is stationary, there is an absolute constant $C_1 < +\infty$ such that

$$E \left[ \sup_{T} |f| \right] \leq C_1 \sup_{x \in \mathcal{T}} \int_{0}^{+\infty} \left[ \ln \left( \frac{|T|}{|B_K(x, r)|} \right) \right]^{1/2} dr.$$  

For each $x, y \in \mathcal{T}$, by the triangle inequality and the Hölder condition respectively, we have

$$d_K(x, y) \leq 2M_{l,0,\nu}^{1/2}, \quad d_K(x, y) \leq (2M_{K,0,\nu})^{1/2} \text{dist}(x, y)^{\nu/2}.$$  

Thus, if $r \geq 2M_{K,0,\nu}^{1/2}$, $B_K(x, r) = \mathcal{T}$ and for all $r > 0$, $B(x, \rho(r)) \subseteq B_K(x, r)$ where $\rho(r) = (2M_{K,0,\nu})^{-1/\nu} r^{2/\nu}$. These observations imply that the integrand vanishes for $r \geq (2M_{K,0,\nu})^{1/2}$ so that

$$E \left[ \sup_{T} |f| \right] \leq C_1 \int_{0}^{2M_{K,0,\nu}^{1/2}} \left[ \ln \left( \frac{|T|}{|B(x, \rho(r))|} \right) \right]^{1/2} dr,$$

where $x$ is any point of $\mathcal{T}$. Using $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ for $a, b \geq 0$ repeatedly, we see that for some $C_2 = C_2(\nu)$,

$$E \left[ \sup_{T} |f| \right] \leq C_2 M_{K,0,\nu}^{1/2} \left[ \ln \left( |\mathcal{T}| \right) \right]^{1/2} + \ln \left( (2M_{K,0,\nu})^{1/2} \right) + \int_{0}^{2M_{K,0,\nu}^{1/2}} \ln(r)^{1/2} dr.$$

Since $\int_{0}^{2} \ln(s)/s^{1/2} ds = O(x(1 + |\ln(x)|))$, we get, for some $C_3 = C_3(d, l, \nu) < +\infty$,

$$E \left[ \sup_{T} |f| \right] \leq C_3 M_{K,0,\nu}^{1/2} \left[ 1 + \ln \left( |\mathcal{T}| \right) \right]^{1/2} + \ln \left( (2M_{K,0,\nu})^{1/2} \right).$$

This is exactly (A.1) for $l = 0$. As discussed above the general case follows readily. The bound (A.2) follows from Theorem 2.1.1 of [1]. Indeed, let $J_l = \{ \alpha \in \mathbb{N}^d : |\alpha| \leq l \}$. We can define a Gaussian field on $\mathcal{T} \times J_l$ defined as $(x, \alpha) \mapsto \partial^\alpha f(x)$. Then, $\| f \|_{C^l(\mathcal{T})}$ is the sup-norm of this process. The maximal pointwise variance of this process is bounded by $M_{K,0,\nu}^{1/2}$ so the aforementioned theorem applies and gives (A.2). \qed

**A.3 An approximation result**

For each $l \in \mathbb{N}$ and $\nu \in [0, 1]$, let $\Gamma_l(\mathcal{T})$ (resp. $\Gamma_{l,\nu}(\mathcal{T})$) be the space of Gaussian measures on $C^l(\mathcal{T})$ (resp. $C^{l,\nu}(\mathcal{T})$) equipped with the topology of weak convergence in $C^l$ (resp. $C^{l,\nu}$) topology. For each $\gamma \in \Gamma_0(\mathcal{T})$, let $H_{\nu}$ be the Cameron-Martin space of $\gamma$.

**Lemma A.7.** Fix $l \in \mathbb{N}$ and $\nu \in [0, 1]$. Let $(\gamma_n)_{n \in \mathbb{N}}$ be a sequence of Gaussian measures on $\Gamma_l(\mathcal{T})$ (resp. $\Gamma_{l,\nu}(\mathcal{T})$) converging to $\gamma$ in $\Gamma_l(\mathcal{T})$ (resp. $\Gamma_{l,\nu}(\mathcal{T})$). Let $K$ be the covariance function of the field defined by $\gamma$ and for each $n \in \mathbb{N}$, let $K_n$ be the covariance of the field defined by $\gamma_n$. Then, the sequence $(K_n)_{n \in \mathbb{N}}$ converges to $K$ in $C^{l,\nu}(\mathcal{T})$ (resp. $C^l(\mathcal{T})$).

**Proof.** Let us first assume convergence in $\Gamma_l(\mathcal{T})$. By Skorokhod’s representation theorem, we can find a sequence $(f_n)_{n \in \mathbb{N}}$ of Gaussian fields converging a.s. to a Gaussian field $f$ in $C^{l,\nu}$-norm such that $f$ has law $\gamma$ and for each $n \in \mathbb{N}$, $f_n$ has law $\gamma_n$. Let $\alpha, \beta \in \mathbb{N}^d$ with $|\alpha|, |\beta| \leq l$. Let $\varphi : \mathbb{R}^2 \rightarrow \mathbb{R}$ be continuous function with compact support. Then,

$$\sup_{x,y \in \mathcal{T}} \left[ E \left[ \varphi \left( \partial^\alpha f_n(x), \partial^\beta f_n(y) \right) \right] - E \left[ \varphi \left( \partial^\alpha f(x), \partial^\beta f(y) \right) \right] \right]$$

$$\leq E \left[ \sup_{x,y \in \mathcal{T}} \left| \varphi \left( \partial^\alpha f_n(x), \partial^\beta f_n(y) \right) - \varphi \left( \partial^\alpha f(x), \partial^\beta f(y) \right) \right| \right]$$
which tends to 0 as \( n \to +\infty \) since \( \varphi \) is uniformly continuous and \((\partial^\alpha f_n, \partial^\beta f_n)\) converges uniformly on \( \mathcal{T} \times \mathcal{T} \). Thus, the vectors \((\partial^\alpha f_n(x), \partial^\beta f_n(y))\) converge to \((\partial^\alpha f(x), \partial^\beta f(y))\) uniformly in \((x, y)\). But this implies that \( \partial^\alpha \beta K_n \) converges uniformly to \( \partial^\alpha \beta K \) as \( n \to +\infty \).

Thus, convergence in \( \Gamma_1 \) implies convergence of covariances in \( \mathcal{C} \). Assume now that \((\gamma_n)_{n \in \mathbb{N}}\) converges in \( \Gamma_1, \nu (\mathcal{T}) \) to \( \gamma \). As before, the supremum over \( x, x', y \in \mathcal{T}, x \neq x' \) of the following quantity tends to 0 as \( n \to +\infty \).

\[
\left| \mathbb{E} \left[ \varphi \left( \text{dist}(x, x') - \nu \left( \partial^\alpha f_n(x) - \partial^\alpha f_n(x') \right), \partial^\beta f_n(y) \right) \right] - \mathbb{E} \left[ \varphi \left( \text{dist}(x, x') - \nu \left( \partial^\alpha f(x) - \partial^\alpha f(x') \right), \partial^\beta f(y) \right) \right] \right|
\]

This shows that the map \((x, x', y) \mapsto \text{dist}(x, x') - \nu \left( \partial^\alpha \beta K_n(x, y) - \partial^\alpha \beta K_n(x', y) \right)\) converges uniformly as \( n \to +\infty \). By symmetry we conclude that \( \partial^\alpha \beta K_n \) converges to \( \partial^\alpha \beta K \) in the \( \mathcal{C}_0, \nu \) topology as \( n \to +\infty \). This concludes the proof of the lemma.

\[\square\]

### B An algebraic topology result: proof of Lemma 4.2

**Proof of Lemma 4.2.** We first argue that we can restrict ourselves to the case where \( d = 2 \). Let \( i, j \in \{1, \ldots, d\} \) be two distinct coordinates of \( H_1(\mathbb{T}^d) \cong \mathbb{Z}^d \). Let \( \mathcal{T} \subset \mathbb{T}^d \) be a smooth embedding of the two-torus in \( \mathbb{T}^d \) whose image in \( H_1(\mathbb{T}^d) \) generates the plane corresponding to the coordinates \( i \) and \( j \). To prove the lemma, it is enough to find a loop \( \gamma : S^1 \to \mathcal{T} \setminus f^{-1}(0) \) with non-trivial homology. On the one hand, this condition is \( C^1 \)-open in \( f \). On the other hand, there exist arbitrarily small \( C^\infty \) perturbations of \( f \) whose zero set is transversal to \( \mathcal{T} \). But such a perturbation will have 0 as a regular value when restricted to \( \mathcal{T} \). Thus, we can restrict ourselves to the case \( d = 2 \).

We now assume that \( d = 2 \) and prove the second point, since it implies the first. We distinguish two cases. First, we assume that there exists \( \gamma_0 : S^1 \to f^{-1}(0) \) a non-contractible loop. Since 0 is a regular value of \( f \), we can push \( \gamma_0 \) into \( A \) or \( B \) by the gradient flow and obtain non-contractible loops in \( \text{Im}(i^*_\gamma) \) and \( \text{Im}(i^-_\gamma) \) respectively. But since \( \pi_1(\mathbb{T}^2) \cong H_1(\mathbb{T}^2) \cong \mathbb{Z}^2 \), any non-contractible loop defines a non-trivial homology class so both images are non-zero. On the other hand, since \( A \cap B = \emptyset \), they are orthogonal for the intersection form. Thus, \( \text{Im}(i^*_\gamma) \) and \( \text{Im}(i^-_\gamma) \) belong to a common line in \( H_1(\mathbb{T}^2) \).

Assume now that \( f^{-1}(0) \) has only loops that are contractible in \( \mathbb{T}^2 \) and let us prove that either \( i^*_\gamma \) is surjective and \( i^-_\gamma \) vanishes or vice versa. We proceed by induction on the number of loops. If there are no loops then either \( A = \mathbb{T}^2 \) or \( B = \mathbb{T}^2 \) so the statement is true. Assume the lemma is true for functions with \( n \) loops in their zero set, all of which are contractible, and assume that \( f \) has \( n+1 \) loops in its zero set (all contractible). Since \( n+1 \geq 1 \) at least one such loop exists and bounds a disk \( D \subset \mathbb{T}^2 \) containing no other loops. Without loss of generality, we may assume that \( f \) is negative on \( D \). Let \( \chi \) be a smooth function that is everywhere non-negative, positive on \( \overline{D} \) and whose support intersects \( f^{-1}(0) \) only in \( \partial D \) (for instance one may take \( \chi \) supported on a small neighborhood of \( \overline{D} \)). Then, for \( M > +\infty \) large enough, \( \tilde{f} = f + M \chi \) is positive on a neighborhood of \( D \) and \( \tilde{f}^{-1}(0) = f^{-1}(0) \setminus \partial D \). By induction, for any homology class \( \sigma \in H_1(\mathbb{T}^2) \), we may find \( \gamma_1 : S^1 \to \mathbb{T}^2 \setminus \tilde{f}^{-1}(0) \) a smooth loop with homology class \( \sigma \), which, by a small \( C^\infty \) perturbation, we can assume intersects \( \partial D \) transversally. Since \( D \) is a disk, \( \gamma_1 \) is isotopic to a smooth loop \( \gamma : S^1 \to \mathbb{T}^2 \setminus \tilde{f}^{-1}(0) \cup D \) which has the same sign as \( \tilde{f} \). In particular, the induction hypothesis implies that this sign does not depend on the choice of \( \gamma \). Hence, either \( i^*_\gamma \) is surjective or \( i^-_\gamma \) is, and, as in the previous case, since their images are orthogonal for the pairing induced by the intersection form, if one is surjective, the other must vanish. \[\square\]
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