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Abstract

We consider d independent walkers on Z, m of them performing simple symmetric
random walk and r = d −m of them performing recurrent RWRE (Sinai walk), in I

independent random environments. We show that the product is recurrent, almost
surely, if and only if m ≤ 1 or m = d = 2. In the transient case with r ≥ 1, we prove
that the walkers meet infinitely often, almost surely, if and only if m = 2 and r ≥ I = 1.
In particular, while I does not have an influence for the recurrence or transience, it
does play a role for the probability to have infinitely many meetings. To obtain these
statements, we prove two subtle localization results for a single walker in a recurrent
random environment, which are of independent interest.
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1 Introduction and statement of the main results

Recurrence and transience of products of simple symmetric random walks on Zd is
well-known since the works of Pólya [30]. If the product of several walks is transient, one
may ask if they meet infinitely often. It is also well-known and goes back to Dvoretzky
and Erdös, see ([15], p. 367) that 3 independent simple symmetric random walks (SRW)
in dimension 1 meet infinitely often almost surely while 4 walks meet only finitely often,
almost surely. In fact, Pólya’s original interest in recurrence/transience of simple random
walk came from a question about collisions of two independent walkers on the same grid,
see [31], “Two incidents”.
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Collisions of several walkers in recurrent random environments

The classical topic of meetings/collisions of two or more walkers walking on the
same graph has found recent interest, see [26], [3], where the grid is replaced by more
general graphs. It is well-known that if a graph is recurrent for simple random walk,
two independent walkers do not necessarily meet infinitely often, see [26]. Since on a
transitive recurrent graph, two independent walkers do meet infinitely often, almost
surely, see [26], the “infinite collision property” describes how far the recurrent graph is
from being transitive. For motivation from physics, see [6].

We investigate this question for products of recurrent random walks in random envi-
ronment (RWRE) and of simple symmetric random walks on Z. It is known already that,
for any n, a product of n independent RWRE in n i.i.d. recurrent random environments is
recurrent, see [36], and that n independent walkers in the same recurrent random envi-
ronment meet infinitely often in the origin, see [18]. Here, we consider several walkers
each one performing either a Sinai walk or a simple symmetric random walk, with the
additional twist that not all Sinai walkers are necessarily using the same environment.

Let d,m, r be nonnegative integers such that m+ r = d ≥ 1. We consider d walkers,
m of them performing SRW S(1), ..., S(m) and the r others performing random walks
Z(1), ..., Z(r) in I independent random environments, with I ≤ r. More precisely, we
consider r collections of i.i.d. random variables ω(1) :=

(
ω
(1)
x

)
x∈Z, . . . , ω

(r) :=
(
ω
(r)
x

)
x∈Z,

taking values in (0, 1) and defined on the same probability space (Ω,F , P), such that
ω(1), ..., ω(I) are independent and such that the others are exact copies of some of these
I collections, i.e., for every j ∈ {I +1, ..., r}, there exists an index Jj ∈ {1, ..., I} such that
ω(j) ≡ ω(Jj). A realization of ω :=

(
ω(1), ..., ω(r)

)
will be called an environment. Recall

that we denote by
P the law of the environment ω.

We set
Yn :=

(
S(1)
n , ..., S(m)

n , Z(1)
n , ..., Z(r)

n

)
, n ∈ N,

and make the following assumptions. Given ω =
(
ω(1), ..., ω(r)

)
and x ∈ Zd, under P x

ω ,
S(1), ..., S(m), Z(1), ..., Z(r) are independent Markov chains such that P x

ω (Y0 = x) = 1 and
for all y ∈ Z and n ∈ N,

P x
ω

[
S
(i)
n+1 = y + 1

∣∣S(i)
n = y

]
=

1

2
= P x

ω

[
S
(i)
n+1 = y − 1

∣∣S(i)
n = y

]
, i ∈ {1, ...,m}, (1.1)

P x
ω

[
Z

(j)
n+1 = y+1

∣∣Z(j)
n = y

]
= ω(j)

y = 1−P x
ω

[
Z

(j)
n+1 = y− 1

∣∣Z(j)
n = y

]
, j ∈ {1, ..., r}. (1.2)

We set S(i) :=
(
S
(i)
n

)
n
and Z(j) :=

(
Z

(j)
n

)
n
for every i ∈ {1, ...,m} and every j ∈ {1, ..., r}.

Note that, for every j, Z(j) =
(
Z

(j)
n

)
n
is a random walk on Z in the environment ω(j), and

that the S(i)’s are independent SRW, independent of the Z(j)’s and of their environments.
We call Pω := P 0

ω the quenched law. Here and in the sequel we write 0 for the origin in
Zd. We also define the annealed law as follows:

P[·] :=
∫

Pω[·]P(dω).

Setting ρ
(j)
k :=

1−ω
(j)
k

ω
(j)
k

for j ∈ {1, ..., r} and k ∈ Z, we assume moreover that there exists

ε0 ∈ (0, 1/2) such that for every j ∈ {1, ..., r},

P
[
ω
(j)
0 ∈ [ε0, 1− ε0]

]
= 1, E

[
log ρ

(j)
0

]
= 0, σ2

j := E
[
(log ρ

(j)
0 )2

]
> 0, (1.3)

where E is the expectation with respect to P. Under these assumptions, the Z(j) are
RWRE, often called Sinai’s walks due to the famous result of [33]. Solomon [34] proved
the recurrence of Z(j) for P-almost every environment. We stress in particular that the

EJP 23 (2018), paper 90.
Page 2/34

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/18-EJP192
http://www.imstat.org/ejp/


Collisions of several walkers in recurrent random environments

assumption σ2
j > 0 excludes the case of deterministic environments, hence when we say

“Sinai’s walk”, we always refer to a random walk in a “truly” random environment.
Our first result concerns the recurrence/transience of Y := (Yn)n. Recurrence of

Y means that S(1), ...., S(m), Z(1), ..., Z(r) meet simultaneously at 0 infinitely often. As
explained previously, this result is known for SRW (i.e. if m = d) since [30] and more
recently for RWRE (i.e. if r = d, that is, if m = 0) in the case where the environments ω(j)

are independent (i.e. I = r = d, see [36, 18]) and in the case where the environment ω(j)

is the same for all the RWRE (i.e. r = d, I = 1, see [18]). See also [17] for related results.

Theorem 1.1 (Recurrence/transience). If m ≤ 1, or if m = d = 2, then, for P-almost
every ω, the random walk Y is recurrent with respect to P 0

ω. Otherwise, for P-almost
every ω, the random walk Y is transient with respect to P 0

ω.

In particular, a product of two recurrent RWRE and one SRW is recurrent, while a
product of two SRW and one recurrent RWRE is transient.

When Y is transient, a natural question is the study of the simultaneous meetings
(i.e., collisions) of S(1), ...., S(m), Z(1), ..., Z(r). That is, we would like to extend the results
of [30, 15] to the case in which some of the random walks are in random environments
(when r ≥ 1). We recall that when r = 0, the number of collisions is, by [30, 15], almost
surely infinite if m ≤ 3 and almost surely finite when m ≥ 4. Interestingly, compared to
Theorem 1.1, the behaviour depends on whether I = 1 (when the RWRE are all in the
same environment) or I ≥ 2 (at least two RWRE are in independent environments).

Theorem 1.2 (Collisions). We distinguish the 3 following different cases.

(i) If m ≥ 3 and r ≥ 1, then, for P-almost every environment ω,

P 0
ω

[
S(1)
n = S(2)

n = S(3)
n = Z(1)

n infinitely often
]
= 0,

i.e. almost surely, the walks S(1), S(2), S(3), Z(1) meet simultaneously only a finite
number of times. A fortiori, S(1), . . . , S(m), Z(1), . . . Z(r) also meet simultaneously
only a finite number of times.

(ii) If m = 2 and r ≥ I = 1, then for P-almost every environment ω,

P 0
ω

[
S(1)
n = S(2)

n = Z(1)
n = ... = Z(r)

n infinitely often
]
= 1,

i.e. almost surely, the walks S(1), S(2), Z(1), ..., Z(r) meet simultaneously infinitely
often.

(iii) If m = 2 and r ≥ I ≥ 2, then for P-almost every environment ω,

P 0
ω

[
S(1)
n = S(2)

n = Z(1)
n = Z(2)

n infinitely often
]
= 0,

i.e. almost surely, the walks S(1), S(2), Z(1), Z(2), and a fortiori the walks S(1), S(2),
Z(1), ..., Z(r), meet simultaneously only a finite number of times.

This last result can be summarized in the following manner. Assume that r ≥ 1

and that Y is transient (i.e. m ≥ 2 and r ≥ 1), then S(1), ..., S(m), Z(1), ..., Z(r) meet
simultaneously infinitely often if and only if m = 2 and I = 1. Hence our results cover
collisions of an arbitrary number of random walks in equal or independent random (or
deterministic) recurrent environments.

Remark 1.3. The results of Theorem 1.2 remain true if the simple random walks are
replaced by random walks on Z with i.i.d. centered increments with finite and strictly
positive variance. However, we write the proof of this theorem only in the case of SRW
to keep the proof more readable and less technical.
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Collisions of several walkers in recurrent random environments

The case of transient RWRE in the same subballistic random environment is investi-
gated in [13] (in preparation).

In order to demonstrate Theorem 1.2, we prove the two following propositions. The
first one deals with two independent recurrent RWRE in two independent environments.

Proposition 1.4. Assume r ≥ I ≥ 2. For every ε > 0, P
[
Z

(1)
n = Z

(2)
n

]
= O

(
(log n)−2+ε

)
.

The second proposition deals with r independent recurrent RWRE in the same
environment.

Proposition 1.5. Assume r > I = 1. For P-almost every ω, there exists c(ω) > 0 such
that, for every (y1, ..., yr) ∈ [(2Z)r ∪ (2Z+ 1)r], we have

lim sup
N→+∞

1

logN

N∑
n=1

1

n

∑
k∈Z

r∏
j=1

P yj
ω [Z(j)

n = k] ≥ c(ω).

These two propositions are based on two new localization results for recurrent RWRE,
which are of independent interest. These two localization results use the potential of the
environment (see (2.2)) and its valleys, these quantities were introduced by Sinai in [33]
and are crucial for the investigation of the RWRE.

In the first one, stated in Proposition 4.5 and used to prove Proposition 1.4, we
localize a recurrent RWRE at time n with (annealed) probability 1− (log n)−2+ε for ε > 0,
whereas previous localization results for such RWRE were with probability 1− o(1) (see

[33], [19], [23], [4] and [16]), or with probability 1−C
(
log log logn
log logn

)1/2
for some C > 0 (see

[1], eq. (2.23)), and they localize the RWRE inside one valley. In order to get our more
precise localization probability, which is necessary to apply the Borel-Cantelli lemma in
the proof of Item (iii) of Theorem 1.2, we localize the RWRE in an area of low potential
defined with several valleys instead of just one. To this aim, we study and describe
typical trajectories of the recurrent RWRE into these different valleys.

In our second localization result, stated in Proposition 5.1 and used to prove Proposi-
tion 1.5, we prove that for large N ∈ N, with high probability on ω (for P), the quenched
probability Pω[Zn = b(N)] is larger than a positive constant, uniformly for any even
n ∈ [N1−ε, N ] for some ε > 0, where b(N) is the (even) bottom of some valley of the
potential V of a recurrent RWRE Z (defined in (5.17)). In order to get this uniform
probability estimate, we use a method different from that of previous localization results,
based on a coupling between recurrent RWRE.

The article is organized as follows. In Section 2, we give an estimate on the return
probability of recurrent RWRE, see Proposition 2.1, which is of independent interest. Our
main results for direct products of walks are proved in Section 3. The proofs concerning
the simultaneous meetings of random walks are based on the above-mentioned two key
localization results for recurrent RWRE, proved in Sections 4 and 5.

2 A return probability estimate for the RWRE

We consider a recurrent one dimensional RWRE Z = (Zn)n in the random environ-
ment ω = (ωx)x∈Z, where the ωx ∈ (0, 1), x ∈ Z, are i.i.d. (that is, Z0 = 0 and (1.2) is
satisfied with Z and ω instead of Z(j) and ω(j)). We assume the existence of ε0 ∈ (0, 1/2)

such that
P[ω0 ∈ [ε0, 1− ε0]] = 1, E[log ρ0] = 0, E[(log ρ0)

2] > 0, (2.1)

where ρk := 1−ωk

ωk
, k ∈ Z. The following result completes [18, Theorem 1.1] which says

that, for every 0 ≤ ϑ < 1, we have for P-almost every environment ω,∑
n≥1

P 0
ω [Zn = 0]

nϑ
= ∞.

EJP 23 (2018), paper 90.
Page 4/34

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/18-EJP192
http://www.imstat.org/ejp/


Collisions of several walkers in recurrent random environments

Proposition 2.1. For P-almost every environment ω,∑
n≥1

P 0
ω [Zn = 0]

n
< ∞.

Before proving this result, we introduce some more notations. First, let

τ(x) := inf{n ≥ 1 : Zn = x}, x ∈ Z.

In words, τ(x) is the hitting time of the site x by the RWRE Z. As usual, we consider the
potential V , which is a function of the environment ω and is defined on Z as follows:

V (x) :=


∑x

i=1 log
1−ωi

ωi
if x > 0,

0 if x = 0,

−
∑0

i=x+1 log
1−ωi

ωi
if x < 0.

(2.2)

The potential is useful since it relates to the description of the RWRE as an electric
network. It can be used to estimate ruin probabilities for the RWRE. In particular, we
have (see e.g. [36, (2.1.4)] and [12, Lemma 2.2] coming from [36, p. 250]),

P b
ω[τ(c) < τ(a)] =

( b−1∑
j=a

eV (j)

)( c−1∑
j=a

eV (j)

)−1

, a < b < c (2.3)

and, recalling ε0 from (1.3) and (2.1), for a < b < c,

Eb
ω[τ(a) ∧ τ(c)] ≤ ε−1

0 (c− a)2 exp
[

max
a≤`≤k≤c−1;k≥b

(
V (k)− V (`)

)]
, (2.4)

where Eb
ω denotes the expectation with respect to P b

ω and u ∧ v := min(u, v), (u, v) ∈ R2.
For symmetry reasons, we also have for a < b < c,

Eb
ω[τ(a) ∧ τ(c)] ≤ ε−1

0 (c− a)2 exp
[

max
a≤`≤k≤c−1, `≤b−1

(
V (`)− V (k)

)]
. (2.5)

Moreover, we have, for k ≥ 1 (see Golosov [19], Lemma 7)

P b
ω[τ(c) < k] ≤ k exp

(
min

`∈[b,c−1]
V (`)− V (c− 1)

)
, b < c , (2.6)

and by symmetry, we get (similarly as in Shi and Zindy [32], eq. (2.5) but with some
slight differences for the values of `)

P b
ω[τ(a) < k] ≤ k exp

(
min

`∈[a,b−1]
V (`)− V (a)

)
, a < b . (2.7)

Lemma 2.2. Let γ > 0. For P-almost every ω, there exists N(ω) such that for every
n ≥ N(ω),

n
1
2−γ ≤ max

k∈{0,...,n}
V (k) ≤ n

1
2+γ , −n

1
2+γ ≤ min

k∈{0,...,n}
V (k) ≤ −n

1
2−γ ,

and such that the same inequalities hold with {−n, . . . , 0} instead of {0, . . . , n}.

Proof of Lemma 2.2. Observe that it is enough to prove that P-almost surely,

n
1
2−γ ≤ max

1≤k≤n
V (k) ≤ n

1
2+γ (2.8)

if n is large enough (up to a change of log ρi in − log ρi, in log ρ1−i or in − log ρ1−i). The
first inequality of (2.8) is given by [20, Theorem 2]. The second inequality of (2.8) is
a consequence of the law of iterated logarithm for V , as explained in ([9], end of p.
248).
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Proof of Proposition 2.1. Let η ∈ (0, 1) and n ≥ 2. We define

z+ := inf{y ≥ 1 : V (y) ≤ −(log n)1−η}, z− := sup{y ≤ −1 : V (y) ≤ −(log n)1−η}.

Due to the previous lemma, choosing γ small enough, we have that P-almost surely, if n
is large enough, the following inequalities hold:

|z±| ≤
(log n)2−η

2
and max

z−≤i,j≤z+
(V (i)− V (j)) ≤ (log n)1−η/10. (2.9)

We have by the strong Markov property,

P 0
ω [Zn = 0] ≤ P 0

ω [τ(z+) > n, τ(z−) > n] +

n∑
k=0

P 0
ω [τ(z+) = k]P z+

ω [Zn−k = 0]

+

n∑
k=0

P 0
ω [τ(z−) = k]P z−

ω [Zn−k = 0]. (2.10)

Recall that, given ω, the Markov chain Z is an electrical network where, for every
x ∈ Z, the conductance of the bond (x, x+ 1) is C(x,x+1) = e−V (x) (in the sense of Doyle
and Snell [14]). In particular, the reversible measure µω (unique up to a multiplication
by a constant) is given by

µω(x) := e−V (x) + e−V (x−1), z ∈ Z. (2.11)

So we have

P z±
ω [Zn−k = 0] = P 0

ω [Zn−k = z±]
µω(0)

µω(z±)
≤ µω(0)

µω(z±)
=

e−V (0) + e−V (−1)

e−V (z±) + e−V (z±−1)

≤ e−V (0) + e−V (−1)

e−V (z±)
≤

(
e−V (0) + e−V (−1)

)
exp

[
− (log n)1−η

]
.

Hence,

n∑
k=0

P 0
ω [τ(z±) = k]P z±

ω [Zn−k = 0] ≤
(
e−V (0) + e−V (−1)

)
exp

[
− (log n)1−η

]
. (2.12)

Moreover we have due to (2.4) and to Markov’s inequality,

P 0
ω [τ(z+) > n, τ(z−) > n] ≤ n−1E0

ω[τ(z+) ∧ τ(z−)]

≤ n−1ε−1
0 (z+ − z−)

2 exp
[

max
z−≤`≤k≤z+−1

[V (k)− V (`)]
]
.

Now using (2.9), P-almost surely, we have

P 0
ω [τ(z+) > n, τ(z−) > n] ≤ ε−1

0 n−1(log n)4−2η exp
[
(log n)1−η/10

]
for every n large enough. This combined with (2.10), (2.12) and e−V (−1) ≤ ε−1

0 gives
P-almost surely for large n

P 0
ω [Zn = 0] ≤ 5ε−1

0 exp
[
− (log n)1−η

]
.

Consequently,
∑

n≥1
P 0

ω[Zn=0]
n < ∞ P-almost surely, which ends the proof of Proposition

2.1.
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3 Direct product of walks

We start with a proof of Theorem 1.1. With a slight abuse of notation, we will write 0

for the origin in Zk, whatever k is.

Proof. 1. If m ≥ 1 and r = 0, then (Yn)n is a product of m independent simple random
walks on Z. It is well-known that it is recurrent if m ∈ {1, 2}, and transient if m ≥ 3. This
follows from elementary calculations and the crucial fact that for any irreducible Markov
chain (Gn)n,

(Gn)n is recurrent if and only if
∑
n≥0

P x[Gn = 0] = ∞, (3.1)

where x is one of the states of the Markov chain.

2. If m ≥ 3 and r ≥ 1, then the 3-tuple of the three first coordinates of (Yn)n is(
S
(1)
n , S

(2)
n , S

(3)
n

)
n
which is a product of 3 independent simple random walks on Z, hence

is transient. So (Yn)n is transient for P-almost every ω.

3. If m = 2 and r ≥ 1, then applying the local limit theorem (see e.g. Lawler and Limic
[27] Prop. 2.5.3) for S(1) and S(2) for n ∈ N∗,

P 0
ω [Yn = 0] =

2∏
i=1

P
[
S(i)
n = 0

] r∏
j=1

P 0
ω(j)

[
Z(j)
n = 0

]
≤ c

n
P 0
ω(1)

[
Z(1)
n = 0

]
,

where c > 0 is a constant. This and Proposition 2.1 yield
∑∞

n=0 P
0
ω [Yn = 0] < ∞ for

P-almost ω. Hence, (using the Borel-Cantelli Lemma or (3.1)), (Yn)n is P-almost surely
transient.

4. We now assume m ∈ {0, 1}. We choose some δ ∈ (0, 1/5) such that 3δr < 1−2δ
2 . We

denote by bxc the integer part of x for x ∈ R. For L ∈ N, we have

∑
n≥0

P 0
ω [Yn = 0] ≥

be(1−2δ)Lc∑
n=

⌊
e(1−2δ)L

2

⌋
+1

P 0
ω [Y2n = 0]

=

be(1−2δ)Lc∑
n=

⌊
e(1−2δ)L

2

⌋
+1

P
[
S2n = 0

]m r∏
j=1

P 0
ω(j)

[
Z

(j)
2n = 0

]
.

Due to [18] (Propositions 3.2, 3.4 and (3.22)), since δ ∈ (0, 1/5), there exist C(δ) > 0 and
a sequence (Γ(L, δ))L∈N of elements of F (that is, depending only on ω) such that

P

 ⋂
N≥0

⋃
L≥N

Γ(L, δ)

 = 1 (3.2)

and such that, for every L ∈ N, on Γ(L, δ), we have

∀i ∈ {1, . . . , r}, ∀ki ∈
{
be3δLc+ 1, · · · , be(1−2δ)Lc

}
, P 0

ω(i)

[
Z

(i)
2ki

= 0
]
≥ C(δ) e−3δL. (3.3)

Due to the local limit theorem, this gives on Γ(L, δ), for large L so that e(1−2δ)L

2 ≥ e3δL,∑
n≥0

P 0
ω [Yn = 0] ≥ e(1−2δ)L

3

( c

e(1−2δ)L/2

)m
(
C(δ)

e3δL

)r

≥ c1(δ)e
[(1−2δ)/2−3δr]L,

which goes to infinity as L goes to infinity due to our choice of δ, c1(δ) being a pos-
itive constant. Thanks to (3.2), this gives

∑
n≥0 P

0
ω [Yn = 0] = +∞ for P-almost all ω.

Consequently, due to (3.1), (Yn)n is recurrent for P-almost every environment ω.
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Remark 3.1. Recall that Sinai [33] (see also Golosov [19]) proved the convergence in
distribution of

(
Z

(i)
n /(log n)2

)
n
. Recall also that, due to de Moivre’s theorem,

(
S
(i)
n /

√
n
)
n

converges in distribution. Due to Theorem 1.1, Y is recurrent iff
∑

n 1/(n
m
2 ((log n)2)r) =

∞, where n
m
2 ((log n)2)r is the product of the normalizations of the coordinates of Y

under the (non Markovian) annealed law P.

Note also that Theorem 1.2 and the previous paragraph lead to the following state-
ment (only for r ≥ 1): if

∑
n≥1

1
nm/2(logn)2I−2 < ∞, then almost surely, the random walks

S(1), . . . , S(m), Z(1), . . . Z(r) meet simultaneously only a finite number of times; otherwise,
they almost surely meet simultaneously infinitely often.

Now we will start to prove Theorem 1.2. Note that the case m ≤ 1 is already treated
in Theorem 1.1 which says that in this case the random walks meet infinitely often at 0.

Proof of Theorem 1.2. Let An :=
{
S
(1)
n = ... = S

(m)
n = Z

(1)
n = ... = Z

(r)
n

}
for n ≥ 0.

Proof of (i). Assume m = 3 and r = 1. Observe that for large n,

P0
ω[An] =

∑
k∈Z

P0
ω

[
Z(1)
n = k

](
P
[
S(1)
n = k

])3
≤ C

∑
k∈Z

P0
ω

[
Z

(1)
n = k

]
n
√
n

=
C

n
√
n

for some C > 0 since for every k ∈ Z and n ∈ N, P
[
S
(1)
2n = k

]
≤ P

[
S
(1)
2n = 0

]
∼n→+∞

(πn)−1/2 due to the local limit theorem. Hence
∑

nP
0
ω

[
S
(1)
n = S

(2)
n = S

(3)
n = Z

(1)
n

]
< ∞

and (i) follows by the Borel-Cantelli lemma in this case and a fortiori when m ≥ 3 and
r ≥ 1.

Proof of (ii). Assume m = 2 and r ≥ I = 1. Since I = 1, all the RWRE are in the same
environment, which is necessary to apply Proposition 1.5, which is essential to prove (ii).
We use the generalization of the second Borel Cantelli lemma due to Kochen and Stone
[24] combined with a result by Doob. To simplify notations, we also write ω for ω(1), so
ω(i) = ω for every 1 ≤ i ≤ r.

We first prove that
∑

nPω[An] = ∞ a.s. More precisely, we fix an initial condition
x = (x1, x2, y1, ..., yr) ∈ (2Z)2+r ∪ (2Z+ 1)2+r. We have for all n and ω,

P x
ω [An] =

∑
k∈Z

P
[
x1 + S(1)

n = k
]
P
[
x2 + S(2)

n = k
] r∏
j=1

P yj
ω

[
Z(j)
n = k

]
.

Notice that, for every i ∈ {1, 2}, due to the de Moivre-Laplace theorem (see e.g. [27,
Prop. 2.5.3 and Corollary 2.5.4],

sup
k∈(xi+n+2Z), |k|≤(logn)3

∣∣∣∣∣P[xi + S(i)
n = k

]
−

√
2√
πn

e−(k−xi)
2/(2n)

∣∣∣∣∣ = o(n−1/2).

Consequently for large even n, for every ω,

P x
ω [An] ≥

∑
|k|≤(logn)3,k−(x1+n)∈(2Z)

1

πn

r∏
j=1

P yj
ω

[
Z(j)
n = k

]
=

1

πn

∑
|k|≤(logn)3

r∏
j=1

P yj
ω

[
Z(j)
n = k

]
.

This remains true for large odd n. Hence for large n,

P x
ω [An] ≥

1

πn
P (y1,...,yr)
ω

[
Z(1)
n = ... = Z(r)

n

]
− 1

πn
P y1
ω

[∣∣Z(1)
n

∣∣ > (log n)3
]
. (3.4)
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Recall that
(
Z

(1)
n /(log n)3

)
n
converges almost surely to 0 with respect to the annealed

law (see [10] Theorem 4, or more recently [21] Theorem 3). This holds also true for P y1
ω

for P-almost every ω, so the last probability in (3.4) goes to 0 as n → +∞, which yields
limN→+∞

1
logN

∑N
n=1

1
nP

y1
ω

[∣∣Z(1)
n

∣∣ > (log n)3
]
= 0. Hence for P-almost every ω,

lim sup
N→+∞

1

logN

N∑
n=1

P x
ω [An] ≥

c(ω)

π
, (3.5)

with c(ω) := inf(y1,...,yr)∈[(2Z)r∪(2Z+1)r] lim sup
N→+∞

1
logN

∑N
n=1

1
nP

(y1,...,yr)
ω

[
Z

(1)
n = ... = Z

(r)
n

]
. If

r = 1, then c(ω) = 1. If r > 1, due to Proposition 1.5, c(ω) > 0 for P-almost every
environment ω. This implies that ∑

n≥1

P x
ω [An] = +∞. (3.6)

Moreover, let C > 0 be such that for all n ≥ 1 and k ∈ Z, P
[
S
(1)
n = k

]
≤ Cn−1/2, which

exists e.g. since P
[
S
(1)
2n = k

]
≤ P

[
S
(1)
2n = 0

]
∼n→+∞ (πn)−1/2 by the local limit theorem.

So for 1 ≤ n < m, we have by Markov property,

P x
ω [An ∩Am]

=
∑

(k,`)∈Z2

P (y1,...,yr)
ω

[
Z(1)
n = ... = Z(r)

n = k, Z(1)
m = ... = Z(r)

m = `
]

×P
[
x1 + S(1)

n = k
]
P
[
x2 + S(2)

n = k
](
P
[
S
(1)
m−n = `− k

])2
≤

∑
k∈Z

P (y1,...,yr)
ω

[
Z(1)
n = ... = Z(r)

n = k
]
P (k,...,k)
ω

[
Z

(1)
m−n = ... = Z

(r)
m−n

] C4

n(m− n)

≤ C4

n(m− n)
.

Consequently, for large N ,

∑
1≤n,m≤N,m 6=n

P x
ω [An ∩Am] ≤ 2

N∑
n=1

C4

n

N−n∑
`=1

1

`
≤ 3C4(logN)2.

Applying this and (3.5) we get for P-almost every ω, for every initial condition x ∈
(2Z)2+r ∪ (2Z+ 1)2+r,

lim sup
N→+∞

(∑N
n=1 P

x
ω [An]

)2

∑
1≤n,m≤N P x

ω [An ∩Am]
≥ (c(ω))2

3π2C4
. (3.7)

Due to the Kochen and Stone extension of the second Borel-Cantelli lemma (see Item (iii)
of the main theorem of [24] applied with Xn =

∑n
i=1 1Ai

, or [35, p. 317]), (3.7) and (3.6)
imply that P x

ω [An i.o.] = P x
ω

[
∩N≥0 ∪n≥NAn

]
≥ (c(ω))2/(3π2C4) > 0, where i.o. means

infinitely often.
Now for P-almost every ω, due to a result by Doob (see for example Proposition V-2.4

in [28]), since E := {An i.o.} = ∩N≥0∪n≥NAn is invariant (with respect to the shifts of the

sequence (Y0, Y1, Y2, . . .)), for every x ∈ (2Z)2+r ∪ (2Z+1)2+r,
(
P

(S(1)
n ,S(2)

n ,Z(1)
n ,...,Z(r)

n )
ω [E]

)
n

converges P x
ω -almost surely to 1E .

But infx∈(2Z)2+r∪(2Z+1)2+r P x
ω [E] ≥ (c(ω))2/(3π2C4) > 0, so we conclude that 1E = 1

P x
ω -almost surely, thus P x

ω (E) = 1, for P-almost every environment ω.
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Proof of (iii). Assume m = 2 and r = I = 2. We have

P0[An] =
∑
k∈Z

P
[
Z(1)
n = Z(2)

n = k
](
P
[
S(1)
n = k

])2
≤ C2

n
P
[
Z(1)
n = Z(2)

n

]
= O

(
n−1(log n)−3/2

)
,

due to Proposition 1.4 and the local limit theorem. Hence
∑

nP
0[An] < ∞ and (iii)

follows due to the Borel-Cantelli lemma.

So there only remains to prove Propositions 1.4 and 1.5.

4 Probability of meeting for two independent recurrent RWRE in
independent environments

The aim of this section is to prove Proposition 1.4, which is a key result in the proof
of case (iii) of Theorem 1.2.

Let Z(1) and Z(2) be two independent recurrent RWRE in independent environments
ω(1) and ω(2) satisfying (2.1).

The main idea of the proof is that Z(1)
n and Z

(2)
n are localized with high (annealed)

probability in two areas (depending on the environments, see Proposition 4.5) which
have no common point with high probability (see Lemma 4.6). Due to [33], we know
that, with high probability, Z(i)

n is close to the bottom B
(i)
n of some valley (contain-

ing 0 and of height larger than log n) for the potential V (i). Here and in the follow-
ing, V (i) denotes the potential corresponding to ω(i), defined as in (2.2) with ω re-
placed by ω(i). An intuitive idea to prove Proposition 1.4 should then be that pn :=

P
[
maxi=1,2

∣∣Z(i)
n −B

(i)
n

∣∣ ≥ ∣∣B(1)
n −B

(2)
n

∣∣/2] is very small. More precisely we would like

to prove that pn = O
(
(log n)−1−ε

)
. (In view of the proof of (iii) above, it would suffice

to show that
∑

n
pn

n < ∞). However, this seems difficult to prove and we are not even
sure that it is true. Indeed, in view of Lemma 4.4 below (proved for a continuous approx-
imation W (i) ≈ V (i)), we think that with probability greater than 1/ log n, 0 belongs to
a valley of height between log n− 2 log log n and log n and that the annealed probability
that Z(i)

n is close to the bottom of this valley (which is not B(i)
n ) should be greater that

1/ log n. Hence, to prove Proposition 1.4, we will work with several valleys instead of a
single one.

4.1 Proof of Proposition 1.4

In this subsection, we use a Brownian motion W (i), approximating the potential V (i),
to build a localization domain Ξn

(
W (i)

)
for Z(i)

n , i ∈ {1, 2}. This localization is stated in
Proposition 4.5 and is crucial to prove Proposition 1.4.

In order to construct our localization domain Ξn

(
W (i)

)
, we use the notion of h-extrema,

defined as follows.

Definition 4.1 ([29]). If w : R → R is a continuous function and h > 0, we say that
y0 ∈ R is an h-minimum for w if there exist real numbers a and c such that a < y0 < c,
w(y0) = inf [a,c] w, w(a) ≥ w(y0)+h and w(c) ≥ w(y0)+h. We say that y0 is an h-maximum
for w if y0 is an h-minimum for −w. In any of these two cases, we say that y0 is an
h-extremum for w.

We also use the following notation.

Definition 4.2. As in [7], we denote by W the set of functions w: R→ R such that the
three following conditions are satisfied: (a) w is continuous on R; (b) for every h > 0,
the set of h-extrema of w can be written {xk(w, h), k ∈ Z}, with (xk(w, h))k∈Z strictly
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increasing, unbounded from below and above, and with x0(w, h) ≤ 0 < x1(w, h), notation
that we use in the rest of the paper on W; (c) for all k ∈ Z and h > 0, xk(w, h) is an
h-minimum for w if and only if xk+1(w, h) is an h-maximum for w.

We now introduce, for w ∈ W, i ∈ Z and h > 0,

bi(w, h) :=

{
x2i(w, h) if x0(w, h) is an h-minimum,

x2i+1(w, h) otherwise.

As a consequence, the bi(w, h) are the h-minima of w. We denote by Mi(w, h) the
unique h-maximum of w between bi(w, h) and bi+1(w, h). That is, Mi(w, h) = xj+1(w, h) if
bi(w, h) = xj(w, h).

For w ∈ W, h > 0 and i ∈ Z, the restriction of w − w(xi(w, h)) to [xi(w, h), xi+1(w, h)]

is denoted by Ti(w, h) and is called an h-slope, as in [7]. If xi(w, h) is an h-minimum
(resp. h-maximum), then Ti(w, h) is a nonnegative (resp. nonpositive) function, and its
maximum (resp. minimum) is attained at xi+1(w, h). We also introduce, for each slope
Ti(w, h), its height H(Ti(w, h)) := |w(xi+1(w, h))−w(xi(w, h))| ≥ h, and its excess height
e(Ti(w, h)) := H(Ti(w, h))− h ≥ 0.

When xi(w, h) is an h-minimum, the restriction of w to [xi−1(w, h), xi+1(w, h)] will
sometimes be called valley of height at least h and of bottom xi(w, h). The height of
this valley is defined as min{w(xi−1(w, h)), w(xi+1(w, h))} − w(xi(w, h)), which can also
be rewritten min{H(Ti−1(w, h)),H(Ti(w, h))}.

These h-extrema are useful to localize RWRE and diffusions in a random potential.
Indeed, a diffusion in a two-sided Brownian potential W (resp. in a (−κ/2)-drifted
Brownian potential Wκ with 0 < κ < 1) is localized at large time t with high probability
in a small neighborhood of b0(W, log t) (resp. some of the bi(Wκ, log t−

√
log t), i ≥ 0) see

e.g. [7] and [8] (resp. [2]). For some applications to recurrent RWRE, see e.g. [4] and
[12].

Let C1 > 2 and α > 2. Define log(2) x = log log x for x > 1. As in [12], we use the
Komlós-Major-Tusnády almost sure invariance principle [25], which ensures that:

Lemma 4.3. Up to an enlargement of (Ω,F , P), there exist two independent two-sided
Brownian motions

(
W (i)(s), s ∈ R

)
(i ∈ {1, 2}) with E

[
(W (i)(1))2

]
= E[(V (i)(1))2] = σ2

i

and a real number C̃1 > 0 such that for all n large enough,

P

[
sup

|t|≤(logn)α

∣∣∣V (i)(btc)−W (i)(t)
∣∣∣ > C̃1 log

(2) n

]
≤ (log n)−C1 , i ∈ {1, 2}.

Proof. Notice that V (1) and V (2) are independent, since ω(1) and ω(2) are independent.
Due to ([25], Thm. 1), there exist positive constants a, b and c such that for N ∈ N, up to
an enlargement of (Ω,F , P), there exist two independent two-sided Brownian motions
(W (i)(s), s ∈ R) (i ∈ {1, 2}) on (Ω,F , P) with E[(W (i)(1))2] = E[(V (i)(1))2] = σ2

i such that

∀x ∈ R, ∀i ∈ {1, 2}, P

[
sup

|k|≤N

∣∣∣V (i)(k)−W (i)(k)
∣∣∣ > a logN + x

]
≤ be−cx. (4.1)

Applying this result to N := b(log n)αc + 1 and x := (log(2b) + C1 log
(2) n)/c and taking

C̃1 > 2
(
aα+ C1

c

)
, we obtain that

P

[
sup

|k|≤b(logn)αc+1

∣∣∣V (i)(k)−W (i)(k)
∣∣∣ > C̃1

2
log(2) n

]
≤ 1

2
(log n)−C1 , (4.2)

for all n large enough. Moreover, for every n large enough,
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P

[
sup

|t|≤(logn)α

∣∣∣W (i)(btc)−W (i)(t)
∣∣∣ > C̃1

2
log(2) n

]

≤ 3(log n)αP

[
sup

0≤t<1

∣∣W (i)(t)
∣∣ > C̃1

2
log(2) n

]
≤ 6(log n)αP

[∣∣W (i)(1)
∣∣ > C̃1

2
log(2) n

]

≤ 6(log n)α
2√
2π

e
− (C̃1)2

8σ2
i

(log(2) n)2

=
12√
2π

(log n)
α− (C̃1)2

8σ2
i

log(2) n
≤ 1

2
(log n)−C1 ,

since sup[0,1] W
(i) =law

∣∣W (i)(1)
∣∣. This combined with (4.2) proves the lemma.

In the rest of the paper, we use the W (i) introduced in Lemma 4.2. We will use the
valleys for the W (i). Fix some C2 ≥ 2α+ 2 + 10 C̃1. Let

hn := log n− 5C2 log
(2) n . (4.3)

We know from ([7], Lemma 8) that W (i) ∈ W almost surely (recall definition 4.2).
Moreover, using [21, Th 2.1] with 0 < a = b, we have

P
[

sup
0≤s≤t

[W (i)(s)−W (i)(s)] < b
]
≤ (4/π) exp[−π2σ2

i t/(8b
2)],

where W (i)(s) := inf [0,s] W
(i). Applying this several times to W (i) and −W (i) with

t = (log n)α/10 and b = hn, the following holds with a probability 1− o
(
(log n)−2

)
(since

α > 2),
∀i ∈ {1, 2}, −(log n)α ≤ b−4

(
W (i), hn

)
≤ M3

(
W (i), hn

)
≤ (log n)α. (4.4)

The following lemma shows that Proposition 1.4 is more subtle than it may seem at
first sight.

Lemma 4.4. LetW be a two-sided standard Brownian motion and σ > 0. Then, for every
n large enough,

P
[
H(T0(σW, hn)) ≤ log n

]
≥ C2(log

(2) n)(log n)−1, (4.5)

P
[
]{j ∈ {−5, ..., 5}, H(Tj(σW, hn − 2C2 log

(2) n)) ≤ log n+ C2 log
(2) n} ≥ 2

]
(4.6)

= O
(
(log(2) n)2(log n)−2

)
,

P
[
∃j ∈ {−5, ..., 5}, H(Tj(σW, hn − 2C2 log

(2) n)) ≤ log n+ C2 log
(2) n

]
(4.7)

= O
(
(log(2) n)(log n)−1

)
.

In particular, the probability that the height of the central valley for W (i) is less than
log n is not negligible. However, with large enough probability, all the valleys close to 0

except maybe one are large, with height greater than log n+ C2 log
(2) n.

Proof of Lemma 4.4. Let h̃n := hn − 2C2 log
(2) n. First, due to ([29], Prop. 1, see also

[7] eq. (8)), e
(
Ti

(
σW, h̃n

))
/h̃n is for i 6= 0 an exponential random variable with mean 1.

Consequently, for i 6= 0 and large n,

P
[
H
(
Ti

(
σW, h̃n

))
≤ log n+ C2 log

(2) n
]
= P

[
e
(
Ti

(
σW, h̃n

))
≤ 8C2 log

(2) n
]
≤ 9C2 log

(2) n

log n
.

Observe that e
(
T0

(
σW, h̃n

))
/h̃n is by scaling equal in law to e(T0(W, 1)), which has a

density equal to (2x+ 1)e−x1(0,∞)(x)/3 due to ([7], formula (11)). Hence for large n,

C2(log
(2) n)(log n)−1 ≤ P

[
e
(
T0

(
σW, h̃n

))
≤ 5C2 log

(2) n
]

≤ P
[
e
(
T0

(
σW, h̃n

))
≤ 8C2 log

(2) n
]

≤ 9C2(log
(2) n)(log n)−1.
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This remains true if h̃n is replaced by hn. These inequalities already prove (4.5) and
(4.7). Moreover, due to ([29], Prop. 1), the slopes Ti

(
σW, h̃n

)
, i ∈ Z are independent, up

to their sign, so the random variables H
(
Ti(σW, h̃n)

)
, i ∈ Z are independent. This and

the previous inequalities lead to (4.6).

Because of (4.5), it seems reasonable to consider strictly more than one valley of
height at least hn if we want to localize a recurrent RWRE with probability ≥ 1 −
(log n)−2+ε for ε > 0.

We first introduce some notation. Let, for i ∈ {1, 2}, j ∈ Z and n ≥ 3,

Ξn,j

(
W (i)

)
:=

{
x ∈

[
Mj−1

(
W (i), hn

)
,Mj

(
W (i), hn

)]
, W (i)(x) ≤ W (i)

(
bj
(
W (i), hn

))
+ C2 log

(2) n
}
.

Loosely speaking, Ξn,j

(
W (i)

)
is the set of points with low potential in the j-th valley for

W (i). We also define

Ξn

(
W (i)

)
:=

2⋃
j=−2

Ξn,j

(
W (i)

)
.

In Proposition 4.5 (proved in Section 4.2), we localize the RWRE Z(i) in a set of points
which are close to the bj(.) “vertically”, instead of “horizontally” as in Sinai’s theorem
(see [33]).

Proposition 4.5. Let ε > 0 and i ∈ {1, 2}. For all n large enough, we have

P
[
Z(i)
n /∈ Ξn

(
W (i)

)]
≤ qn := (log n)−2+ε.

Proposition 1.4 is then an easy consequence of Proposition 4.5 and of the following
estimate on the environments.

Lemma 4.6. Let ε > 0. For large n,

P
[
Ξn

(
W (1)

)
∩ Ξn

(
W (2)

)
6= ∅

]
≤ (log n)−2+ε.

Proof of Lemma 4.6. First, let k ∈ Ξn

(
W (i)

)
for some i ∈ {1, 2} and n ≥ 3. Hence k ∈[

Mj−1

(
W (i), hn

)
,Mj

(
W (i), hn

)]
and W (i)(k) ≤ W (i)

(
bj
(
W (i), hn

))
+ C2 log

(2) n for some
j ∈ {−2,−1, 0, 1, 2}. By definition of hn-minima, we notice that the two Brownian motions(
W (i)(x + k) −W (i)(k), x ≥ 0

)
and

(
W (i)(−x + k) −W (i)(k), x ≥ 0

)
hit hn − C2 log

(2) n

before −2C2 log
(2) n. By independence, it follows that, for n large enough, for every

k ∈ Z and i ∈ {1, 2},

P
[
k ∈ Ξn

(
W (i)

)]
≤ P

[
T+
(i)(hn − C2 log

(2) n) < T+
(i)(−2C2 log

(2) n)
]

×P
[∣∣T−

(i)(hn − C2 log
(2) n)

∣∣ < ∣∣T−
(i)(−2C2 log

(2) n)
∣∣]

≤ O
(
((log(2) n)/ log n)2

)
,

where T+
(i)(z) := inf{x > 0 : W (i)(x) = z} and T−

(i)(z) := sup{x < 0 : W (i)(x) = z}.
Consequently, since W (1) and W (2) are independent, we have uniformly on k ∈ Z,

P
[
k ∈ Ξn

(
W (1)

)
∩ Ξn

(
W (2)

)]
= P

[
k ∈ Ξn

(
W (1)

)]
P
[
k ∈ Ξn

(
W (2)

)]
≤ O

(
(log(2) n)4/(log n)4

)
. (4.8)

Finally, (4.4) applied with 2 + ε > 2 instead of α and (4.8) lead to

P
[
Ξn

(
W (1)

)
∩ Ξn

(
W (2)

)
6= ∅

]
≤ o

(
(log n)−2

)
+

b(logn)2+εc∑
k=−b(logn)2+εc

P
[
k ∈ Ξn

(
W (1)

)
∩ Ξn

(
W (2)

)]
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≤ O
(
(log(2) n)4(log n)−2+ε

)
≤ (log n)−2+2ε,

for every n large enough. Since this is true for every ε > 0, this proves the lemma.

Proof of Proposition 1.4. We have for large n, due to Proposition 4.5,

P
[
Z(1)
n = Z(2)

n

]
≤ P

[
Z(1)
n = Z(2)

n , Z(1)
n ∈ Ξn

(
W (1)

)
, Z(2)

n ∈ Ξn

(
W (2)

)]
+P

[
Z(1)
n /∈ Ξn

(
W (1)

)]
+ P

[
Z(2)
n /∈ Ξn

(
W (2)

)]
≤ P

[
Ξn

(
W (1)

)
∩ Ξn

(
W (2)

)
6= ∅

]
+ 2qn.

This and Lemma 4.6 prove Proposition 1.4.

4.2 Proof of Proposition 4.5

We fix i ∈ {1, 2}. To simplify notations we write V for V (i), Zn for Z(i)
n and W for W (i).

The difficulty of this proof is that we have to localize Zn with probability 1−(log n)−2+ε

instead of 1− o(1) as Sinai did in [33]. For this reason we need to take into account some
cases which are usually considered to be negligible. In order to prove Proposition 4.5,
we first build a set Gn of good environments, having high probability. We prove that on
such a good environment, the RWRE Z = (Zn)n will reach quickly the bottom bI1

of one
of the two valleys of W surrounding 0. We need to consider these two valleys because
we cannot neglect the case in which 0 is close to the maximum of the potential between
these two valleys.

Also, we cannot exclude that the valley surrounding bI1
is “small”, that is, its height

is close to log n. Then, we have to consider two situations. If the height of this valley
is quite larger than log n, then with large probability, Z stays in this valley up to time n

(see Lemma 4.9). Otherwise (in the most difficult case, Lemma 4.11), Z can escape the
valley surrounding bI1

before time n, and in this case, with large probability, it reaches
before time n the bottom bI2

of a neighbouring valley and stays in this valley up to time
n. In both situations, we prove that Zn is localized in Ξn(W ), and more precisely in the
deepest places of the last valley visited before time n. In order to prove this localization,
we use the invariant measure of a RWRE in our environment, started at bI1

or bI2
.

We fix ε > 0. Recall (4.3). We introduce for j ∈ Z,

xj := bxj(W,hn)c, bj := bbj(W,hn)c, Mj := bMj(W,hn)c.

We denote by Gn the set of good environments ω satisfying (4.4) together with the
following properties (see Figure 1):

sup
|t|≤(logn)α

∣∣V (btc)−W (t)
∣∣ ≤ C̃1 log

(2) n, (4.9)

]{j ∈ {−5, ..., 5}, H(Tj(W,hn − 2C2 log
(2) n)) ≤ log n+ C2 log

(2) n} ≤ 1, (4.10)

with hn defined in (4.3). For every n large enough, we have

P
[
(Gn)

c
]
≤ (log n)−2+ε, (4.11)

due to (4.4) and to Lemmas 4.3 and 4.4, since C1 > 2.
We now consider ω ∈ G+

n where G+
n := Gn ∩ {x1(W,hn) is an hn-minimum}, that is,

b−1(W,hn) = x−1(W,hn) < x0(W,hn) = M−1(W,hn) ≤ 0 < b0(W,hn) = x1(W,hn).

Indeed, the other case, that is, x0(W,hn) is an hn-minimum, or equivalently ω ∈ G−
n with

G−
n := Gn\G+

n , is similar by symmetry.

EJP 23 (2018), paper 90.
Page 14/34

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/18-EJP192
http://www.imstat.org/ejp/


Collisions of several walkers in recurrent random environments

x−2= M−2

x1 = b00 x̂1

W (k)

x0 = M−1 x2 = M0 x3 = b1 x4 = M1

hn

hn

C2 log2 n

C2 log2 n

x−1 = b−1 = M−
0

k

Ξn,1(W )

C2 log2 n

Ξn,−1(W )

M+
0

Ξn,0(W )

hn

hn + C2 log2 n

A+
−1A−

−1

Figure 1: Pattern of W for a good environment ω ∈ Gn and representation of different
quantities.

Proof of Proposition 4.5. Let us see how we can derive Proposition 4.5 from (4.11) and
from Lemmas 4.7, 4.9 and 4.11 below. Applying Lemma 4.7 with y = 0 and j = −1 on
G+
n , the random walk Z goes quickly to b−1 or b0 with high probability. More precisely,

setting E1 := {τ(b−1) ∧ τ(b0) ≤ n(log n)−3C2}, there exists ñ0 ∈ N such that, for every
n ≥ ñ0,

∀ω ∈ G+
n , Pω(E1) ≥ 1− (log n)−2. (4.12)

Due to Lemmas 4.9 and 4.11, there exists ñ1 ∈ N such that, for every n ≥ ñ1,

∀ω ∈ G+
n , Pω

[
E1, Zn /∈ Ξn(W )

]
≤ 11(log n)−2

and so, using (4.12),

∀n ≥ max(ñ0, ñ1), ∀ω ∈ G+
n , Pω

[
Zn /∈ Ξn(W )

]
≤ 12(log n)−2.

By symmetry, this remains true with G+
n replaced by G−

n . Therefore, due to (4.11), for
every n large enough,

P
[
Zn /∈ Ξn(W )

]
≤

∫
Gn

Pω

[
Zn /∈ Ξn(W )

]
P(dω) + P

[
(Gn)

c
]
≤ 2(log n)−2+ε.

Since this is true for every ε > 0, this proves Proposition 4.5.

We will use the following property. For j ∈ Z, let

µ̂j(x) := exp
[
−
(
V (x)− V (bj)

)]
+ exp

[
−
(
V (x− 1)− V (bj)

)]
= exp

[
V (bj)

]
µω(x), x ∈ Z,

with reversible measure µω defined in (2.11). It follows from reversibility that

∀k ∈ N, ∀x ∈ Z, ∀b ∈ Z, P b
ω[Zk = x] =

µω(x)

µω(b)
P x
ω [Zk = b] ≤ µω(x)

µω(b)
≤ exp[V (b)]µω(x) .

(4.13)
In particular,

∀j ∈ Z, ∀k ∈ N, ∀x ∈ Z, P bj
ω [Zk = x] ≤ µ̂j(x). (4.14)
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Lemma 4.7. There exists n0 ∈ N such that, for every n ≥ n0, every ω ∈ Gn, every
j ∈ {−2, ..., 1} and every integer y ∈]bj , bj+1[,

P y
ω

[
τ (bj) ∧ τ (bj+1) > n(log n)−3C2

]
≤ (log n)−2. (4.15)

Proof. Let j ∈ {−2, ..., 1} and ω ∈ Gn. Assume for example that y ∈ [Mj , bj+1[, the proof
being symmetric in the case when y ∈]bj ,Mj ]. We set (see Figure 1 for j = −1)

A+
j := min(bj+1, inf{k ≥ Mj : W (k) ≤ W (Mj(W,hn))− hn − C2 log

(2) n}),

A−
j := max(bj , sup{k ≤ Mj : W (k) ≤ W (Mj(W,hn))− hn − C2 log

(2) n}).

1. If y ∈ [Mj , A
+
j [, due to (2.4), (4.4) and (4.9), applying Markov’s inequality, we get

P y
ω

[
τ(A−

j ) ∧ τ(A+
j ) >

ehn+2C2 log(2) n

2

]
≤ 2ε−1

0 [bj+1 − bj ]
2

ehn+2C2 log(2) n
exp

[
max

[bj ,bj+1]
V − min

[A−
j ,A+

j ]
V
]

≤ 2ε−1
0 [M2 − b−2]

2

ehn+2C2 log(2) n
e

(
W (Mj(W,hn))+C̃1 log(2) n

)
−
(
W (Mj(W,hn))−hn−C2 log(2) n−C̃1 log(2) n−log ε−1

0

)
≤ 8ε−1

0 (log n)2αehn+(C2+2C̃1) log
(2) n+log ε−1

0

ehn+2C2 log(2) n
≤ 8ε−2

0 (log n)2α+2C̃1−C2 ≤ 1

3
(log n)−2

for every n large enough, where we used sup[bj(W,hn),bj+1(W,hn)] W = W (Mj(W,hn)) and

V (A±
j ) ≥ V (A±

j ∓ 1)− log 1−ε0
ε0

in the second line and C2 > 2α+ 2C̃1 + 2 in the last one.

Hence by the strong Markov property, for n large enough, for every y ∈ [Mj , A
+
j ],

P y
ω

[
τ(bj) ∧ τ(bj+1) > ehn+2C2 log(2) n

]
≤ 1

3
(log n)−2 + P

A−
j

ω

[
τ(bj) > ehn+2C2 log(2) n/2

]
+ P

A+
j

ω

[
τ(bj+1) > ehn+2C2 log(2) n/2

]
.

(4.16)

2. Assume now that y ∈ [A+
j , bj+1[ (and so A+

j < bj+1). Observe that W admits no
hn-maximum in the interval ]Mj(W,hn), bj+1(W,hn)] by definition of Mj(.), so

max
Mj(W,hn)≤u≤v≤bj+1(W,hn)

(W (v)−W (u)) < hn.

Hence due to (2.4), (4.4), (4.9), and to Markov’s inequality, we have

P y
ω

[
τ(Mj) ∧ τ(bj+1) > ehn+2C2 log(2) n/2

]
≤ 2[M2 − b−2]

2

ε0ehn+2C2 log(2) n
exp

[
max

Mj≤`≤k≤bj+1

(
V (k)− V (`)

)]
≤ 8ε−1

0 (log n)2αehn+2C̃1 log(2) n

ehn+2C2 log(2) n

≤ 1

6
(log n)−2 (4.17)

for every n large enough, since 2C2 > 2α+2C̃1+2. Moreover, due to (2.3), (4.4) and (4.9),
and since there is no hn-maximum in [A+

j , bj+1] and so sup[A+
j ,bj+1]

W < W (A+
j ) + hn,

P y
ω [τ(Mj) < τ(bj+1)] ≤

( bj+1−1∑
`=A+

j

eV (`)

)( bj+1−1∑
`=Mj

eV (`)

)−1

≤
[
bj+1 −A+

j

]
exp

(
max

`∈{A+
j ,...,bj+1}

V (`)
)
exp

(
− V (Mj)

)
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≤ 2(log n)α exp
[
W (A+

j ) + hn −W (Mj(W,hn)) + 2C̃1 log
(2) n

]
≤ 2(log n)α−C2+2C̃1 ≤ 1

6
(log n)−2 (4.18)

for every y ∈ [A+
j , bj+1[ for all n large enough, since C2 > α+ 2C̃1 + 2. Gathering (4.17)

and (4.18), we get, for all n large enough, for every y ∈ [A+
j , bj+1[, uniformly on Gn as

the previous inequalities,

P y
ω

[
τ(bj+1) > n(log n)−3C2/2

]
= P y

ω

[
τ(bj+1) > ehn+2C2 log(2) n/2

]
≤ 1

3
(log n)−2, (4.19)

recalling (4.3). This already proves (4.15) for y ∈ [A+
j , bj+1[.

3. For symmetry reasons, we also get that, for every n large enough, for every y ∈]bj , A−
j ],

P y
ω

[
τ(bj) > ehn+2C2 log(2) n/2

]
≤ 1

3
(log n)−2. (4.20)

Finally, combining (4.16) with (4.19) and (4.20) proves (4.15) for y ∈ [Mj , A
+
j [. Hence,

(4.15) is true for y ∈ [Mj , bj+1[ thanks to 2., and for y ∈]bj ,Mj ] by symmetry. This proves
the lemma.

We consider I1 ∈ {−1, 0} such that τ
(
bI1

)
= τ(b−1) ∧ τ(b0). Recall that E1 = E1(n) :=

{τ
(
bI1

)
≤ αn}, where we set

αn := n(log n)−3C2 . (4.21)

We already saw in (4.12) that, thanks to Lemma 4.7 with y = 0 and j = −1, we have

∀ω ∈ G+
n , Pω(E1) ≥ 1− (log n)−2.

We consider the event E2 = E2(n) on which Z first goes to the bottom of a “deep” valley:

E+
2 (j) := {W [Mj(W,hn)]−W [bj(W,hn)] > log n+ C2 log

(2) n}, j ∈ Z,
E−

2 (j) := {W [Mj−1(W,hn)]−W [bj(W,hn)] > log n+ C2 log
(2) n}, j ∈ Z,

E2 := E+
2 (I1) ∩ E−

2 (I1).

Notice that this event depends on ω but also on the first steps of Z up to time τ(bI1).
Similarly as in (4.7), this event happens with probability 1−O((log n)−1 log(2) n), so we
cannot neglect Ec

2. We will treat separately the two events E2 and Ec
2 (the study of Ec

2

being more complicated). Before considering these two events, we state the following
useful result. We introduce for j ∈ Z,

M+
j := bj+1 ∧ inf{k ≥ Mj , W (k) ≤ W (bj(W,hn)) + C2 log

(2) n}, (4.22)

M−
j := bj−1 ∨ sup{k ≤ Mj−1, W (k) ≤ W (bj(W,hn)) + C2 log

(2) n}, (4.23)

where u ∨ v := max(u, v), (u, v) ∈ R2, so that

∀k ∈]M−
j ,Mj−1] ∪ [Mj ,M

+
j [, W (k) > W (bj(W,hn)) + C2 log

(2) n. (4.24)

Lemma 4.8. For every n large enough,

∀ω ∈ Gn, ∀j ∈ {−2, . . . , 2}, sup
k≥0

P bj
ω

(
Zk ∈ [M−

j ,M+
j ] \ Ξn(W )

)
≤ (log n)−2. (4.25)
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Proof. We claim that due to (4.9) and (4.4),

V (x) ≥ W (bj(W,hn)) + C2 log
(2) n− C̃1 log

(2) n− log ε−1
0

for every integer x ∈
([
M−

j ,M+
j

]
\ Ξn,j(W )

)
for j ∈ {−2, . . . , 2}. This follows from the

definition of Ξn,j(W ) if x ∈ [Mj−1,Mj ], and from (4.24) and the fact that |V (y)− V (y −
1)| ≤ log 1−ε0

ε0
otherwise. So, due to (4.14), (4.4) and (4.9), for large n, for all ω ∈ Gn and

j ∈ {−2, . . . , 2},

sup
k≥0

P bj
ω

(
Zk ∈ [M−

j ,M+
j ] \ Ξn(W )

)
≤

M+
j∑

x=M−
j

1Ξn(W )c(x)µ̂j(x)

≤
M+

j∑
x=M−

j

1Ξn,j(W )c(x)e
V (bj)

[
e−V (x) + e−V (x)+log

1−ε0
ε0

]
≤ 2(log n)αε−1

0 e

(
W (bj(W,hn))+C̃1 log(2) n

)
−
(
W (bj(W,hn))+(C2−C̃1) log

(2) n−log ε−1
0

)
= 2ε−2

0 (log n)α+2C̃1−C2 ≤ (log n)−2,

since C2 ≥ 2α+ 2 + 10 C̃1.

In the next lemma, we consider the case where Z goes quickly in a deep valley.

Lemma 4.9 (Simplest case). There exists n1 ∈ N such that for all n ≥ n1,

∀ω ∈ G+
n , Pω(E1, E2, Zn /∈ Ξn(ω)) ≤ 3(log n)−2.

Proof. Due to (2.6), (4.4) and (4.9), we have for large n, for all ω ∈ G+
n and all j ∈

{−2, . . . , 2} uniformly on E+
2 (j),

P bj
ω [τ(Mj) < n] ≤ nemin[bj,Mj−1] V−V (Mj−1) ≤ neV (bj)−V (Mj−1)

≤ n exp
[(
W (bj(W,hn)) + C̃1 log

(2) n
)
−
(
W (Mj(W,hn))− C̃1 log

(2) n− log ε−1
0

)]
≤ ne−(logn+C2 log(2) n)+2C̃1 log2 n+log ε−1

0 = ε−1
0 (log n)2C̃1−C2 ≤ (log n)−2, (4.26)

since C2 ≥ 2α+ 2 + 10 C̃1. Similarly, using (2.7) instead of (2.6), we have for large n, for
all ω ∈ G+

n and all j ∈ {−2, . . . , 2}, uniformly on E−
2 (j),

P bj
ω [τ(Mj−1) < n] ≤ (log n)−2. (4.27)

Let
τ(x, y) := inf{k ≥ 0, Zτ(x)+k = y}, x ∈ Z, y ∈ Z.

In particular, on E1 ∩ E2 ∩
{
τ
(
bI1 ,MI1−1

)
≥ n

}
∩
{
τ
(
bI1 ,MI1

)
≥ n

}
, recalling (4.21),

τ
(
bI1

)
≤ αn ≤ n ≤ τ

(
bI1

)
+ τ

(
bI1

,MI1−1

)
∧ τ

(
bI1

,MI1

)
,

and so Zn ∈
[
MI1−1,MI1

]
⊂

[
M−

I1
,M+

I1

]
. Applying (4.26) and (4.27) combined with the

strong Markov property at time τ(bI1
), and then (4.25), we get for large n, for every

ω ∈ G+
n ,

Pω[E1, E2, Zn /∈ Ξn(W )]

≤ Pω

[
E1, E2, Zn /∈ Ξn(W ), τ

(
bI1

,MI1−1

)
≥ n, τ

(
bI1

,MI1

)
≥ n

]
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+Pω

[
E2, τ

(
bI1

,MI1−1

)
< n

]
+ Pω

[
E2, τ

(
bI1

,MI1

)
< n

]
≤ Eω

[
1E1

P
bI1
ω

(
Zn−k ∈ [MI1−1,MI1

] \ Ξn(W )
)
|k=τ(bI1

)

]
+ 2(log n)−2

≤ 3(log n)−2. (4.28)

This proves the lemma.

For the event Ec
2, we will use the following lemma, which is actually true for any

Markov chain.

Lemma 4.10. Let a 6= b. We have,

∀k ∈ N, P b
ω[τ(a) = k] ≤ P b

ω[τ(a) < τ(b)].

Proof. Let k ∈ N∗. We have, by the Markov property,

P b
ω[τ(a) = k] =

k∑
n=0

P b
ω

[
τ(a) = k, Zn = b,∀n < ` ≤ k, Z` 6= b

]
≤

k∑
n=0

P b
ω

[
Zn = b

]
P b
ω

[
τ(a) = k − n, τ(a) < τ(b)

]
≤ P b

ω[τ(a) ∈ [0, k], τ(a) < τ(b)]

≤ P b
ω[τ(a) < τ(b)],

where we used P b
ω[Zn = b] ≤ 1 in the second inequality.

Lemma 4.11 (Most difficult case). There exists n′
1 ∈ N such that for all n ≥ n′

1,

∀ω ∈ G+
n , Pω(E1, E

c
2, Zn /∈ Ξn(ω)) ≤ 8(log n)−2.

Proof. An essential remark is that if we are on Ec
2 with ω ∈ G+

n , then, due to (4.10), either
we are on E−

2 (I1) \ E+
2 (I1) or on E+

2 (I1) \ E−
2 (I1). In the first case we set

I2 := I1 + 1, A := M+
I1
, B := MI1(W,hn) and D := M−

I1
.

whereas in the second case we set

I2 := I1 − 1, A := M−
I1
, B := MI1−1(W,hn) and D := M+

I1
.

Loosely speaking, with large probability, bI2
is the bottom of the second valley reached

by Z, and Z can reach it before time n or not, so we have to consider both cases.

We introduce τ ′(A, bI2) := inf{k ≥ 0, Zτ(bI1
)+τ(bI1

,A)+k = bI2} and

E3 := {τ(bI1
) + τ(bI1

, A) < n− 2n(log n)−6C2} ∩ {τ ′(A, bI2
) ≤ n(log n)−6C2},

E4 := {τ(bI1) + τ(bI1 , A) ∈ [n− 2n(log n)−6C2 , n]},
E5 := {τ(bI1

) + τ(bI1
, A) > n} ∩ {τ(bI1

, D) > n},
E6 := {τ(bI1

, D) ≤ n},
E7 := {τ ′(A, bI2

) ≥ n(log n)−6C2}.

Notice that

Ec
2 ⊂ E3 ∪ E4 ∪ E5 ∪ E6 ∪ E7. (4.29)
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Collisions of several walkers in recurrent random environments

• Control on E6. First, Ec
2 ∩ {I2 = I1 + 1} ⊂ E−

2 (I1), so by (4.27) and since D =

M−
I1

< MI1−1 < bI1
when I2 = I1 + 1, we have for large n for every ω ∈ G+

n ,

Pω(E
c
2 ∩ {I2 = I1 + 1} ∩ E6) ≤ Eω

[
1E−

2 (I1)
P

bI1
ω

(
τ(MI1−1) < τ(D) ≤ n

)]
≤ (log n)−2. (4.30)

The case I1 = I2 − 1 follows similarly from (4.26), and so

Pω(E
c
2 ∩ E6) ≤ 2(log n)−2

for large n for every ω ∈ G+
n .

• Control on E4. We start by proving that for every n large enough, for every ω ∈ G+
n ,

uniformly on Ec
2,

∀x ∈ N, P
bI1
ω

[
τ(A) ∈ [n− 2n(log n)−6C2 − x, n− x]

]
≤ (log n)−2. (4.31)

Using Lemma 4.10 and then (2.3), we obtain on E−
2 (I1)\E+

2 (I1), since bI1
< MI1

<

A,

P
bI1
ω

[
τ(A) = `

]
≤ P

bI1
ω

[
τ(A) < τ(bI1

)
]
= ωbI1

P
bI1

+1
ω

[
τ(A) < τ(bI1

)
]

≤ eV (bI1
)−V (MI1

) ≤ eW [bI1
(W,hn)]−W [MI1

(W,hn)]+2C̃1 log(2) n

≤ e−hn+2C̃1 log(2) n = (log n)5C2+2C̃1/n

≤ (log n)−2/(3n(log n)−6C2) ,

for every ` ∈ N and ω ∈ G+
n for every n large enough, since C2 ≥ 2α + 2 + 10 C̃1.

Summing over ` proves (4.31) in this case, the other case E+
2 (I1) \ E−

2 (I1) being
very similar.

Due to (4.31), for large n, for every ω ∈ G+
n , by the strong Markov property,

Pω(E
c
2 ∩ E4) = Eω

[
1Ec

2
P

bI1
ω

(
τ(A) ∈ [n− 2n(log n)−6C2 − x, n− x]

)
|x=τ(bI1

)

]
≤ (log n)−2. (4.32)

• Control on E7. Let us prove that for n large enough,

∀ω ∈ G+
n , Pω(E

c
2 ∩ E7) ≤ (log n)−2. (4.33)

Due to the strong Markov property, it is enough to prove that for large n, for every
ω ∈ G+

n , uniformly on Ec
2,

PA
ω

[
τ(bI2

) ≥ n(log n)−6C2
]
≤ (log n)−2. (4.34)

Recall that hn-extrema are a fortiori (hn − 2C2 log
(2) n)-extrema. Let us observe

that due to (4.10) and since W (B) −W (bI1(W,hn)) ≤ log n + C2 log
(2) n, the only

possible slope Tj [W,hn−2C2 log
(2) n], −5 ≤ j ≤ 5 with height ≤ log n+C2 log

(2) n is
[B, bI1

(W,hn)] (or [bI1
(W,hn), B]) soW (B)−W (bI2

(W,hn)) > log n+C2 log
(2) n. For

the same reason, there is no (hn − 2C2 log
(2) n)-extrema between B and bI2

(W,hn),
and so

sup
B≤u≤v≤bI2

(W,hn)

(W (v)−W (u)) < hn − 2C2 log
(2) n

in the case I2 = I1+1. Hence in this case, due to (2.4), (4.4), (4.9) and to Markov’s
inequality, and since bBc = MI1

< A < bI2
,
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Collisions of several walkers in recurrent random environments

PA
ω

[
τ(bBc) ∧ τ(bI2) ≥ n(log n)−6C2

]
≤ ε−1

0 4(log n)2αehn−2C2 log(2) n+2C̃1 log(2) n

n(log n)−6C2

≤ ε−1
0 4(log n)2α−C2+2C̃1

≤ 1

2
(log n)−2 , (4.35)

for every n large enough since C2 ≥ 2α + 2 + 10 C̃1. This is also true in the case
I2 = I1 − 1 by (2.5).

Moreover in the case I2 = I1 + 1, we have

max
[A,bI2

]
V ≤ sup

[M+
I1

,bI2
(W,hn)]

W + C̃1 log
(2) n

≤ W (M+
I1
) + (hn − 2C2 log

(2) n) + C̃1 log
(2) n

due to the previous remark, (4.4) and (4.9). Also,

W (M+
I1
) ≤ W (bI1

(W,hn)) + C2 log
(2) n

by (4.22), otherwise we would have M+
I1

= bI1+1 and W (bI1+1) ≥ W (bI1
(W,hn)) +

C2 log
(2) n ≥ W (MI1

(W,hn))− log n due to our hypothesis in this case I2 = I1 + 1,
which in turn would give W (MI1

(W,hn))−W (bI1+1(W,hn)) ≤ log n+ 2C̃1 log
(2) n,

which contradicts (4.10) since 2C̃1 < C2. So by (2.3), (4.4) and (4.9), recalling that
W (bI1

(W,hn)) + hn ≤ W (MI1
(W,hn)) and B = MI1

, we get

PA
ω [τ(bBc) < τ(bI2)]

≤
(
bI2 −A

)
exp

[
max
[A,bI2

]
V − V (B)

]
≤ 2(log n)αe

(
W (bI1

(W,hn))+hn+(C̃1−C2) log
(2) n

)
−
(
W (MI1

(W,hn))−C̃1 log(2) n
)

≤ 2(log n)α+2C̃1−C2 ≤ (log n)−2/2 (4.36)

for every n large enough since C2 ≥ 2α + 2 + 10 C̃1. We prove similarly (4.36) in
the case I2 = I1 − 1. Then, (4.35) and (4.36) prove (4.34). Finally, (4.34) combined
with the strong Markov property lead to (4.33).

• Control on E5. On E1 ∩Ec
2 ∩E5, we have τ(bI1) ≤ n ≤ τ(bI1) + τ(bI1 , A) ∧ τ(bI1 , D)

and in particular Zn ∈ [A ∧ D,A ∨ D] = [M−
I1
,M+

I1
]. Applying (4.25) as in the

simplest case, we get for large n, for all ω ∈ Gn,

Pω(E1 ∩ Ec
2 ∩ E5, Zn /∈ Ξn(W ))

≤ Eω

[
1{τ(bI1

)≤αn}P
bI1
ω

(
Zn−k ∈ [M−

I1
,M+

I1
] \ Ξn(W )

)
|k=τ(bI1

)

]
≤ (log n)−2. (4.37)

• Control on E3. On E1 ∩Ec
2 ∩E3, we have τ(bI2

) ≤ τ(bI1
)+ τ(bI1

, A)+ τ ′(A, bI2
) < n.

Moreover, the height of the valley [MI2−1(W,hn),MI2
(W,hn)] is at least log n +

C2 log
(2) n on Ec

2 due to (4.10), that is, we are on E−
2 (I2) ∩ E+

2 (I2). Also we get

P
bI2
ω

[
τ
(
MI2−1

)
∧τ

(
MI2

)
< n

]
≤ 2(log n)−2 by (4.26) and (4.27) uniformly on Ec

2∩G+
n

for large n. Using (4.25) and [MI2−1,MI2 ] ⊂ [M−
I2
,M+

I2
], this gives for large n for

every ω ∈ G+
n ,

Pω(E1 ∩ Ec
2 ∩ E3, Zn /∈ Ξn(W ))

≤ Eω

[
1{τ(bI2

)<n}P
bI2
ω

(
Zn−k ∈ [M−

I2
,M+

I2
] \ Ξn(W )

)
|k=τ(bI2

)

]
+Eω

[
1Ec

2
P

bI2
ω

[
τ
(
MI2−1

)
∧ τ

(
MI2

)
< n

]]
≤ 3(log n)−2. (4.38)
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Finally, (4.29) and the controls on Ei, 3 ≤ i ≤ 7 prove Lemma 4.11, which ends the proof
of Proposition 4.5.

5 Probability of simultaneous meeting of independent recurrent
RWRE in the same environment

This section is devoted to the proof of Proposition 1.5, which is a consequence of the
following proposition whose proof is deferred.

Let r > 1 and let Z(1), ..., Z(r) be r independent recurrent RWRE in the same environ-
ment ω satisfying (2.1).

Proposition 5.1. Let δ ∈ (0, 1). There exist events ∆N (δ), N ≥ 1 and b̂(N) ∈ 2Z

depending only on the environment ω, and constants c(δ) > 0, ε(δ) ∈ (0, 1), with

lim inf
N→+∞

P
[
∆N (δ)

]
≥ 1− δ, (5.1)

such that

∀(y1, . . . , yr) ∈ (2Z)r,∃N1 ∈ N,∀N ≥ N1,∀ω ∈ ∆N (δ),∀j ∈ {1, . . . , r},

∀n ∈
[
N1−ε(δ), N

]
∩ (2N), P yj

ω

[
Z(j)
n = b̂(N)

]
≥ c(δ). (5.2)

This remains true if (2Z)r and 2N are replaced respectively by (2Z+ 1)r and 2N+ 1.

Proof of Proposition 1.5. Let δ ∈ (0, 1). First, notice that by (5.1),

P
[
lim sup
N→+∞

∆N (δ)
]

= P

 ⋂
N∈N

⋃
n≥N

∆n(δ)

 = lim
N→+∞

P

[ ⋃
n≥N

∆n(δ)

]

≥ lim inf
N→+∞

P[∆N (δ)] ≥ 1− δ. (5.3)

Now, let (y1, . . . , yr) ∈ (2Z)r. There exists N1 ∈ N such that for every N ≥ N1, on ∆N (δ),

N∑
n=1

1

n

∑
k∈Z

r∏
j=1

P yj
ω

[
Z(j)
n = k

]
≥

N∑
n=N1−ε(δ)

12N(n)

n
[c(δ)]r ≥ [c(δ)]r

ε(δ)

4
logN

if N is large enough. Consequently, we have on lim supN→+∞ ∆N (δ) = {ω ∈ ∆N (δ) i.o.},

lim sup
N→+∞

1

logN

N∑
n=1

1

n

∑
k∈Z

r∏
j=1

P yj
ω

[
Z(j)
n = k

]
≥ [c(δ)]r

ε(δ)

4
> 0.

This and (5.3) prove Proposition 1.5 in the case (y1, . . . , yr) ∈ (2Z)r. The proof in the
case (y1, . . . , yr) ∈ (2Z+ 1)r is similar.

Now, it remains to prove Proposition 5.1.

5.1 Main idea of the proof of Proposition 5.1

Let Z be a RWRE as in Section 2. In order to prove that Zn is localized at b̂(N) with a
quenched probability P

yj
ω greater than a positive constant, we use a coupling argument

between a copy of Z starting from b̂(N) and a RWRE Ẑ reflected in some valley around
b̂(N), under its invariant probability measure. To this aim, we approximate the potential
V by a Brownian motion W , use W to build the set of good environments ∆N (δ) and
estimate its probability P

[
∆N (δ)

]
, and then define b̂(N).
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We build ∆N as the intersection of 7 events ∆
(i)
N , i = 0, . . . , 6. First, ∆(0)

N gives an

approximation of V by W . Loosely speaking ∆
(1)
N guarantees that the central valley

(containing the origin) of height log n has a height much larger than log n, so that Z
will not escape this valley before time n (see Lemma 5.6). ∆(1)

N also ensures that this
central valley does not contain sub-valleys of height close to log n, so that with high
quenched probability, Z reaches quickly the bottom of this valley without being trapped
in such subvalleys (see Lemma 5.5). To this aim, we also need that the bottom of this
valley is not too far from 0, which is given by ∆

(3)
N , and that the value of the potential

between 0 and the bottom of this valley is low enough, which is given by ∆
(4)
N and ∆

(2)
N .

Additionally, ∆(5)
N is useful to provide estimates for the invariant probability measure

ν̂, and is useful to prove that the coupling occurs quickly (Lemma 5.9, using Lemmas
5.7 and 5.8). Finally, ∆(6)

N says that ν̂
(
b̂(N)

)
, which is roughly the invariant probability

measure at the bottom of the central valley, is larger than a positive constant.

5.2 Construction of ∆N (δ)

Let δ ∈ (0, 1). The aims of this section are the construction of the set of environments
∆N (δ) satisfying (5.1) and (5.2), and the proof of (5.1). We will construct ∆N (δ) as an
intersection

∆N (δ) :=

6⋂
i=0

∆
(i)
N , (5.4)

where the sets ∆
(i)
N , defined below, also depend on δ. In what follows, εi is for i > 0 a

positive constant depending on δ and used to define the set ∆(i)
N . As in the previous

section, we will approximate the potential V by a two-sided Brownian motion W such
that Var(W (1)) = Var(V (1)) (see Figure 2 for patterns of the potential V and of W in

∆N (δ)). We start with ∆
(1)
N , . . . ,∆

(5)
N which are W -measurable. Using the same notation

as before for h-extrema, for a two-sided Brownian motion W , we define

∆
(1)
N := {W ∈ W} ∩

1⋂
i=−1

{
H[Ti(W, (1− 2ε1) logN)] ≥ (1 + 2ε1) logN

}
, (5.5)

∆
(R)
N :=

{
x1

(
W, (1− 2ε1) logN

)
is a ((1− 2ε1) logN)-minimum for W

}
, (5.6)

and ∆
(L)
N :=

[
∆

(R)
N

]c
, where R stands for right and L for left, ∆(2)

N := ∆
(2,R)
N ∪∆

(2,L)
N with

∆
(2,R)
N :=

{
max[

0,x1

(
W,(1−2ε1) logN

)]W < W
(
x0

(
W, (1−2ε1) logN

))
−ε2 logN

}
∩∆(R)

N , (5.7)

∆
(2,L)
N :=

{
max[

x0

(
W,(1−2ε1) logN

)
,0
]W < W

(
x1

(
W, (1−2ε1) logN

))
−ε2 logN

}
∩∆

(L)
N ; (5.8)

∆
(3)
N :=

{
− ε−1

3 (logN)2 ≤ x−1[W, (1− 2ε1) logN ] ≤ x2[W, (1− 2ε1) logN ] ≤ ε−1
3 (logN)2

}
;

(5.9)

∆
(4)
N := ∩1

i=0{|W (xi(W, (1− 2ε1) logN))| > ε4 logN} (5.10)

and ∆
(5)
N := ∆

(5,R)
N ∪∆

(5,L)
N , where

∆
(5,L)
N :=

{
min[

0,x1

(
W,(1−2ε1) logN

)]W > W
(
x0

(
W, (1−2ε1) logN

))
+ε5 logN

}
∩∆(L)

N , (5.11)

∆
(5,R)
N :=

{
min[

x0

(
W,(1−2ε1) logN

)
,0
]W > W

(
x1

(
W, (1− 2ε1) logN

))
+ ε5 logN

}
∩∆

(R)
N .

(5.12)
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Lemma 5.2. Let W be a two-sided Brownian motion such that Var(W (1)) = Var(V (1)).
There exist (ε1, ε2, ε3, ε4, ε5) ∈ (0, 1/10)4 with ε5 = ε2 such that, for every i ∈ {1, ..., 5},
P[∆(i)

N ] > 1− δ/10.

x0 x1 = b0 x20

x̂1

ε2 logN

x−1 ≥ −ε−1
3 (logN)2

ε5 logN

W
V (k)

β
(R)
N ≈ b̂(N)

(1 + ε1) logN

θ
(R)
N

≥ ε4 logN

(1− ε1) logN

(1− ε1) logN

L̂+L̂−

≥ (1 + 2ε1) logN

≥ (1 + 2ε1) logN

≤ (logN)2

ε3

Figure 2: Pattern of the potential V and of W for ω ∈ ∆N ∩ ∆
(R)
N , where xi denotes

xi(W, (1− 2ε1) logN).

Proof. First, by the same arguments as in the proof of Lemma 4.4, there exists ε1 ∈
(0, 1/10) such that P

[
∆

(1)
N

]
≥ 1− δ/10.

We now introduce W̃N (x) := W (x(logN)2)/ logN , which has the same law as W by
scaling. We notice that x0

(
W̃N , 1 − 2ε1

)
is a local extremum for W̃N , so P

[
x0

(
W̃N , 1 −

2ε1
)
= 0

]
= 0. Hence we have x0

(
W̃N , 1− 2ε1

)
< 0 < x1

(
W̃N , 1− 2ε1

)
a.s.

We start with the case where x1

(
W̃N , 1− 2ε1

)
is a (1− 2ε1)-minimum for W̃N , that is,

the bottom b0(W, (1− 2ε1) logN) of the central valley of depth at least (1− 2ε1) logN for

W is on the right. That is, we assume we are on ∆
(R)
N ∩W.

Since W̃N is continuous on
[
0, x1

(
W̃N , 1 − 2ε1

)]
, W̃N attains its maximum on this

interval at some y ∈
[
0, x1

(
W̃N , 1− 2ε1

)]
. So, W̃N (y) ∈

[
0, W̃N

(
x0

(
W̃N , 1− 2ε1

))]
, since

max
[x0(W̃N ,1−2ε1),x1(W̃N ,1−2ε1)]

W̃N = W̃N

(
x0

(
W̃N , 1 − 2ε1

))
. If W̃N (y) = W̃N

(
x0

(
W̃N , 1 −

2ε1
))
, then y would be a (1 − 2ε1)-maximum for W̃N , with x0

(
W̃N , 1 − 2ε1

)
< y <

x1

(
W̃N , 1 − 2ε1

)
, which is not possible on W. So, W̃N (y) = max[

0,x1

(
W̃N ,1−2ε1

)] W̃N <

W̃N

(
x0

(
W̃N , 1− 2ε1

))
. Consequently, there exists ε2 ∈ (0, 1/10) such that

P

 max[
0,x1

(
W̃N ,1−2ε1

)] W̃N < W̃N

(
x0

(
W̃N , 1− 2ε1

))
− ε2

∣∣∣∣∆(R)
N

 ≥ 1− δ

10
,

and the same is true if we exchange x0 and x1 by symmetry (and then [0, x1(. . . )] is

replaced by [x0(. . . ), 0], and ∆
(R)
N by ∆

(L)
N ). Hence P

[
∆

(2)
N

]
≥ 1− δ/10 by scaling.
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Moreover, there exists ε3 ∈ (0, 1/10) such that P
[
∆

(3)
N

]
= P

[
−ε−1

3 ≤ x−1[W̃N , 1−2ε1] ≤
x2[W̃N , 1− 2ε1] ≤ ε−1

3

]
≥ 1− δ/10, where we get the first equality by scaling.

Finally, there exists ε4 ∈ (0, 1/10) such that P
[
∆

(4)
N

]
≥ 1 − δ/10, by scaling, since∣∣W̃N

(
xi

(
W̃N , 1−2ε1

))∣∣ > 0 a.s. for i ∈ {0, 1}. Indeed, x0

(
W̃N , 1−2ε1

)
< 0, so W̃N

(
x0

(
W̃N ,

1 − 2ε1
))

= max
[x0(W̃N ,1−2ε1),0]

W̃N > 0 a.s. on ∆
(R)
N ∩ W, and W̃N

(
x0

(
W̃N , 1 − 2ε1

))
=

min
[x0(W̃N ,1−2ε1),0]

W̃N < 0 a.s. on ∆
(L)
N ∩W, so

∣∣W̃N

(
x0

(
W̃N , 1− 2ε1

))∣∣ > 0 a.s. Similarly,∣∣W̃N

(
x1

(
W̃N , 1− 2ε1

))∣∣ > 0 a.s.

Replacing W by −W in ∆
(2)
N proves that with ε5 := ε2 > 0, the event ∆(5)

N satisfies

P
[
∆

(5)
N

]
= P

[
∆

(2)
N

]
≥ 1− δ/10.

From now on, ε1, ..., ε5 are the ones given by Lemma 5.2. Let

ε := min(ε1, . . . , ε5)/9. (5.13)

Lemma 5.3. Up to an enlargement of (Ω,F , P), there exist a two-sided Brownian motion
(W (s), s ∈ R) defined on Ω such that Var(W (1)) = Var(V (1)) and a real number ξ > 0

such that

P

[
sup

|t|≤2ε−1
3 (logN)2

∣∣V (btc)−W (t)
∣∣ > ε logN

]
= O(N−ξ).

Proof. Due to (4.1) (applied with N replaced by 2ε−1
3 (logN)2 and x = (ε/2) logN −

a log[2ε−1
3 (logN)2]), there exists for N large enough, possibly on an enlarged probability

space, a Brownian motion (W (s), s ∈ R) such that

P

[
sup

|k|≤2ε−1
3 (logN)2

|V (k)−W (k)| > ε

2
logN

]
≤ N−c ε

10

and such that Var(W (1)) = Var(V (1)). Moreover,

P

[
sup

|t|≤2ε−1
3 (logN)2

∣∣W (t)−W (btc)
∣∣ > ε

2
logN

]
≤ 5ε−1

3 (logN)2P

[
sup
|t|≤1

|W (t)| > ε

2
logN

]
= O((logN)2 exp[−ε2(logN)2/(8σ2)]).

Combining these two inequalities proves the lemma.

Recall (5.4): it remains to define ∆
(0)
N and ∆

(6)
N , see (5.14) and (5.16) below, and then

we claim

Lemma 5.4. For large N , P
[
∆N (δ)

]
≥ 1− δ. Hence (5.1) holds true.

Proof. From now on, W is the Brownian motion W coming from Lemma 5.3 and ∆
(1)
N , ...,

∆
(5)
N are the corresponding events defined in (5.5)–(5.12). We set

∆
(0)
N :=

{
sup

|t|≤2ε−1
3 (logN)2

∣∣V (btc)−W (t)
∣∣ ≤ ε logN

}
. (5.14)

For N large enough, P
[
∆

(0)
N

]
> 1− δ/10 by Lemma 5.3. In particular on the event ∆(0)

N ∩
∆

(3)
N , we can apply the inequalities of ∆(0)

N to any t ∈
[
x−1

(
W, (1− 2ε1) logN

)
, x2

(
W, (1−

2ε1) logN
)]
, since those t satisfy |t| ≤ ε−1

3 (logN)2. We now introduce (here this is for V
directly, not for W )

θ
(R)
N := inf

{
i ∈ N, V (i)− min

0≤j≤i
V (j) ≥ (1 + ε1) logN

}
,
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β
(R)
N := sup

{
i < θ

(R)
N , V (i) = min

0≤j≤θ
(R)
N

V (j)
}
,

θ
(L)
N := sup

{
i ∈ (−N), V (i)− min

i≤j≤0
V (j) ≥ (1 + ε1) logN

}
,

β
(L)
N := inf

{
i > θ

(L)
N , V (i) = min

θ
(L)
N ≤j≤0

V (j)
}
.

By ([11], eq. (4.33)), there exists ε6 > 0 such that if N is large enough, P
[
∆

(6,R)
N

]
≥

1− δ/10, where

∆
(6,R)
N :=

{ θ
(R)
N −1∑
i=0

e−
[
V (i)−V

(
β
(R)
N

)]
≤ ε−1

6

}
, ∆

(6,L)
N :=

{ −1∑
i=θ

(L)
N

e−
[
V (i)−V

(
β
(L)
N

)]
≤ ε−1

6

}
.

(5.15)
Replacing V (.) by V (−.) gives P

[
∆

(6,L)
N

]
≥ 1− δ/10. Consequently, P

[
∆

(6)
N

]
≥ 1− 2δ/10,

where
∆

(6)
N := ∆

(6,R)
N ∩∆

(6,L)
N . (5.16)

This, combined with Lemma 5.2 and P
[
∆

(0)
N

]
> 1− δ/10, proves the lemma.

5.3 Random walk in an environment ω ∈ ∆N (δ)

The aim of this subsection is to prove Proposition 5.1 with the ∆N (δ) constructed
in the previous subsection, see (5.4)–(5.12), (5.14) and (5.16). Let δ ∈ (0, 1). We
write ∆N for ∆N (δ). We also fix (y1, . . . , yr) ∈ (2Z)r. There exists N2 ∈ N such that
for N ≥ N2, P

[
∆N

]
≥ 1 − δ (due to Lemma 5.4), a0 ≤ ε logN , and max1≤j≤r |yj | <

min(ε2, ε4)(logN)/(4a0), where we set a0 := log((1− ε0)/ε0).
We introduce, recalling (5.6),

b̂(N) := 2
⌊
β
(R)
N /2

⌋
1
∆

(R)
N

+ 2
⌊
β
(L)
N /2

⌋
1
∆

(L)
N

. (5.17)

We will carry out the proof in the case ω ∈ ∆N ∩∆
(R)
N . The case ω ∈ ∆N ∩∆

(L)
N is similar

by symmetry. We define x̂i := bxi(W, (1− 2ε1) logN)c, and

D
(1)
N :=

{
τ
(
b̂(N)

)
< τ(x̂0)

}
, D

(2)
N :=

{
τ(x̂0) ∧ τ

(
b̂(N)

)
≤ N1−ε1

}
.

We sometimes write xi instead of xi(W, (1− 2ε1) logN) in the following.
In the following lemma, we prove that Z goes quickly to b̂(N), which is nearly the

bottom of the potential V in the central valley
[
x̂0, x̂2

]
, with large probability under P

yj
ω ,

uniformly on ∆N ∩∆
(R)
N and j.

Lemma 5.5. There exists N3 ∈ N such that for all N ≥ N3,

∀ω ∈ ∆N ∩∆
(R)
N ,∀j ∈ {1, . . . , r}, P yj

ω

[
D

(1)
N

]
≥ 1−N−(ε1∧ε2)/4, P yj

ω

[
D

(2)
N

]
≥ 1−N−ε1/4.

Proof. Let N ≥ N2, ω ∈ ∆N ∩∆
(R)
N and j ∈ {1, . . . , r}. First, notice that W (x2)−W (x1) =

H[T1(W, (1− 2ε1) logN)] ≥ (1 + 2ε1) logN because ω ∈ ∆
(1)
N . This gives, recalling (5.13)

V (x̂2)− V (x̂1) ≥ W (x2)−W (x1)− 2ε logN ≥ (1 + ε1) logN (5.18)

since ω ∈ ∆
(3)
N ∩∆

(0)
N (see (5.14) and the remark after it). Hence,

0 ≤ b̂(N) ≤ β
(R)
N ≤ θ

(R)
N ≤ x̂2 ≤ ε−1

3 (logN)2.

Now, assume that θ(R)
N < x1. Since V

(
θ
(R)
N

)
− V

(
β
(R)
N

)
≥ (1 + ε1) logN , the previous

inequalities would give, on ∆
(0)
N ∩ ∆

(3)
N , W

(
θ
(R)
N

)
− W

(
β
(R)
N

)
≥ (1 + ε1 − 2ε) logN ≥
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(1 − 2ε1) logN . So, recalling that W (x1) = min[0,x1] W , there would exist a ((1 −
2ε1) logN)-maximum for W in ]0, x1[, which is not possible. Hence,

x1 ≤ θ
(R)
N .

So, V
(
β
(R)
N

)
≤ V (x̂1) ≤ W (x1)+ε logN < −8ε4(logN)/9 because ω ∈ ∆

(0)
N ∩∆(3)

N ∩∆(4)
N .

If yj > 0, then min[0,yj ] V ≥ −|yj |a0 ≥ −ε4(logN)/4 > V (β
(R)
N ) + 2a0, because N ≥ N2.

Since similarly, max[0,yj ] V ≤ ε4(logN)/4 and ε4 < 1, we get successively yj ≤ θ
(R)
N and

yj ≤ β
(R)
N − 2 ≤ b̂(N) − 1. If yj < 0, we prove similarly that x̂0 < yj since V (x̂0) ≥

8ε4(logN)/9. Hence in every case,

x̂0 < yj < b̂(N).

We now prove that

max
[yj ,̂b(N)]

V − V (x̂0) ≤ −[(ε1 ∧ ε2)/2] logN. (5.19)

To this aim, notice that
max
[0,x̂1]

V − V (x̂0) ≤ −ε2(logN)/2

since ω ∈ ∆
(2,R)
N ∩∆

(0)
N ∩∆

(3)
N , and that if yj < 0, we have

max
[yj ,0]

V − V (x̂0) ≤ |yj |a0 − (8/9)ε2 logN ≤ −ε2(logN)/2

since W (x0) ≥ ε2 logN on ∆
(2,R)
N and so V (x̂0) ≥ (8/9)ε2 logN . This gives (5.19) when

b̂(N) ≤ x̂1.

Assume now x̂1 < b̂(N). We have seen after (5.18) that 0 ≤ b̂(N) ≤ θ
(R)
N ≤ x̂2,

moreover, V
(
b̂(N)

)
≤ V

(
β
(R)
N

)
+ a0 and we have proved that V

(
β
(R)
N

)
≤ V (x̂1), so we

obtain

V
(
b̂(N)

)
− ε logN − a0 ≤ V (x̂1)− ε logN ≤ W (x1) ≤ W

(
b̂(N)

)
≤ V

(
b̂(N)

)
+ ε logN

since W (x1) = min[x0,x2] W and ω ∈ ∆
(3)
N ∩∆

(0)
N , so that∣∣W (x1)− V

(
b̂(N)

)∣∣ ≤ ε logN + a0 ≤ 2ε logN ≤ 2min(ε1, ε2)(logN)/9. (5.20)

Moreover there is no ((1− 2ε1) logN)-maximum for W in (x0, x2), therefore,

max
[x1 ,̂b(N)]

W < W
(
b̂(N)

)
+ (1− 2ε1) logN ≤ W (x1) + (1− 2ε1 + 3ε1/9) logN , (5.21)

by ∆
(0)
N applied to b̂(N) followed by (5.20). Since V (x̂0) ≥ V (x̂1) + (1 + ε1) logN on

∆
(1)
N ∩∆

(0)
N ∩∆

(3)
N , this gives max[x̂1 ,̂b(N)] V − V (x̂0) ≤ −ε1 logN (since ω ∈ ∆

(0)
N ∩∆

(3)
N ).

Recapitulating all this gives (5.19) also when x̂1 < b̂(N).

So by (2.3) and (5.19), we get uniformly on ∆N ∩∆
R)
N and j for large N ,

P yj
ω

[(
D

(1)
N

)c] ≤ [̂
b(N)− yj

]
exp

[
max

[yj ,̂b(N)]
V − V (x̂0)

]
≤ 2ε−1

3 (logN)2

N (ε1∧ε2)/2
≤ N−(ε1∧ε2)/4,

where we used ω ∈ ∆
(3)
N and x̂0 < yj < b̂(N) < x̂2. This proves the first inequality of the

lemma.
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We now turn to D
(2)
N . Notice that

∣∣̂b(N)− x̂0

∣∣ ≤ |x̂2 − x̂0| ≤ 3ε−1
3 (logN)2 on ∆N since

0 ≤ b̂(N) ≤ x̂2 as proved after (5.18). Moreover, there is no ((1− 2ε1) logN)-maximum
for W in (x0, x1), so

max
x0≤u≤v≤x1

(W (v)−W (u)) < (1− 2ε1) logN.

Also if x1 < b̂(N), min[x0 ,̂b(N)] W = W (x1) and (5.21) lead to maxx1≤u≤v≤b̂(N)(W (v) −
W (u)) ≤ (1− 2ε1 + 3ε1/9) logN . Since ω ∈ ∆

(0)
N ∩∆

(3)
N , this gives

max
x̂0≤`≤k≤b̂(N)

(
V (k)− V (`)

)
≤ (1− 13ε1/9) logN. (5.22)

Hence, we have by (2.4),

Eyj
ω

[
τ(x̂0)∧τ

(
b̂(N)

)]
≤ [̂b(N)− x̂0]

2

ε0
exp

[
max

x̂0≤`≤k≤b̂(N)

(
V (k)−V (`)

)]
≤ 9(logN)4N1− 13ε1

9

ε0ε23
.

So due to Markov’s inequality, P
yj
ω

[(
D

(2)
N

)c] ≤ N−ε1/4, uniformly in ω ∈ ∆N ∩∆
(R)
N and j,

for large N .

In the following lemma, we prove that with large quenched probability, uniformly on
∆N ∩∆

(R)
N , after first hitting b̂(N), the random walk Z stays in the central valley

[
x̂0, x̂2

]
at least up to time N . To this aim, we now define

D
(3)
N :=

{
∀k ∈

[
τ
(
b̂(N)

)
, τ
(
b̂(N)

)
+N − 1

]
, x̂0 < Zk < x̂2

}
.

Lemma 5.6. We have for large N ,

∀ω ∈ ∆N∩∆(R)
N ,∀j ∈ {1, . . . , r}, P yj

ω

[
D

(3)
N

]
= P b̂(N)

ω

[
τ
(
x̂0

)
∧τ

(
x̂2

)
≥ N

]
≥ 1−2e2a0N−ε1 .

Proof. Let ω ∈ ∆N ∩ ∆
(R)
N . We recall that |V (k) − V (k − 1)| ≤ a0 for every k ∈ Z. We

have, since x1 ≤ θ
(R)
N and so V (β

(R)
N ) ≤ V (x̂1), and by (5.18),

V
(
b̂(N)

)
− V (x̂2) ≤ V

(
x̂1

)
+ a0 − V (x̂2) ≤ a0 − (1 + ε1) logN. (5.23)

Similarly,
V
(
b̂(N)

)
− V (x̂0) ≤ a0 − (1 + ε1) logN. (5.24)

Hence (2.6) and (2.7) lead respectively to

P b̂(N)
ω (τ(x̂2) < N) ≤ N exp

(
min

[̂b(N),x̂2−1]
V − V (x̂2 − 1)

)
≤ Ne2a0−(1+ε1) logN ≤ e2a0N−ε1 ,

P b̂(N)
ω (τ(x̂0) < N) ≤ N exp

(
min

[x̂0 ,̂b(N)−1]
V − V (x̂0)

)
≤ Ne2a0−(1+ε1) logN ≤ e2a0N−ε1 .

These two inequalities yield P
b̂(N)
ω

[
τ
(
x̂0

)
∧ τ

(
x̂2

)
< N

]
≤ 2e2a0N−ε1 , uniformly on ∆N ∩

∆
(R)
N , which proves the lemma.

Now, similarly as in Brox [5] for diffusions in random potentials (see also [2, p.

45]), we introduce a coupling between Z (under P b̂(N)
ω ) and a reflected random walk Ẑ

defined below. More precisely, we define, for fixed N , ω̂x̂0
:= 1, ω̂x := ωx if x̂0 < x < x̂2,

and ω̂x2
:= 0. We consider a random walk

(
Ẑn

)
n
in the environment ω̂, starting from

x ∈
[
x̂0, x̂2

]
, and denote its law by P x

ω̂ . That is, Ẑ satisfies (1.2) with ω̂ instead of ω and
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ω(j) and Ẑ instead of Z(j). In words, Ẑ is a random walk in the environment ω, starting
from x ∈

[
x̂0, x̂2

]
, and reflected at x̂0 and x̂2. Also, let

µ̂(x̂0) := e−V (x̂0), µ̂(x̂2) := e−V (x̂2−1), µ̂(x) := e−V (x) + e−V (x−1), x̂0 < x < x̂2,

and µ̂(x) = 0 if x /∈ [x̂0, x̂2]. Notice that µ̂(.)/µ̂(Z) is an invariant probability measure for
Ẑ. As a consequence,

ν̂(x) := µ̂(x)12Z(x)/µ̂(2Z), x ∈ Z, (5.25)

is an invariant probability measure for
(
Ẑ2n

)
n
for fixed ω̂. That is, P ν̂

ω̂

(
Ẑ2k = x

)
= ν̂(x)

for every x ∈ Z and k ∈ N, where P ν̂
ω̂ (.) :=

∑
x∈Z ν̂(x)P x

ω̂ (.). Notice that ν̂ and µ̂ depend
on N and ω.

We can now, again for fixed N and ω, build a coupling Qω of Z and Ẑ, such that

Qω

(
Ẑ ∈ .

)
= P ν̂

ω̂

(
Ẑ ∈ .

)
, Qω(Z ∈ .) = P b̂(N)

ω (Z ∈ .), (5.26)

such that under Qω, these two Markov chains move independently until

τẐ=Z := inf
{
k ≥ 0, Ẑk = Zk

}
,

which is their first meeting time, then Ẑk = Zk for every τẐ=Z ≤ k < τexit, where τexit is
the next exit time of Z from the central valley [x̂0, x̂2], that is,

τexit := inf
{
k > τẐ=Z , Zk /∈ [x̂0, x̂2]

}
,

and then Ẑ and Z move independently again after τexit.
Now, we would like to prove that under Qω, Z and Ẑ collide quickly, that is, τẐ=Z is

very small compared to N . To this aim, we introduce

L̂− := sup{k ≤ b̂(N), V (k)− V
(
b̂(N)

)
≥ (1− ε1) logN},

L̂+ := inf{k ≥ b̂(N), V (k)− V
(
b̂(N)

)
≥ (1− ε1) logN}.

Let u ∨ v := max(u, v). We have the following:

Lemma 5.7. We have for large N , τ(.) denoting hitting times by Z as before,

∀ω ∈ ∆N ∩∆
(R)
N , Qω

[
τ
(
L̂−) ∨ τ

(
L̂+

)
> N1−ε1/2

]
≤ 4N−ε1/4.

Proof. Let N ≥ N2 and ω ∈ ∆N ∩∆
(R)
N . Notice that similarly as after (5.18),

x̂0 ≤ L̂− < b̂(N) < L̂+ ≤ θ
(R)
N ≤ x̂2.

Because ω ∈ ∆
(5,R)
N ∩∆

(0)
N ∩∆

(3)
N and due to (5.20), we have since ε5 = ε2,

∀k ∈ [x̂0,−1], V (k)−V
(
b̂(N)

)
≥ W (x1)+(ε5−ε) logN−V

(
b̂(N)

)
≥ (ε5/2) logN. (5.27)

Moreover, recalling a0 = log((1−ε0)/ε0), we havemin
[0,θ

(R)
N ]

V = V
(
β
(R)
N

)
≥ V

(
b̂(N)

)
−a0,

so
min

[x̂0,L̂+]
V ≥ min

[x̂0,θ
(R)
N ]

V ≥ V
(
b̂(N)

)
− a0.

Notice also for further use that, for every k ∈
[
θ
(R)
N , x̂2

]
, we have

V
(
θ
(R)
N

)
− V (k) ≤ W

(
θ
(R)
N

)
−W (k) + 2ε logN < (1− 2ε1 + 2ε) logN
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since ω ∈ ∆
(0)
N ∩ ∆

(3)
N and because there is no ((1 − 2ε1) logN)–maximum for W in

(x̂1, x̂2

)
and x̂1 ≤ θ

(R)
N ≤ k ≤ x̂2, as proved after (5.18). Since V

(
θ
(R)
N

)
− V

(
b̂(N)

)
≥

(1 + ε1) logN − a0, this gives

∀k ∈
[
θ
(R)
N , x̂2

]
, V (k)− V

(
b̂(N)

)
= V (k)− V

(
θ
(R)
N

)
+ V

(
θ
(R)
N

)
− V

(
b̂(N)

)
≥ 2ε1 logN. (5.28)

Putting together these inequalities gives in particular min[x̂0,x̂2] V ≥ V
(
b̂(N)

)
− a0. Fur-

thermore,
max

[̂b(N),L̂+]
V ≤ V

(
b̂(N)

)
+ (1− ε1) logN + a0. (5.29)

Hence,

max
x̂0≤`≤k≤L̂+−1, k≥b̂(N)

[V (k)− V (`)] ≤ max
[̂b(N),L̂+]

V − min
[x̂0,L̂+]

V ≤ (1− ε1) logN + 2a0.

This, (2.4), Markov’s inequality and ω ∈ ∆
(3)
N give

P b̂(N)
ω

[
τ(x̂0) ∧ τ

(
L̂+

)
> N1−ε1/2

]
≤ N−(1−ε1/2)ε−1

0 4ε−2
3 (logN)4N1−ε1e2a0 ≤ N−ε1/4

uniformly for large N . Moreover by (2.3), (5.24), (5.29) and since ω ∈ ∆
(3)
N ,

P b̂(N)
ω

[
τ(x̂0) < τ

(
L̂+

)]
≤

(
L̂+ − b̂(N)

)
exp

[
max

[̂b(N),L̂+]
V − V

(
x̂0

)]
≤ (logN)2e2a0

ε3N2ε1
≤ 1

Nε1/4

uniformly for large N . Consequently,

Qω

[
τ
(
L̂+

)
> N1−ε1/2

]
= P b̂(N)

ω

[
τ
(
L̂+

)
> N1−ε1/2

]
≤ P b̂(N)

ω

[
τ(x̂0) ∧ τ

(
L̂+

)
> N1−ε1/2

]
+ P b̂(N)

ω

[
τ(x̂0) < τ

(
L̂+

)]
≤ 2N−ε1/4.

We prove similarly that Qω

[
τ
(
L̂−) > N1−ε1/2

]
≤ 2N−ε1/4 uniformly for large N , using

(2.5) and (5.23) instead of (2.4) and (5.24) respectively, and because min[x̂0,x̂2] V ≥
V
(
b̂(N)

)
− a0 which we proved after (5.28). This proves Lemma 5.7.

Lemma 5.8. For large N ,

∀ω ∈ ∆N ∩∆
(R)
N , ν̂

([
x̂0, L̂

−])+ ν̂
([
L̂+, x̂2

])
≤ N−ε1/4.

Proof. Let N ≥ N2 and ω ∈ ∆N ∩ ∆
(R)
N . Recall that x̂0 ≤ L̂− < b̂(N) < L̂+ ≤ x̂2,

which is proved before (5.27). Notice that L̂− ≤ x1 ≤ L̂+, which is proved similarly as
x1 ≤ θ

(R)
N after (5.18). Using the same method as for (5.28) with L̂+ instead of θ(R)

N , we

get V ≥ V
(
b̂(N)

)
+ (ε1/3) logN on

[
L̂+, x̂2

]
. Also, V

(
L̂+ − 1

)
≥ V

(
b̂(N)

)
+ (ε1/3) logN .

Since µ̂(2Z) ≥ e−V (̂b(N)), this leads to

ν̂
([
L̂+, x̂2

])
≤

[
x̂2 − L̂+ + 2

]
e−V (̂b(N))N−ε1/3/µ̂(2Z) ≤ 3ε−1

3 (logN)2N−ε1/3 ≤ N−ε1/4/2

uniformly for large N , where we used ω ∈ ∆
(3)
N . We prove similarly that ν̂

([
x̂0, L̂

−]) ≤
N−ε1/4/2 uniformly for large N , which ends the proof of the lemma.

Lemma 5.9. There exists N4 ∈ N such that for N ≥ N4 for every ω ∈ ∆N ∩∆
(R)
N ,

Qω

[
τẐ=Z > N1−ε1/2

]
≤ 5N−ε1/4 (5.30)

and

Qω[τexit ≤ N ] ≤ Qω

[
τ(x̂0)∧τ(x̂2) < N

]
= P b̂(N)

ω

[
τ(x̂0)∧τ(x̂2) < N

]
≤ 2e2a0N−ε1 . (5.31)
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Proof. Due to Lemma 5.7, we have for large N for all ω ∈ ∆N ∩∆
(R)
N ,

Qω

[
τẐ=Z > N1−ε1/2

]
≤ Qω

[
τ
(
L̂−) ∨ τ

(
L̂+

)
< τẐ=Z

]
+Qω

[
τ
(
L̂−) ∨ τ

(
L̂+

)
> N1−ε1/2

]
≤ Qω

[
τ
(
L̂−) < τẐ=Z , Ẑ0 < b̂(N)

]
+Qω

[
τ
(
L̂+

)
< τẐ=Z , Ẑ0 ≥ b̂(N)

]
+ 4N−ε1/4.

Notice that underQω, Z0 = b̂(N) ∈ (2Z) by (5.26) and (5.17), and Ẑ0 ∈ (2Z) by (5.26) and
(5.25). So the process

(
Ẑk − Zk

)
k∈N starts at

(
Ẑ0 − b̂(N)

)
∈ (2Z) and only makes jumps

belonging to {−2, 0, 2}, and thus up to time τẐ=Z − 1 it is < 0 (resp. > 0) on
{
Ẑ0 < b̂(N)

}(
resp.

{
Ẑ0 ≥ b̂(N)

})
, and in particular at time τ

(
L̂−) on {

τ
(
L̂−) < τẐ=Z , Ẑ0 < b̂(N)

}(
resp. at time τ

(
L̂+

)
on

{
τ
(
L̂+

)
< τẐ=Z , Ẑ0 ≥ b̂(N)

})
. This gives for large N for all

ω ∈ ∆N ∩∆
(R)
N ,

Qω

[
τẐ=Z > N1−ε1/2

]
≤ Qω

[
τ
(
L̂−) < τẐ=Z , Ẑτ(L̂−) < L̂−]+Qω

[
τ
(
L̂+

)
< τẐ=Z , Ẑτ(L̂+) > L̂+

]
+ 4N−ε1/4

≤ Qω

[
τ
(
L̂−) < τẐ=Z , Ẑ2bτ(L̂−)/2c ≤ L̂−]+Qω

[
τ
(
L̂+

)
< τẐ=Z , Ẑ2bτ(L̂+)/2c ≥ L̂+

]
+4N−ε1/4

≤ ν̂
([
x̂0, L̂

−])+ ν̂
([
L̂+, x̂2

])
+ 4N−ε1/4,

where the last inequality comes from the fact that Qω

(
Ẑ2k = x

)
= P ν̂

ω̂

(
Ẑ2k = x

)
= ν̂(x)

for every x ∈ Z and every (deterministic) k ∈ N as explained after (5.25), and from the
independence of Ẑ with Z and then τ(.) up to τẐ=Z . Now, applying Lemma 5.8, this gives

(5.30) for large N for every ω ∈ ∆N ∩∆
(R)
N .

Due to (5.26) and Lemma 5.6, for large N for every ω ∈ ∆N ∩∆
(R)
N , (5.31) holds.

Proof of Proposition 5.1. Recall that we have fixed δ ∈ (0, 1) and that (5.1) comes from
Lemma 5.4. Let us prove (5.2). To this aim, we fix (y1, . . . , yr) ∈ (2Z)r. Let N1 ∈ N be
such that N1 ≥ max(N2, N3, N4) and such that for every N ≥ N1,

ε−1
3 (logN)2[N−ε5/2 + 2N−2ε1 ] ≤ ε−1

6 , N−(ε1∧ε2∧ε4)/4 ≤ 1/8,

N1−ε1/3 ≥ N1−ε1 +N1−ε1/2, and 5N−ε1/4 + 2e2a0N−ε1 ≤ ε6e
−a0/6,

recalling a0 = log((1− ε0)/ε0).
Now, we would like to give a lower bound for P

yj
ω

[
Zn = b̂(N)

]
for n even. Recall

(5.4) and (5.6). Let N ≥ N1, ω ∈ ∆N ∩ ∆
(R)
N , j ∈ {1, . . . , r}, and n ∈ (2N), with

n ∈ [N1−ε1 +N1−ε1/2, N ]. We have by the strong Markov property,

P yj
ω

[
Zn = b̂(N)

]
≥ P yj

ω

[
Zn = b̂(N), τ

(
b̂(N)

)
≤ N1−ε1

]
= Eyj

ω

[
1{τ (̂b(N))≤N1−ε1}P

b̂(N)
ω

(
Zk = b̂(N)

)
|k=n−τ (̂b(N))

]
≥ P yj

ω

[
τ
(
b̂(N)

)
≤ N1−ε1

]
inf

k∈[N1−ε1/2,N ]∩(2N)
P b̂(N)
ω

(
Zk = b̂(N)

)
≥

(
1−N−(ε1∧ε2)/4 −N−ε1/4

)
inf

k∈[N1−ε1/2,N ]∩(2N)
P b̂(N)
ω

(
Zk = b̂(N)

)
(5.32)

because b̂(N) and yj are even (see (5.17)) and then τ
(
b̂(N)

)
is also even under P

yj
ω , and

where we used Lemma 5.5 in the last line. Moreover, for k ∈ [N1−ε1/2, N ] ∩ (2N),

P b̂(N)
ω

(
Zk = b̂(N)

)
= Qω

(
Zk = b̂(N)

)
≥ Qω

(
Zk = b̂(N), τẐ=Z ≤ N1−ε1/2, τexit > N

)
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= Qω

(
Ẑk = b̂(N), τẐ=Z ≤ N1−ε1/2, τexit > N

)
≥ Qω

(
Ẑk = b̂(N)

)
−Qω

(
τẐ=Z > N1−ε1/2

)
−Qω

(
τexit ≤ N

)
≥ ν̂

(
b̂(N)

)
− 5N−ε1/4 − 2e2a0N−ε1 , (5.33)

where we used (5.26) in the first and last line, Zk = Ẑk for k ∈
[
τẐ=Z , τexit

)
under Qω in

the third line, and Qω

(
Ẑk = x

)
= P ν̂

ω̂

(
Ẑk = x

)
= ν̂(x) since k is even, (5.30) and (5.31) in

the last line since N ≥ N4.
Notice that µ̂(2Z) = e−V (̂b(N))

∑x̂2−1
i=x̂0

e−[V (i)−V (̂b(N))], with

−1∑
i=x̂0

e−[V (i)−V (̂b(N))] ≤ |x̂0|N−ε5/2 ≤ ε−1
3 (logN)2N−ε5/2 ≤ ε−1

6

since N ≥ N1, ω ∈ ∆
(3)
N and thanks to (5.27).

Moreover, by (5.28),
∑x̂2−1

i=θ
(R)
N

e−[V (i)−V (̂b(N))] ≤ 2ε−1
3 (logN)2N−2ε1 ≤ ε−1

6 because

N ≥ N1. Finally,
∑θ

(R)
N −1

i=0 e−
[
V (i)−V

(
β
(R)
N

)]
≤ ε−1

6 since ω ∈ ∆
(6,R)
N (see (5.15)). Moreover,∣∣V (

b̂(N)
)
− V

(
β
(R)
N

)∣∣ ≤ a0. Hence,

µ̂(2Z) ≤ 3ε−1
6 ea0e−V (̂b(N)).

Moreover, µ̂
(
b̂(N)

)
≥ e−V (̂b(N)) since x̂0 < b̂(N) < x̂2, and b̂(N) is even by (5.17), so by

(5.25), ν̂
(
b̂(N)

)
= µ̂

(
b̂(N)

)
/µ̂(2Z) ≥ ε6e

−a0/3. This, (5.32) and (5.33) give for N ≥ N1,

∀ω ∈ ∆N ∩∆
(R)
N ,∀n ∈

[
N1−ε1/3, N

]
∩ (2N),∀j ∈ {1, . . . , r}, P yj

ω

[
Zn = b̂(N)

]
≥ ε6e

−a0/8.

The proof is similar for ω ∈ ∆N ∩∆
(L)
N by symmetry. This, combined with Lemma 5.4,

ends (5.2) with c(δ) = ε6e
−a0/8 > 0 and ε(δ) = ε1/3. To prove that this remains true

if (2Z)r and 2N are replaced respectively by (2Z + 1)r and 2N + 1, we just condition
P

yj
ω

[
Zn = b̂(N)

]
by Z1, and apply the Markov property and (5.2) to (y1±1, . . . , yr±1).
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