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Necessary and sufficient conditions for the convergence of
the consistent maximal displacement of the branching
random walk

Bastien Mallein
LAGA—Upniversité Paris 13

Abstract. Consider a supercritical branching random walk on the real line.
The consistent maximal displacement is the smallest of the distances between
the trajectories followed by individuals at the nth generation and the boundary
of the process. Fang and Zeitouni, and Faraud, Hu and Shi proved that under
some integrability conditions, the consistent maximal displacement grows al-
most surely at rate A*nl/3 for some explicit constant A*. We obtain here a
necessary and sufficient condition for this asymptotic behaviour to hold.

1 Introduction

A branching random walk on R is a process defined as follows. It starts with one
individual located at O at time 0. Its children are positioned in R according to a
point process of law £, and form the first generation of the process. Then for any
n € N, each individual in the nth generation makes children around its current
position according to an independent point process with law £. We write T for the
genealogical tree of the population. For any u € T we denote by V (u) the position
of the individual u and by |u| the generation to which u belongs. The random
marked tree (T, V) is the branching random walk with reproduction law £. We
assume the Galton—Watson tree T is supercritical, that is,

E( > 1) > 1, (1)
Jlul=1
and we write S = {#T = oo} for the survival event, which happens with posi-
tive probability under assumption (1). We also assume the branching random walk
(T, V) is in the boundary case (in the sense of Biggins and Kyprianou, 2005):

E( > e_V(“)> =1 and E( > V(u)e—V(">> =0. 2)

lul=1 lu|=1

Under these assumptions, Biggins (1976) proved that %min|u|:n V(u) converges
to 0 almost surely on S. Any branching random walk with mild integrability as-
sumption can be normalized to be in the boundary case, see, for example, Bérard
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and Gouéré (2011). We also assume that

0% = E( > V(u)2e—V(">) < 00. 3)

lul=1

Let n € N. For any u € T such that |u| =n and kK < n we denote by u; the
ancestor of u alive at generation k. The consistent maximal displacement of the
branching random walk is the quantity defined as

L, := min max V (uy).
lul=n k<n
It corresponds loosely to the maximal distance between the lower boundary of the
branching random walk and the trajectory of the individual that stayed as close
as possible to it. The asymptotic behaviour of L, has been studied by Fang and
Zeitouni (2010) and by Fauraud, Hu and Shi (2012). Under stronger integrability
assumptions, they proved that L, behaves as A*n'/3 almost surely for some explicit
A* > 0. The main result of this article is a necessary and sufficient condition for this
asymptotic behaviour to hold. Roberts (2015) computed the second order of the
asymptotic behaviour of L,, for a similar model, the branching Brownian motion.

This O (n'/3) asymptotic behaviour for the consistent maximal displacement is
non-obvious, as it is different of the asymptotic behaviour of the minimum of the
branching random walk, M,, := min,|—, V (u). Indeed, it was proved by Addario-
Berry and Reed (2009) and by Hu and Shi (2009) that under some additional as-
sumptions, the minimal displacement satisfies

M,

3
lim =— in probability.
n—oologn 2

Thus, the consistent maximal displacement grows much faster than the minimal
displacement does. Note that it was proven in Chen (2015b) that the trajectory
yielding to the minimal position at time »n, when rescaled in time by n and in
space by n!/2, converges toward a Brownian excursion. Therefore, the maximal
distance from 0 of this trajectory is of order n!/?, much larger than what is expected
for the consistent maximal displacement. As a result, one conclude that particles
realizing the minimal displacement and particles realizing the consistent maximal
displacement form distinct sets.
We introduce the integrability assumption

: 2 -V
om x E( D¢ (u)l{l()g(Dm:l eV(”))Zx}) =0. )
ul=1

Observe that this assumption is weaker than the classical integrability assump-
tions (Aidékon, 2013, Equation (1.4)) for branching random walks. These stronger
conditions are necessary and sufficient to obtain the regularity of the asymptotic
behaviour of many quantities associated to the extremal particles in the branch-
ing random walk, such as the minimal displacement M,, (Aidékon, 2013), or the
derivative martingale (Chen, 2015a).
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Theorem 1.1. We assume that (1), (2) and (3) hold. Then (4) is a necessary and
sufficient condition for

L, 37202\ 1/3
Iim — =— a.s.onS.
n—oo pl/3 2

In the rest of the article, we denote by N the set of positive integers, Z the set
of non-negative integers, R the set of non-negative real numbers. For any x € R,
we write [x] = [0, x] N Z the set of non-negative integers that are smaller or equal
to x.

The rest of the article is organised as follows. In Section 2, we introduce the
spinal decomposition of the branching random walk and the Mogul’skii’s small
deviations estimate. These results are used to obtain a law of large numbers for L,
in Section 3, which is then used to obtain its almost sure asymptotic behaviour.

2 Preliminary results

In this section, we first introduce the spinal decomposition, that links additive mo-
ments of the branching random walk with random walk estimates. Using this re-
sult, to study the consistent maximal displacement, good estimates of the probabil-
ity for random walks to stay in a small interval will be needed. We introduce them
in a second time, by expanding Mogul’skii results (Mogul’skii, 1974) on small
deviations for random walk trajectories.

2.1 Spinal decomposition of the branching random walk

For n € Z,, we write W,, = Zlu\=n e VW and F,, = o (V(u), |u| € [n]). Under
assumption (2), (W) is a non-negative (F;,)-martingale. We introduce the proba-
bility P such that for any n € Z, Pz, = W, - Pz, .

The spinal decomposition consists in an alternative description of P as a branch-
ing random walk with a distinguished individual with a different reproduction
law. It generalizes a similar construction for Galton—Watson processes, that can be
found in Lyons, Pemantle and Peres (1995). This result has been proved by Lyons
in Lyons (1997). Let T be a tree, a spine of T is a sequence w = (w;) € TZ+ such
that for any n € Z and k € [n] we have |w, | =n and (wy,)r = wi. We write L for
the law of the point process (V (u), |u| = 1) under the law P.

We now define the law P of a branching random walk with spine (T, V, w). It
starts with a unique individual wg located at O at time 0. Its children are positioned
according to a point process of law L. The individual w is then chosen at ran-
dom among these children, choosing individual u with probability proportional to
e~V Similarly at each generation n, every individual # makes children inde-
pendently, according to law L if u # w,,, or L otherwise; then wp+1 is chosen at
random among the children v of w, with probability proportional to e~V ®,
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Proposition 2.1 (Spinal decomposition, Lyons (1997)). We assume that (2)
and (3) hold. For any n € Z., we have Pz, = IP|x,. Moreover, for any |u| =n,
we have

P(w, = ulFp) =e=V @/ W,,

and (V(wy), n € Z4) is a centred random walk with variance o2,

The spinal decomposition is widely used in branching random walk literature.
In particular, it implies the so-called many-to-one lemma, introduced for the first
time by Kahane and Peyricre (Peyriere, 1974, Kahane and Peyriere, 1976). For any
n € N, for any measurable non-negative function f : R"*! — R, we have

E( M (V). j §n)> =IE(WL S f(Vu), S"))

lul=n ™ lul=n

—V(u)

—B( X S X sV =n)

lul=n |ul=n
=B ™ f(V(w)), j <n)).

In other words, to compute the mean of an additive functional of the branching
random walk, it is enough to compute the mean of a similar functional for the sole
random walk (V (wy), n > 0), up to an exponential tilting.

Remark 2.2. Note that using the spinal decomposition, we can rewrite (4) as

lim xz}f”( Y e VW ex> =0. (5)

X—>00
lvl=1

In other words, this assumption translates into a condition on the tail of the distri-
bution of the progeny of the spine particle.

2.2 Small deviations estimate for enriched random walk

The spinal decomposition for the branching random walk allows to simplify
branching random walk computations by focusing only on the spine particle. For
example, to compute the average number of particles satisfying a given property,
it is often enough to consider the probability for the spine to satisfy this property,
under the size-biased law. In the rest of the article, we often have to deal with the
fact that the progeny of the spine particle is usually correlated with its displace-
ment. As a result, we develop in this section tight estimates on the small deviations
for enriched random walks, that we use as toy-models for the spine of a branching
random walk.
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An enriched random walk can be constructed as follows. Let (X, &,),¢en be a
sequence of i.i.d. vectors in R? such that

E(X,)=0 and E(X2) =0 € (0,00). (©6)

We denote by S, = So + X1+ --- + X,,. For any z € R, [P, is the probability such
that P, (So = z) = 1. We simply write P for Py. Setting £y = 0, an enriched random
walk is the process ((Sy, £,), n € Z,.), taking values in R?.

Enriched random walks appear under other names in the literature. For example,
the process (S,—1 + &, n > 0) is often called a perturbed random walk. This pro-
cess has been studied in the perpetuity literature (see, e.g., Alsmeyer and Iksanov,
2009, Araman and Glynn, 2006).

We study in this section the probability for an enriched random walk to stay
during  units of time in an interval of width o(n!/?), generalizing the Mogul’skii
small deviations estimate (Mogul’skii, 1974).

Theorem 2.3. Let (a,) € ]RI}T_ such that lim,_, o ap, = 00 and a, = o(n'’?). We

assume (6) and that lim, _, oo xZIP’(Sl > x) = p € [0, oo]. For any continuous func-
tions f < g such that f(0) <0< g(0),forall A >0andt > 0,

a? S 51 :
lim 2log  sup Pzan( e[fG/n),g(i/n)], == j€ [tn])
T e[ £(0),8(0)] An
a; S; &
nlgg();logl?’(—e[f(]/n) g(j/m], - <A J G[tn])
t o2 pt

0 266 —foR Y T

The rest of the section is devoted to the proof of Theorem 2.3, using the same
techniques as in Mallein (2015b), Lemma 2.6. The first step relies on the following
observation.

. .. S
Lemma 2.4. Forn € N and t € Ry, we introduce the quantities S; ) — % and

Pt(") = ZWJ 1{5 ~ni/2y. We assume (0), and that there exists an increasing se-

quence (ny) € NN and p € [0, 00) such that
lim P& > (ni)'/?) = p. (7)
k— o0

Then limy_, oo (S"), P?)) = (¢ B, P) in law, for the Skorokhod topology on the
space of cadlag functions, where B is a Brownian motion and P an independent
Poisson process with parameter p.

This lemma implies that the two events {j—: elf(j/n),g(j/n)l, j € [n]} and
{§j < Aay, j € [n]} become asymptotically independent, which is an heuristic ex-
planation for Theorem 2.3.
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Proof. To lighten the notation, in this proof, every asymptotic behaviour written
as n — oo is implicitly considered along the subsequence (nj) that is given as a
hypothesis.

We observe that Lemma 2.4 is straightforward if p = 0. Indeed, P is an in-
creasing function, and for any ¢ € R, we have

IED(Pt(n)=0)=(1—IP’(rfl >n1/2))LmJ — 1 as n — 00.

Therefore, lim,— oo P™ = 0 in probability. Moreover, lim,_, S®W = 5B by
Donsker’s theorem. We conclude by Slutsky’s theorem that (S™, P() converges
toward (o B, 0) in law, for the Skorokhod topology.

We now assume that p > 0. Let t € R, for any A, u € R, we compute

Lnt]
E(exp(iAS +z,u,P("))) E(exp( /X1+1M1{$1>n1/2}>>

= (D~ + (¢ — VP > n'/?)w, ()",
where ®(s) = E(e"X1) and W, (s) = E(exp(is )[&1 > n'/%). Note that

E(X?1 1/2y)
1/2 . 1{&>n'/?)
E(( 1/2) &> )‘ P& > n12)

Thus by dominated convergence, we have

X1 1
lim E(( 1/2> ‘51 >n1/2> lim E(X{1, - ,12)=0.

p n—oo

Therefore, n)f—/'z conditioned to {&] > n!/?} converges to 0 in L2, hence in law. This
yields lim;,—, oo ¥, (1) = 1 for all A € R. Moreover, by (6) and (7) respectively, we

have ®(An~12) — 1 ~ —kzg—i and P(&; > n'/?) ~ B as n — o0o. As a result, we
have

. . . 2a?
nILHgOE(exp(zASt(”)+zqu”)))=eXP< 15— tp(e U)’

which proves that limn_wo(S,("), P,(")) = (o By, Py) forall t > 0.

Using this result and the independent of the increments, we obtain the finite-
dimensional distributions of (S, P™) toward (¢ B, P). By Skorohod (1957),
Theorem 5.1, the finite-dimensional distribution convergence of a random walk
in R? implies the convergence in law for the Skorokhod topology of the process
toward the associated Lévy process, concluding the proof. U

We use this convergence in law to prove the following result.

Lemma 2.5. Let (a,) € ]Rﬁ be such that lim,_, o a, = 00 and a, = o(n'/?). Un-
der assumption (0), if there exist an increasing sequence (ny) € NY and p € [0, o0]
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such that limy_, o (ay k)QIP’(f;‘ 1 > an,) = p, then for any continuous functions f < g
such that f(0) <0 < g(0), forallt >0,

2

S
lim 2% logP(—e[fo/nk) ¢Gi/no)], 2L Lje[mk])

k—o0 ng Any, ng

t 7.[20,2

=—| ———=ds —pt.
0 2(g(s) — f(s))?
Proof. Again, to simplify the notation, every asymptotic behaviour as n — 00 is
implicitly understood as along the subsequence (ny).
First note that if p = oo, then lim,,_, a,%]P’(E] > a,) = 00. As a result,

®)

X aﬁ Sj R . Sj .
timsup % log (2 € [£(j/m. g(j/m). 2 1.5 € [m])

n—oo N n
i a, Ltn] - ta?
<limsup " logP(§] < a,)"™ <loglimsup(l —P(§; > ay)) " = —oo0,
n—oo I n—00

concluding the proof in this case.

In the rest of the proof, we assume that p < co. We first prove that (8) holds
when functions f and g are constant. More precisely, given t > 0, a <0 < b and
¢ <d such that a < c and d < b, and writing I = [a, b], we first prove that

2
S S
liminf 2 n logIP’( Lin] €le,dl,~Lel, Ei<au, je [tn]>
n—-oo n ay an

9
o2

>——— —1p.
=T 2b—a2 *

To prove this result, we will divide the time interval [0, n] into O (n /a,zl) intervals
of width O (a,%). On each of these time intervals, the random walk trajectory, prop-
erly normalized, converges toward a Brownian motion. We finally use Brownian
motion estimates to bound the probability for the random walk to leave the interval
an I in any of these time intervals.

Let 0 < ¢ < % and 7 € N. For any n € N, we set r, = LTa,%j and denote
by K, = |tn]/r,] — 1. For k € [K,], we introduce the times m, y = kr, and
set my, k,+1 = [tn]. Applying the Markov property at times m, g, mu K,—1 - - -,
mp,1, and considering only trajectories that are at each time m,, x within distance
ea, from 0, we have

A\ K. -
( € [c, d] e 1§j<ay, je [m]) >, Ty, (10)

an

where we have set

m, = inf IP’;,(

|h|<eay

Srn )

S .
fga_EIaijanaJE[rn] 9
an a

n
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S S
7, = inf IP’h( 20 ele,d), 2 e 1LEj <ap, jelA n])
a

|h|<eay ay n

and A, = |tn] — K, ry,.
We now study the asymptotic behaviour of 7, as n — oco. We introduce the
rescaled trajectories, defined for s € [0, T'] by

Ss(n) = an_ISLa,%SJ and Ps(n) = ZL” SJ1{$J>“"}
We observe that the probability 7, can be rewritten as

71,,=|h‘1nf Ph(P(") S(")]<£ SWel,s<T)
<

= inf P(P{" =0,|SM +h|<e,S™ +hel,s<T),

|\h|<e

using the fact that the law of (S, P™) under Phq, and (S ™) 4+ p, P™) under P
are the same. Moreover, note that for all 2 € [0, €], we have

PP =0,8" e[—e—h,e —h], S €la—h,b—h),s <T)

>P(PY" =0, 8% e[—&,01, 8™ ela,b—e],s <T),

as [—e,0]C[—e —h,e —h] and [a,b —e] C[a — h,b — h] for all h € [0, ¢].
Similarly, for all 4 € [0, —¢], we have

PP =0,8 e[—e—h,e —h],S™ €la—h,b—h],s <T)
>P(P" =0,5" €[0,¢], S™ € a+e,bl,s <T).

Rewriting the infimum over the interval [—¢, €] as the minimum of the infimum
over the intervals [—¢, 0] and [0, €], we obtain

Tz r{nino}}P’(P}") =0,5% +5e(—&,0),8" +68¢e (@ b—e¢)sel0,T]).
e1—¢&,

By Lemma 2.4, we know that (S, p)y converges toward (o B, P), where
B is a Brownian motion and P an independent Poisson process with intensity p.
Therefore, by Portmanteau theorem, we have

lim inf 77,
n— oo

>5 1;111n P(oBr +8€(—¢,0), Pr=0,0B; € (a,b—¢),s €[0,T]).
(S
Using similar estimates, we obtain that liminf,,_, o 77, > 0.

Note that K, ~ T’—Zz as n — 00. Therefore, (10) yields

2
Sy
11m1nf—10gIP’(— € [c, d] €l,§j<ay, jc [tn])

n—-oo n an n

2
.. .ay ~ to. .
> liln_l)&f;(K" logm, + logm,) > T l}ln_l)géflognn.
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Thus, using the above estimates and the independence between P and B, we obtain
that for all 7 > 0,

2
S S;
liminfa—”logIP’(—" cled. >l el gj<ay je [m])

n—-oo n ay ay
t
> —pt+ —1 in P(oB de(—¢,0 11
>—p +T0g5€1{1§20} (0Br +68 €(—¢,0), (11)

oBs+8€(a,b—e¢),se[0,T]).

Using It6 and McKean (1974), Chapter 1.7, Problem 8, we know that for all |§| <
&, we have

1
lim —logIP’(GBT +6e€(—¢,0),0B;+8€(a,b—e),s €]0, T])
T—oo T

n’0?

T 2(b—a—e)?
Therefore, letting T — oo in (11), then ¢ — 0 yields (9).
In a second time, we prove a uniform version of (9). Let a < x < x’ < b, we
choose 0 < ¢ < w) and set N = [(x/s;x)}. We note that
S S;
inf P, (2 €le.d), L € 1.6 < ap.j € ()
helx,x'] a an

Sy Y
> min inf Pl —+he c,d,—"—l—he[, ~<a,'etn)
~ je[Nlhelx+je,x+(+1)el (a,, e, d] a §j = an. J €lin]

S S;
= mln ]P)(x—kje)an (_n € [C7d - 8]7 =L € [Cl, b— 8]’ S} = anaj € [tn]>7
J€[N] An An

using the same techniques as the ones used to bound ,,. Thus, applying (9) to let
n — 00, then letting £ — 0 we obtain

L. aﬁ . Sn SJ .
liminf — inf logPp,, | — €[c,d], — €la,bl.§; <ay, j € [tn]
a

n—>00 n helx,x’] n an
(12)
- t20? .
=T 2b—a2 *

Finally, using (12), we can tackle general continuous functions. Let f < g be
two continuous functions such that f(0) < 0 < g(0). We introduce a continuous
function & such that f <h < g and h(0) = 0. Let K € N, for k € [K] we set

I = ["K;l, "Kiz] N[0, 1], as well as

fe=sup f),  ge=infg(s) and ke =h(k/K).

sely
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We choose some large K € N and some small ¢ > 0. Applying the Markov prop-
erty at times k|n/K | for k € [K], we obtain, for all n € N large enough

S.
P(j e[fG/n).gGIm]. & <an j € [m])

1K

> ] inf }P’mn<
k

-0 [s—hi|<e

Sln/K)

hk+1‘ <e,
dn

S.
e o gal & <an,j € [n/K]).

n
Therefore, using (12), we obtain
.. a2 S . . .
liminf % logP{ —* < [f(i/n),g(j/m)].&; <an, j € [tn]
n

n—oo p

UKl p252 K|+ 1

k=0 2K(g]%_fk2)2 P K
Letting K — oo, we obtain the lower bound of (8).

The upper bound for this equation is obtained in a very similar way, replacing
inf by sup, |-| by [-] and min by max. More precisely, one can prove an analogue
of (12), by dividing the time interval [0, n] into O (n /a,zl) intervals of length O(a%),
using the Markov property and replacing infin|<ca, by SUp,eiaa,.ba,)- Then, ap-
proximating functions f and g by staircase functions and using again the Markov
property, the analogue of (12) yields the upper bound of (8). U

Z_

Finally, to prove Theorem 2.3, we observe that under its assumptions, for any
A > 0 we have lim;,_, oo a,%]P’(S 1> Aay) = x%' Using Lemma 2.5 with the increasing
sequence (n), the proof is concluded.

3 Tail of the consistent maximal displacement

We denote by @ the ancestor of the branching random walk. For any u € T, we
write wu for the parent of u, Q2 (u) for the set of children of u,

E(1) — Vu)—V(v) _ §(nu) if u# @,
s = log(ve%”e ) and §u)= {0 ifu=0.

Note that by (2), we have ]P’(§ (D) >x) <e*forany x e R,. We set
37252\ 1/3
A= ( 5 ) . (13)

In this section, we obtain upper and lower bounds for the left tail of L,, ulti-
mately obtaining the following large deviation estimate for the consistent maximal
displacement.
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Theorem 3.1. Under assumptions (1), (2), (3) and (4), we have for all ) € [0, A*]

1
lim —zlogP(Ly <an'/?) =h — 1%, (14)

n—-oon

In a first time, we prove the upper bound in Theorem 3.1, for which the assump-
tion (4) is not necessary.

Lemma 3.2. We assume (1), (2) and (3). For any A € (0, \*), we have

1
limsup —-=logP(L, < anl/3) <n—ax,
n—o00 n/

Proof. Let A € (0, A*), weset f 1+ A —A*(1 —1)!/3. For n € N, write

Yo =2 Lywy<rquymn A1 @)yl £ G mm 5 om B, jellul—11)-

lul<n
As f(0) <0and f(1) > A, we have by Markov inequality
P(L, <an'P) <P(Y, = 1) <E(Y,). (15)

Using Mallein (2017), we can compute the asymptotic behaviour of E(Y,,).
More precisely, in that article, the branching random walks that are considered are
such that (T, —V) is in the boundary case. Therefore, Mallein (2017), Lemma 3.1
yields

; 2,2
T ( _ Ld)
imopn ™ log B = s (10— [ 3 Z
7.[20,2
_ P9 a1 — l/3>
< e (70— =0 =)

< sup (f() =2 (1= =0'3)=xr-2%,
tel0,1]

as A* = %Zgﬁ by definition (13).

As a result, we conclude from (15) that
limsupn =3 log E(Y,) <A — A%,

n—oo

completing the proof. O

We now assume that (4) does not hold, and use Lemma 2.5 instead of the usual
Mogul’skii estimate to improve the upper bound in the asymptotic left tail of L,
along a well-chosen subsequence. In particular, this shows that (4) is necessary for
Theorem 3.1 to hold.
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Lemma 3.3. We assume (1), (2), (3) and limsupx_)oolef”(él > x) > 0. There
exists . > \* such that

13
lzmlnfn/ logP(L, <An'/?) <.

Proof. Let P € (0,00] and (x) € RN be such that hmn_)ooxn = oo and
hmk_moxk]P’(Sl > x;) = p. We set R =31* and n; = L(xk/R) |]. We note that

hmlnfk_>oo(nk)2/3[["(§1 > R(nx)'3) > ﬁ' Up to modifying p and extracting a
subsequence from (nj), we may assume without loss of generality that

Jim () PP(E > Row) ') = p. (16)

Let A € (0,21*) and f be a continuous increasing function that satisfies f(0) €
(—2*,0) and f(1) = A. For k € [n], we set I = [f(k/n)n'/?, An'/?] and we
denote by

Gn={ueT:|ul<n V) el &u;)<Rn' je[ul]}.
For k € [n] with k > 0, we introduce the quantities
(n) ()
X" = D0 Yauecuva<famntsy ad YW =30 16z gasy-
Ju|=k |u|=k—1
We observe that

P(L, <An'?) =P@Eu| =n:Vj € [n], V(u;) < rn'’?)
17)

n n

(n) (n) (n) (n)

5P<ij +Y" > 1) <Y EXV+Y").
j=1 j=1

Using the spinal decomposition, we have

o=V

B(x(") =B ¥

\4
A € u)l{V(u)<f(k/n)n1/3}l{nueGn})
lul=k

A

1%
=[E(e (wk)1{V(wk)<f(k/n)n]/3}1{wk—1 EGn})
</ PPy € Gy).

Simjlarly, asforany |u| =k —1, §(u) is independent of F;_1, and by (2), we have
E(ef™) = 1 for all u € T. Therefore,

E(y") = ( 3 1uea, }> (E(u) > Rn'P)

|u|=k—1

3 A 35
< e_Rnl/ E(€V(wk71)1{wk_1€Gn}) < e()»—R)nl/ Pwie_y € G,).
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Consequently, as A — R < —A* < f(¢) for any ¢ € [0, 1], (17) becomes

n
P(L, <2n'?) <23/ Em P Buy i € G,).
k=1

Let A e N, for any a € [A], we write m, = |na/A]. As f is increasing, for any

aclA—1]and k € (my, mg41] NN, we have
ef("/”)”m@(wk_l €G,) < ef((a+1)/A)nl”[@>( e Gp).

Moreover, by the spinal decomposition, (V(w;),&(w;), j € Zy) is an enriched
random walk under law . By (16), we use Lemma 2.5 to obtain forany a € [A — 1]
with a # 0,

w202 pa

——ds — —.

20— fe2 T A

This limit also trivially holds for a = 0 (with the convention 0.00 = 0). Therefore,
letting n — oo along the subsequence (ny), (17) yields

1 alA
Jim, oy oe B, € Guo == |

1
liminf ——=log P(L, < an'/3)

n—)OOn/

A—1
<liminf — logG%—‘ Z ef((a+1)/A)n1/31fD( . € G,,))
a=0

n—oo pl/3

alA 242 pa
< ;n?f)‘( (f((a + l)/A) /O —Z(A RN ds — X)

Then, letting A — oo, we obtain

1 2
1/3 s
lkmlnfn/ logP(L, < An )<t€S[l(l)pl]< f@) - / 2@ I ))2 pt). (18)

Note that if p = 0o, we can choose f : ¢+ —A*/2 4+ 21*t and A = 31*/2. In
that case, (18) allows to conclude the proof.

Thus, in the rest of the proof, we assume that p < co. For all A > A* and p > 0,
we denote by f; , the solution of

202
-2 .
(= y®) T4 withy(1) =2

Note that f; , is continuous with respect to (A, ), decreasing in u, and that
Viel0, 1],  fiot)=A—A%(1 -0/

Thus for a given p > 0, there exists A > 1* close enough to A* such that f3 ,(0) <
0. Applying (18) with this choice of A and f = f , yields

, T
Viel0, 1), Y1) =

11m1nf log]P’(L <in /3) < frp(0) <0,
n— n /

which concludes the proof. (]
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The two previous lemmas allow to bound from below the consistent maximal
displacement, showing in particular that with high probability L, > (A* — &)n'/3
for all & > 0 and n large enough. To bound L, from above, we prove that with high
probability there exists an individual staying below An!/? for n units of time, as
soon as A is large enough, using a second moment computation.

Lemma 3.4. We assume (1), (2) (3) and (4). For any A € (0, .*), we have

liminf — log (L, < An'/3) > x — 1%,

n—)OOn/

Proof. Let 1 € (0,1%),8 >0,and f:7 [0, 11— A —21*(14+8 —1)!/3. We denote
by 11" = [f(j/mn'/?, an'/] forall j € [n]. We set

= 1{V(u]>e1(") Euj)<sn'/3, jelnly’

lul=n
We compute the first two moments of Z, to bound from below P(Z,, > 0).
Using the spinal decomposition, we have

V(w,)
E(Z) =E(e 1{V(w,->e1}’”,s<wj>san1/3,je[n]})

=S OB (v (wy) e I, Ew)) <sn'/3, j e [n)).

As limy,_ 00 n2PP(E (1) > 3n1/3) = 0 by (4), Theorem 2.3 yields

liminf — 1 10gIE(Z)>f(1)— >A—A*1+8)Y3. (19

n— 2 / (A — f (S))2 B
Similarly, to compute the second moment we observe that

V)
2y _ T ¢ V)
E(Zn)—E(Zn ) w. ¢ 1{V(u,-)elj”),s(uj)ganl/3,je[n]})

|ul=n "

_ T V(wy)
=E(Zne I{V(wj)elf”),s<w,»)san1/3,je[n]})

a3
S e ]E(Znl{v(wj)ell(n)’s(wj)ssn|/3’Je[n]}).

Under the law P, Z,, can be decomposed as follows

n—1

Zn I{V(wj)el(n) é_—(wj)<8nl/’i JE[n + Z Z Zn(u),
k=0 ueQ(wg),u#wr+1

where Z, (u) =3 j=p,v>u 1 . We denote by

Vel u<sn'/, jeln)}

G =o0(wy, Q(wy), V(u),u € Q(wy,),n €N).
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Observe that conditionally on G, for any u € Q(wy) such that u # wiy1, the
subtree of the descendants of u has the law of a branching random walk starting
from V (u). Therefore, writing P, for the law of (T, V + x), for any k € [n — 1]
and u € Q2 (wg) such that u # w41, we have

E(Z"(“”g)fEV(”)( 2 e s<v,~)ssnl/3,je[n—k—1]}>

ll=n—k—1 k+j+1°
<Evw <|v|:n2—:k—1 1{V(vj)elk(i)j+l,je[n—k—l]})'
Applying spinal decomposition, for any x € R and p € [n],

— V(wn—p)
( 2 1{V<v,>e1,§’2] jeln— p]}) (e 1{V(w,)+xelf,’2j jeln— p]})

lv|=n—p
1/3_ .
Y x[P(V(w]) +xe Ipﬂ,] €[n—pl).
Let A e N, forany a € [A] we set m, = |na/A] and

\IJ;"Z\_ sup IP’(V(w,)—I—yeI( n) J,]E[I’l—ma])

ye],f{la)

Using the previous equation, for any a € [A — 1] and k € [n — 1] such that m, <
k <mgy1, we have

i 1/3 _
Y B(Ziwig) < Tw Y eV

ue (wy) ue2(wi)
UFW 4]

< e)»nl/3_V(wk)+§(wk+])lljér—lgl’A
As V(wg) = f(mg/ n)nl/3 (using the fact that f is increasing), we obtain
E(z2) < B(Vw)y) e 11", j € [n])

A—1
F e Y Ly o By () € 1, € ).
a=0

Therefore, applying Theorem 2.3 (and the fact that lIJXL’)A = 1), we have

2.2 1
T ds
li logs B(Z2) <21+ 6 —
Lriso‘ipnl/ﬁ 0gk(Z;) =20+ 2 Jo 00— f()?
+ ma < f(a/A) ot [t as )
X — a —_ T A <
aclA-1] 2 Ja+n/a (k= f(5)?
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Letting A — oo, we obtain
1
limsup —= logE(Z2) < A — A*(1 4+ 8)1/3 48 42278173, (20)

n— 00 l’ll/3

By Cauchy—Schwarz inequality, we have

E(Z,)?
1/3 en
P(L, <An'’’)>P(Z, > 0) > Bz
Thus, using (19) and (20), we obtain
1
liminf —= log P(L, < An'/3) > 1 —2*(1 4+ 8)1/3 — 5 — 227813,
n—oo pl/3

Letting § — 0 allows to conclude. U

Proof of Theorem 3.1. Using Lemmas 3.2 and 3.2, we observe that assuming that

(4), we have
. 1 1/3 *
nli)rrolomlog]P’(Lnf)»n ) =1 —A%,
which concludes the proof. U

Proof of Theorem 1.1. We now extend Theorem 3.1 to obtain the almost sure
asymptotic behaviour of L,. We first assume that (4) does not hold. By Lemma 3.3,
there exists A > A*™ and an increasing sequence (ny) € NN such that

ip 1/3
(Ln, <n/72) < o0.

k=1
. .. L,
Therefore, by Borel-Cantelli lemma, we have liminfy_, o nk,’/‘3 > A a.s. Therefore,
we conclude that
L
lim sup 1—’13 > A" a.s.,
n—oo N /

proving that (4) is necessary for the convergence in Theorem 1.1 to hold.
We assume in the rest of the proof that (4) holds. By Lemma 3.2, for any A < A*,
we have ) 0% | P(L, < n'31) < co. As a result, we have

.. . Ly «
hmmf]— > A a.s.
n—oo pl/3

by taking A — A*.
We now bound L, from above. By Lemma 3.4, for any § > 0, we have

| x 1/3
lllrglcgfmlogIP’(Ln <A*'n'’’)> -4,
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We work in the rest of the proof conditionally on the survival event S. We write
T for the subtree of T consisting of individuals having an infinite line of descent.
By Athreya and Ney (2004), Chapter 1, Theorem 12.1, Tisa supercritical Galton—
Watson process that never dies out. Applying Mallein (2017), Lemma 2.4 (Note the
integrability hypothesis (4) is weaker than Mallein (2017), Assumption (1.3), but
is enough to make the proof of Mallein (2017), Lemma 2.4 hold.) to the branching
random walk ('i‘, V), there exists a > 0 and p > 1 such that the event

A(p) ={#{lul=p:Vj < p,V(u;) < pa} > p”}

is verified a.s. for p € N large enough. Let n > 0, we set p = |nn!/3]. Applying
the Markov property at time p, we have

P(Lyyp = (W* +an)n'PlA(p)) < (1 —P(L, < 2*n'?))”".
Using the Borel-Cantelli lemma, we conclude that limsup,,_, nL173 <A*4anas.
on §. We let n — 0 to conclude the proof. U
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