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PERFECT HEDGING IN ROUGH HESTON MODELS

BY OMAR EL EUCH AND MATHIEU ROSENBAUM

École Polytechnique

Rough volatility models are known to reproduce the behavior of histor-
ical volatility data while at the same time fitting the volatility surface re-
markably well, with very few parameters. However, managing the risks of
derivatives under rough volatility can be intricate since the dynamics involve
fractional Brownian motion. We show in this paper that surprisingly enough,
explicit hedging strategies can be obtained in the case of rough Heston mod-
els. The replicating portfolios contain the underlying asset and the forward
variance curve, and lead to perfect hedging (at least theoretically). From a
probabilistic point of view, our study enables us to disentangle the infinite-
dimensional Markovian structure associated to rough volatility models.

1. Introduction. It has been recently shown in [12] that rough fractional pro-
cesses enable us to reproduce very accurately the behavior of historical volatility
time series. More precisely, the dynamic of their logarithm is quite similar to that
of a fractional Brownian motion with Hurst parameter of order 0.1. Recall that
a fractional Brownian motion WH with Hurst parameter H ∈ (0,1) can be built
from a classical two-sided Brownian motion W through the Mandelbrot–van Ness
representation:

WH
t = 1

�(H + 1/2)

∫ 0

−∞
(
(t − s)H− 1

2 − (−s)H− 1
2
)
dWs

+ 1

�(H + 1/2)

∫ t

0
(t − s)H− 1

2 dWs.

The fractional Brownian motion has Hölder regularity H − ε for any ε > 0. Hence
fractional volatility models with small Hurst parameter are referred to as rough
volatility models.

Beyond historical data modeling, rough volatility models provide excellent fits
and dynamics for the whole volatility surface,1 in particular for the at-the-money
skew, with very few scalar parameters (typically three); see [4, 11, 12]. One of
the only potential drawbacks of such models in practice is the difficulty to price
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1In fact, this has been clearly established in [4, 12] for the so-called rough Bergomi model, where

the log-volatility follows a fractional Brownian motion. However, one can show that this remains
true for other rough volatility models such as the rough Heston model introduced in [10].

3813

http://www.imstat.org/aap/
https://doi.org/10.1214/18-AAP1408
http://www.imstat.org
http://www.ams.org/mathscinet/msc/msc2010.html


3814 O. EL EUCH AND M. ROSENBAUM

and hedge derivatives with them. Indeed, although some promising approaches
have been recently introduced (see [5]), due to the non-Markovian nature of the
fractional Brownian motion, running efficient Monte-Carlo methods remains an
intricate task in the rough volatility context; see [19].

However, it is shown in [10] that in the specific case of the so-called rough Hes-
ton model, fast pricing of derivatives can be obtained. The rough Heston model of
[10] is a natural extension2 to the rough framework of the classical Heston model
of [15]. Indeed, the dynamic of the price S on a probability space (�,F,F,P) is
defined as follows:

dSt = St

√
Vt dWt,

Vt = V0 + 1

�(α)

∫ t

0
(t − u)α−1λ(θ − Vu)du

(1)

+ 1

�(α)

∫ t

0
(t − u)α−1ν

√
Vu dBu.

Here, the parameters λ, θ , V0, S0 and ν are positive, α ∈ (1/2,1) and W = ρB +√
1 − ρ2B⊥ with (B,B⊥) a two-dimensional F-Brownian motion and ρ ∈ [−1,1].

From [10], the fractional stochastic differential equation (1) admits a unique weak
solution and this solution has sample paths with Hölder regularity α − 1/2 − ε

almost surely, for any ε > 0. Note also that in the case α = 1, we retrieve the
classical Heston model. Surprisingly enough, it is proved in [10] that a semi-closed
formula à la Heston also holds for the characteristic function of the log-price in the
rough Heston model. This formula is very similar to that obtained in the classical
Heston case, except that the classical time-derivative in the Riccati equation has to
be replaced by a fractional derivative. Indeed, we have

E
[
exp

(
ia log(ST /S0)

)] = exp
(
g1(a, t) + V0g2(a, t)

)
,

where

g1(a, t) = θλ

∫ t

0
h(a, s) ds, g2(a, t) = I 1−αh(a, t),

and h is the unique continuous solution of the following fractional Riccati equa-
tion:

Dαh(a, s) = 1

2

(−a2 − ia
) + (iaρν − λ)h(a, s) + ν2

2
h2(a, s),

I 1−αh(a,0) = 0,

with I 1−α and Dα the fractional integral and derivative operators defined in Ap-
pendix A. When α = 1, this result does coincide with the classical Heston’s result.

2Actually there is no really standard definition for the rough Heston model and other versions can
be considered; see [13].
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Furthermore, efficient numerical pricing procedures for vanilla options can be eas-
ily designed from it; see [10].

Thus, the relevance of the rough Heston model is twofold: it enjoys the nice
modeling properties of rough volatility models and, as the classical Heston model,
it offers a pricing methodology which does not rely on Monte Carlo simulations.
However, the interest of having a pricing procedure is of course limited if it does
not go along with a hedging strategy. Being able to build a hedging portfolio essen-
tially means computing conditional expectations of the form Ct = E[f (ST )|Ft ],
where f is a deterministic payoff function. In the classical Heston case, the Marko-
vian structure of the model is very helpful to do it. In the rough case, this task is
much more intricate since the variance process is neither a Markov process nor a
semimartingale.

To tackle this issue, we first study the conditional laws in rough Heston models.
We actually prove a very nice stability property. Indeed, we show that conditional
on Ft , the law of the rough Heston model is still that of a rough Heston model, pro-
vided that the mean-reversion level θ is replaced by a time-dependent one. Hence
we generalize our definition of the rough Heston model, allowing for the mean-
reversion level to depend on time. Then using Hawkes processes as in [10], we are
able to compute the extended characteristic function of the log-price in generalized
rough Heston models, that is,

(2) E
[
exp

(
z log(St/S0)

)]
for z = a + ib, with b ∈ R and a in some subset of R to be defined later. From an
explicit expression of (2), we can deduce a semiclosed formula for Ct following,
for example, the approach in [7].

Our most important result is the fact that we are able to identify the relevant
state variables in rough Heston models, namely the underlying and the so-called
forward variance curve: (E[Vs+t |Ft ])0≤s≤T −t . Indeed, we show that Ct can be
written

Ct = C
(
T − t, St ,

(
E[Vs+t |Ft ])s≥0

)
,

with C() an explicit deterministic function. The above formula shows rigorously
that the hedging instruments needed with rough models are the spot price and the
forward variance curve, an idea already emphasized in [4]. Such result is also in the
spirit of the approach developed in [6]. More precisely, we show that the dynamic
of the option price satisfies

dCt = ∂SC
(
T − t, St ,

(
E[Vs+t |Ft ])s≥0

)
dSt

+ ∂V C
(
T − t, St ,

(
E[Vs+t |Ft ])s≥0

) · (
dE[Vs+t |Ft ])s≥0,

where ∂SC is the derivative of C with respect to the underlying (the so-called delta)
and ∂V C is the Fréchet derivative of C according to the forward variance curve and
∂V C · ξ denotes ∂V C applied on the curve ξ , as ∂V C is seen as a linear application.
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From this expression, we readily obtain hedging strategies in terms of underlying
and forward variance curve. Of course, in practice, one cannot really trade the
whole forward variance curve. However, approximations can be built using liquid
variance swaps or vanilla options.

Note also that using generalized rough Heston models enables us to perfectly
fit the initial forward variance curve through the time varying mean-reversion pa-
rameter. Thus, one reproduces the rough behavior observed in historical volatility
time-series, the whole implied volatility surface, including the at-the-money skew
and the forward variance curve, and has access to fast pricing and hedging meth-
ods.

The paper is organized as follows. In Section 2, we investigate conditional
laws of rough Heston models and introduce generalized rough Heston models
with time-dependent mean-reversion level. Using Hawkes processes, we derive
in Section 3 the characteristic function of the log-price in generalized rough Hes-
ton models, emphasizing the role of the forward variance curve. We also discuss
useful sufficient conditions for finite moments of the underlying price. Finally, we
design our hedging strategies in Section 4. Some proofs are relegated to Section 5
and some technical results are given in Appendices A–C.

2. Conditional laws of rough Heston models. The goal of this paper is to
understand how to price and hedge vanilla options with maturity T > 0 and payoff
f (ST ) in the rough Heston framework (1). Thus, a first step is to characterize the
law of the process (S

t0
t , V

t0
t )t≥0 = (St+t0,Vt+t0)t≥0 conditional on Ft0 , for a fixed

t0 > 0. Indeed, in order to derive the option price dynamic and to build hedging
portfolios, one needs to be able to compute E[f (ST )|Ft ], 0 ≤ t ≤ T .

To state our result on conditional laws of rough Heston models, it is convenient
to introduce a generalized version of Model (1), allowing for time-varying mean-
reversion level.

DEFINITION 2.1 (Generalized rough Heston model). On a filtered probability
space (�,F,F,P), we define a generalized rough Heston model by

dSt = St

√
Vt dWt ,

Vt = V0 + 1

�(α)

∫ t

0
(t − u)α−1λ

(
θ0(u) − Vu

)
du

(3)

+ 1

�(α)

∫ t

0
(t − u)α−1ν

√
Vu dBu.

Here, the parameters λ, S0 and ν are positive, α ∈ (1/2,1) and W = ρB +√
1 − ρ2B⊥ with (B,B⊥) a two-dimensional F-Brownian motion and ρ ∈ [−1,1].

Moreover, θ0 is a deterministic function, continuous on R∗+ satisfying

(4) ∀u > 0; θ0(u) ≥ − V0

λ�(1 − α)
u−α,
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and

(5) ∀ε > 0 ∃Kε > 0; ∀u ∈ (0,1]; ∣∣θ0(u)
∣∣ ≤ Kεu

− 1
2 −ε.

Condition (5) is a regularity condition on θ0 at zero. It is a technical one already
used in [10]. Condition (4) enables us to ensure the nonnegativity of V . Remark
that Condition (4) and Condition (5) obviously imply that V0 is nonnegative. In-
deed,

V0 ≥ −λ�(1 − α)tαθ0(t),

which goes to zero as t vanishes since α > 1/2. Note also that under these two
conditions, the fractional stochastic differential equation (3) admits a unique weak
solution; see Theorem 3.1 and associated references.

We now give our result for the conditional laws of generalized rough Heston
models [which Model (1) is a particular case of]. Let (St ,Vt )t≥0 be defined by (3).
We have the following theorem, proved in Section 5.1.

THEOREM 2.1. The law of the process (S
t0
t , V

t0
t )t≥0 = (St+t0,Vt+t0)t≥0 is that

of a generalized rough Heston model with the following dynamic:

dS
t0
t = S

t0
t

√
V

t0
t dW

t0
t , S

t0
0 = St0,

V
t0
t = Vt0 + 1

�(α)

∫ t

0
(t − u)α−1λ

(
θ t0(u) − V t0

u

)
du

+ 1

�(α)

∫ t

0
(t − u)α−1ν

√
V

t0
u dBt0

u ,

with (W
t0
t ,B

t0
t )t≥0 = (Wt0+t − Wt0,Bt0+t − Bt0)t≥0 a two-dimensional Brownian

motion with correlation ρ, independent of Ft0 and

θ t0(u) = θ0(t0 + u) + α

λ�(1 − α)

∫ t0

0
(t0 − v + u)−1−α(Vv − Vt0) dv

+ (u + t0)
−α

λ�(1 − α)
(V0 − Vt0),

which is an Ft0-measurable function continuous on R∗+ such that Conditions (4)
and (5) (where the index 0 should be replaced by t0) are satisfied.

Hence the class of generalized rough Heston models is stable with respect to
conditioning. The conditional law of a rough Heston model is still that of a rough
Heston model. The only difference is a modification in the mean-reversion level
function. In particular, when considering the usual rough Heston model (1), the
constant parameter θ becomes an Ft0 measurable function when taking conditional
law at time t0. This result will be crucial to derive hedging strategies in the rough
Heston framework, and more generally to understand the state variables associated
to rough Heston-type dynamics.
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3. Characteristic function of generalized rough Heston models. The goal
of this section is to derive the extended characteristic functions for the log-price
in the rough Heston model (3). This together with Theorem 2.1 will enable us to
derive conditional characteristic functions, leading to hedging strategies. The first
step to achieve this goal is to build a suitable sequence of processes converging to
the generalized rough Heston model of Definition 2.1. Then we will be able to do
computations on these processes (notably deriving characteristic functions), and
pass them to the limit to obtain results for generalized rough Heston models.

3.1. Generalized rough Heston models as limit of nearly unstable Hawkes pro-
cesses. In [10], a microscopic price model, based on two-dimensional Hawkes
processes, is built so that it converges in the long run after suitable rescaling to a
rough Heston log-price (with constant mean-reversion). Then, characteristic func-
tions are obtained from this result. Such method could easily be extended to obtain
a generalized rough Heston model in the limit. However, it would only enable us
to compute (2) with a = 0. This is not enough so that classical Fourier inversion
methods such as that in [7] can be rigorously applied to compute prices and hedg-
ing portfolios.

Thus, we use another approach in this section, quite similar to that of [16]. We
consider a sequence of one-dimensional Hawkes processes (NT

t )t≥0, indexed by
T > 0 going to infinity, with intensity given by

λT
t = μT +

∫ t

0
aT ϕ(t − s) dNT

s ,

where μT and aT are positive constants with aT < 1 and ϕ : R+ − {0} 
→ R+ is
integrable such that

∫ ∞
0 ϕ = 1. In [16], it is shown that provided

(6) xα
∫ ∞
x

ϕ(s) ds −→
x→∞

1

�(1 − α)
, α ∈ (1/2,1),

and

T α(1 − aT ) −→
T →∞ λ, T 1−αμT −→

T →∞ λ/ν2,

for some positive constants λ and ν, a suitably rescaled version of the intensity pro-
cess λT

t asymptotically behaves as the variance process of a rough Heston model
with constant mean-reversion parameter such as (1) and with initial variance equal
to zero. To obtain a time-dependent mean-reversion level and a nonzero starting
value in the limit, we are inspired by an idea in [10], where it is shown that a time-
dependent μT is a way to modify some parameters in the limit. More precisely, we
consider the following assumption, where f α,1 denotes the Mittag-Leffler density
function defined in Appendix A.1.
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ASSUMPTION 3.1. There exist λ, ν > 0, α ∈ (1/2,1) and V0 ≥ 0 such that
for T > 1/λ−1/α and t ≥ 0,

λT
t = μT ζT (t) +

∫ t

0
ϕT (t − s) dNT

s ,

where

aT = 1 − λT −α, μT = (
λ/ν2)

T α−1, ϕT = aT ϕ,

with ϕ = f α,1 and

ζ T (t) = V0

(
1

1 − aT

(
1 −

∫ t

0
ϕT (t − s) ds

)
−

∫ t

0
ϕT (t − u)du

)

+
∫ t

0
ϕT (t − u)θ0(u/T )du,

where θ0() satisfies the assumptions of Definition 2.1.

Note that we are working in the so-called nearly unstable case for Hawkes pro-
cesses since the L1 norm of the kernel ϕT converges to one. Furthermore, remark
that (6) is satisfied; see Appendix A.1.

REMARK 3.1. Remark that ζ T can also be written as follows:

ζ T (t) =
∫ t

0
ϕT (t − u)θ0(u/T )du

+ V0

(
T α

λ

∫ ∞
t

ϕ(s) ds + λT −α
∫ t

0
ϕ(s) ds

)
.

Therefore, using that I 1−αϕT (t) = ∫ ∞
t ϕT (see Appendix A.1), together with Con-

dition (4) we get

ζ T (t) ≥ − V0

λ�(1 − α)
T α

∫ t

0
ϕT (t − u)u−α du

+ V0

(
T α

λ

∫ ∞
t

ϕ(s) ds + λT −α
∫ t

0
ϕ(s) ds

)

= −V0

λ
T α

∫ ∞
t

ϕT (s) ds + V0

(
T α

λ

∫ ∞
t

ϕ(s) ds + λT −α
∫ t

0
ϕ(s) ds

)

= V0

(∫ ∞
t

ϕ(s) ds + λT −α
∫ t

0
ϕ(s) ds

)
.

This shows that ζ T is a nonnegative function, and thus that the intensity process
λT

t is well defined.
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We define MT
t = NT

t − ∫ t
0 λT

s ds and

XT
t = ν2 1 − aT

T αλ
NT

tT , �T
t = ν2 1 − aT

T αλ

∫ tT

0
λT

s ds,

ZT
t = ν

√
1 − aT

T αλ
MT

tT .

Conditions (4) and (5) on the function θ0 allow us to adapt the proofs in [10, 16]
in a straightforward way to obtain the following result.

THEOREM 3.1. Let t0 > 0. As T → ∞, under Assumption 3.1, the process
(�T

t ,XT
t ,ZT

t )t∈[0,t0] converges in law for the Skorokhod topology to (�,X,Z),
where:

• �t = Xt = ∫ t
0 Vs ds.

• Zt = ∫ t
0
√

Vs dBs which is a continuous martingale.
• V is the unique weak solution of the rough stochastic differential equation

Vt = V0 + 1

�(α)

∫ t

0
(t − s)α−1λ

(
θ0(s) − Vs

)
ds

+ ν

�(α)

∫ t

0
(t − s)α−1

√
Vs dBs,

where B is a Brownian motion. Furthermore, the process V is nonnegative and
has Hölder regularity α − 1/2 − ε for any ε > 0.

Theorem 3.1 will be one of the key results to obtain the extended characteristic
function of the log-price in generalized rough Heston models.

3.2. Conditions for finite moments in generalized rough Heston models. Re-
call that we aim at computing (2) with (z) �= 0. A preliminary step toward
this is to derive sufficient conditions for the finiteness of the moments of St and
exp(

∫ t
0 Vs ds) in generalized rough Heston models. To obtain such result, we use

Theorem 3.1. Let a ∈ R. First, note that

(St )
a = (S0)

a exp
(
aρ

∫ t

0

√
Vs dBs − a

2

∫ t

0
Vs ds + a

√
1 − ρ2

∫ t

0

√
Vs dB⊥

s

)
.

Consequently, we have

E
[
(St )

a] = (S0)
aE

[
exp

(
aρ

∫ t

0

√
Vs dBs + 1

2

(−a + a2(
1 − ρ2)) ∫ t

0
Vs ds

)]
.

Now define

Mt = exp
(
aρ

∫ t

0

√
Vs dBs − a2ρ2

2

∫ t

0
Vs ds

)
.
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The process Mt is a positive local martingale and actually, by Proposition B.1 in
Appendix B, a true martingale. Define the corresponding probability measure Q:

dQ

dP

∣∣∣∣
Ft

= Mt.

By the Girsanov theorem, under Q,

B
Q
t = Bt − aρ

∫ t

0

√
Vs ds

is a F-Brownian motion. Consequently, under Q, V defined in (3) is still the vari-
ance process of a generalized rough Heston model, but with different parameters:

(7)

Vt = V0 + 1

�(α)

∫ t

0
(t − u)α−1λ̃

(
θ̃0(u) − Vu

)
du

+ 1

�(α)

∫ t

0
(t − u)α−1ν

√
Vu dBQ

u ,

where

λ̃ = λ − ρνa, θ̃0(t) = λθ0(t)

λ − ρνa
,

provided that λ − ρνa > 0. Hence we obtain

(8) E
[
(St )

a] = (S0)
aEQ

[
exp

(
1

2

(−a + a2) ∫ t

0
Vs ds

)]
.

Therefore, a sufficient condition on a for

(9) EQ

[
exp

(
1

2

(−a + a2) ∫ t

0
Vs ds

)]
< ∞

will readily imply a sufficient condition for the finiteness of E[(St )
a].

We now explain how to derive such condition. Recall that from Theorem 3.1,
ν2T −2αNT

tT converges in law to
∫ t

0 Vs ds. Thus, we look first for a condition on
a ∈R for which

(10) E
[
exp

(
aν2T −2αNT

tT

)]
< ∞,

for large enough T > 0 and fixed t > 0. This is done using a population interpre-
tation of Hawkes processes; see Appendix C.1. It leads us to a sufficient condition
on a ∈ R for (9). Furthermore, we are able to compute explicitly the expectation
in (10); see Appendix C.1. Thus, we can pass to the limit as T goes to infinity
and then obtain an explicit expression for the expectation in (9). More precisely,
we have the following result whose proof is given in Section 5.2, where a0(t) is
defined for t > 0 by

a0(t) = 1

2ν2

(
λ + t−α

�(1 − α)

)2
.
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THEOREM 3.2. Let V be the variance process of the generalized rough Hes-
ton model (3). For any t > 0 and a < a0(t),

E

[
exp

(
a

∫ t

0
Vs ds

)]
< ∞

and

E

[
exp

(
a

∫ t

0
Vs ds

)]
= exp

(∫ t

0
g(a, t − s)

(
λθ0(s) + V0s

−α

�(1 − α)

)
ds

)
,

where g(a, ·) is the unique continuous solution of the following fractional Riccati
equation:

Dαg(a, s) = a − λg(a, s) + ν2

2
g(a, s)2, s ≤ t, I 1−αg(a,0) = 0.

For any 0 ≤ s ≤ t , this function satisfies

g(a, s) ≤ c

ν2

(
λ + s−α

�(1 − α)
+ ν

√
a0(s) − a

)

for some constant c > 0. Furthermore, for fixed 0 ≤ s ≤ t , a 
→ g(a, s) is nonde-
creasing and s 
→ g(a, s) is nonincreasing on [0, t] if a < 0 and nondecreasing if
a > 0.

Let St denote the price in the generalized rough Heston model of Definition 2.1.
Using (8), we obtain the following corollary on the moments of St .

COROLLARY 3.1. Let t > 0. Assume

λ − ρνa > 0, a−(t) < a < a+(t),

where

a−(t) = ν2 − 2ρνX(t) + √
�(t)

2ν2(1 − ρ2)
, a+(t) = ν2 − 2ρνX(t) − √

�(t)

2ν2(1 − ρ2)
,

with

X(t) = λ + t−α

�(1 − α)
, �(t) = 4ν2X(t)2 + ν4 − 4ρν3X(t).

Then we have

E
[
(St )

a]
< ∞.

Furthermore,

E
[
(St )

a] = (S0)
a exp

(∫ t

0
h(a, t − s)

(
λθ0(s) + V0s

−α

�(1 − α)

)
ds

)
,
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where h(a, ·) is the unique continuous solution of the following fractional Riccati
equation:

Dαh(a, s) = a2 − a

2
− (λ − ρνa)h(a, s) + ν2

2
h(a, s)2, s ≤ t,

I 1−αh(a,0) = 0.

REMARK 3.1. Note that if we formally take α = 1 in Corollary 3.1, our model
coincides with the classical Heston model. In that case, X(t) = λ and, therefore,
a− and a+ do not depend on t . Moreover, the set of a ∈ R such that

λ − ρνa > 0, a− ≤ a ≤ a+,

exactly corresponds to that of a ∈ R for which

∀t ≥ 0, E
[
(St )

a]
< ∞;

see [2] for further details on moment explosions for the classical Heston model.

PROOF OF COROLLARY 3.1. Recall that from (8),

E
[
(St )

a] = (S0)
aEQ

[
exp

(
1

2

(−a + a2) ∫ t

0
Vs ds

)]
.

From Theorem 3.2 and the fact that under Q, V follows (7), this quantity is finite
if λ − ρνa > 0 and

1

2

(−a + a2)
< ã0(t) = 1

2ν2

(
λ̃ + t−α

�(1 − α)

)2
= 1

2ν2

(
λ − ρνa + t−α

�(1 − α)

)2
.

This is equivalent to

a2ν2(
1 − ρ2) + a

(−ν2 + 2X(t)ρν
) − X(t)2 < 0.

The conditions on a ∈ R stated in Corollary 3.1 follow. Finally, the expression of
E[(St )

a] is easily obtained using (8) together with Theorem 3.2. �

3.3. Characteristic functions of generalized rough Heston models. We are
now ready to derive the characteristic functions of generalized rough Heston mod-
els. Let t > 0. We want to compute

R(z, t) = E
[
exp

(
z log(St/S0)

)]
,

where z ∈ C satisfies

(11) z = a + ib, a, b ∈ R, λ − ρνa > 0, a−(t) < a < a+(t),

where a−(t) and a+(t) are defined in Corollary 3.1. Recall that from Corollary 3.1,
(11) implies that exp(z log(St/S0)) is integrable and, therefore, R(z, t) is well de-
fined.
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Using the same computations as in the preceding sections, we get

(12) R(z, t) = EQ

[
exp

(
ibρ

∫ t

0

√
Vs dBQ

s + 1

2

(
ρ2b2 + z2 − z

) ∫ t

0
Vs ds

)]
.

As already seen, under Q, V still follows the variance process of a generalized
rough Heston model driven by the Brownian motion BQ; see (7). Thus, we need
to study

G(z, x, t) = E

[
exp

(
ix

∫ t

0

√
Vs dBs + z

∫ t

0
Vs ds

)]
,

with x ∈ R, z ∈ C such that (z) < a0(t), [a0(t) is defined in Theorem 3.2], and
V is the variance process of a generalized rough Heston model. To do so, we use
again Theorem 3.1. Indeed, (ν2T −2αNT

tT , νT −αMT
tT ) converges in law as T goes

to infinity to (
∫ t

0 Vs ds,
∫ t

0
√

Vs dBs). Computing

E
[
exp

(
ixνT −αMT

tT + zν2T −2αNT
tT

)]
and passing to the limit, we obtain the following result whose proof is given in
Section 5.3.

THEOREM 3.3. Let V be the variance process of the generalized rough Hes-
ton model (3). For any t > 0, b ∈ R and z ∈ C such that (z) < a0(t),

G(z, x, t) = exp
(∫ t

0
ξ(z, x, t − s)

(
λθ0(s) + V0s

−α

�(1 − α)

)
ds

)
,

where ξ(z, x, ·) is the unique continuous solution of the following fractional Ric-
cati equation:

Dαξ(z, x, s) = z − x2

2
+ (ixν − λ)ξ(z, x, s) + ν2

2
ξ(z, x, s)2, s ≤ t,

I 1−αξ(z, x,0) = 0.

The following corollary is readily obtained from Theorem 3.3 together with
(12).

COROLLARY 3.2. Let t > 0 and z ∈C satisfying (11). We have

R(z, t) = exp
(∫ t

0
h(z, t − s)

(
λθ0(s) + V0s

−α

�(1 − α)

)
ds

)
,

where h(z, ·) is the unique continuous solution of the following fractional Riccati
equation:

Dαh(z, s) = 1

2

(
z2 − z

) + (zρν − λ)h(z, s) + ν2

2
h(z, s)2, s ≤ t,

I 1−αh(z,0) = 0.
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3.4. Connection with the forward variance curve. We now show how the char-
acteristic function given in Corollary 3.2 can be written as a functional of the
forward variance curve (E[Vt ])t≥0. This property will be crucial in the next sec-
tion when computing hedging portfolios. We first remark that the time-dependent
parameter θ0 can be directly linked to the forward variance curve through the fol-
lowing result.

PROPOSITION 3.1. Let V be the variance process of the generalized rough
Heston model (3). For any t ≥ 0, we have

(13) E[Vt ] = V0
(
1 − Fα,λ(t)

) +
∫ t

0
f α,λ(t − s)θ0(s) ds,

where Fα,λ and f α,λ are defined in the Appendix A.1. Furthermore, θ0 can be
written as a functional of the forward variance curve as follows:

(14) λθ0(t) + V0
t−α

�(1 − α)
= DαE[Vt ] + λE[Vt ], t > 0.

PROOF. In the same way as in [16], we can show that for any t ≥ 0,

E

[∫ t

0
Vs ds

]
< ∞.

So we have that t 
→ E[Vt ] is locally integrable. Moreover, f α,λ is square-
integrable; see Appendix A.1. Thus, we obtain that for any t ≥ 0,∫ t

0
f α,λ(t − s)2E[Vs]ds < ∞.

Therefore,

E

[∫ t

0
f α,λ(t − s)

√
Vs dBs

]
= 0.

Writing the dynamic of V under the following form as in [16]:

(15) Vt = V0
(
1−Fα,λ(t)

)+∫ t

0
f α,λ(t −s)θ0(s) ds + ν

λ

∫ t

0
f α,λ(t −s)

√
Vs dBs,

we deduce (13). Now using the Fubini theorem and noting that I 1−αf α,λ = λ(1 −
Fα,λ) (see Appendix A.1), we get that for any t ≥ 0,

I 1−αE[Vt ] = V0
t1−α

(1 − α)�(1 − α)
+

∫ t

0
λ
(
1 − Fα,λ(t − s)

)(
θ0(s) − V0

)
ds.

Using Fubini again, this can be rewritten

I 1−αE[Vt ] = V0
t1−α

(1 − α)�(1 − α)
+

∫ t

0
λ
(
θ0(s) − V0

)
ds

− λ

∫ t

0

∫ s

0
f α,λ(s − u)

(
θ0(u) − V0

)
duds.
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Then from (13) we derive

I 1−αE[Vt ] = V0
t1−α

(1 − α)�(1 − α)
+

∫ t

0
λ
(
θ0(s) − V0

)
ds

− λ

∫ t

0

(
E[Vs] − V0

)
ds.

We finally obtain (14) by differentiating this last equality. �

REMARK 3.2. Assume that the forward variance curve t 
→ E[Vt ] is observed
on the market through the implied volatility surface or liquid variance swaps, and
that this curve admits a fractional derivative of order α. Then the mean-reversion
function θ0 can be chosen so that the model is consistent with this market forward
variance curve by taking

λθ0(t) = Dα(
E[V·] − V0

)
(t) + λE[Vt ].

From Corollary 3.2 together with Proposition 3.1, we can eventually write the
characteristic function of the log-price as a functional of the forward variance
curve. Thus, it indicates that the forward variance curve is a relevant state vari-
able in generalized rough Heston models. Such type of phenomena also appears
in the class of models developed in [6]. More precisely, we have the following
corollary.

COROLLARY 3.3. Let t > 0 and z ∈C satisfying (11). We have

R(z, t) = exp
(∫ t

0
χ(z, t − s)E[Vs]ds

)
,

where

χ(z, t) = 1

2

(
z2 − z

) + zρνh(z, t) + ν2

2
h(z, t)2,

with h(z, ·) the unique continuous solution of the fractional Riccati equation given
in Corollary 3.2.

Thus, characteristic functions and, therefore, conditional characteristic func-
tions of the log-price can be written in term of the forward variance curve. This
shows that this object plays the role of state variable in this infinite-dimensional
fractional setting. Actually, this result could probably be understood in a more
general framework of affine processes; see [1, 8].

PROOF OF COROLLARY 3.3. By Lemma A.2 in Appendix A, for any 0 ≤ s ≤
t ,

(16) h(z, s) =
∫ s

0

1

λ
f α,λ(s − u)χ(z,u) du.
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Moreover, from (13) together with the fact that I 1−αf α,λ = λ(1 − Fα,λ) (see Ap-
pendix A.1), we have

E[Vs] =
∫ s

0

1

λ
f α,λ(s − u)

(
λθ0(u) + V0

u−α

�(1 − α)

)
du.

Then, using the Fubini theorem, we obtain∫ t

0
χ(z, t − s)E[Vs]ds =

∫ t

0

(∫ t−s

0

1

λ
f α,λ(t − s − u)χ(z,u) du

)

×
(
λθ0(s) + V0

s−α

�(1 − α)

)
ds

and, therefore,∫ t

0
χ(z, t − s)E[Vs]ds =

∫ t

0
h(z, t − s)

(
λθ0(s) + V0

s−α

�(1 − α)

)
ds.

The result follows from Corollary 3.2. �

4. Hedging under generalized rough Heston models. We consider a gener-
alized rough Heston model with the additional assumption that ρ ≤ 0. We show
in this section how to compute explicitly hedging portfolios for vanilla options
in such model. We treat here the case of a European call option with maturity
T > 0 and strike K > 0. Nevertheless, the approach can be easily extended to
other vanilla payoffs.

It is easy to see that we can find a > 1 such that the conditions of Corollary 3.1
are satisfied for any t ≥ 0. Therefore, for any t ≥ 0,

E
[
(St )

a]
< ∞.

We define the call option price process

Ct = E
[
(ST − K)+|Ft

]
, 0 ≤ t ≤ T .

We write

Xt = log(St ), t ≥ 0

and

g(x) = e−ax(
ex − K

)
+, x ∈R.

We have g ∈ L1(R) ∩L2(R) and, therefore,

g(x) = 1

2π

∫
b∈R

ĝ(−b)eibx db,
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where ĝ ∈ L1(R) ∩ L2(R) is the Fourier transform of g. Note that we are able to
compute explicitly ĝ:

ĝ(b) = e(1−a+ib) log(K)

(ib − a)(ib − a + 1)
, b ∈ R.

We then deduce by Fubini theorem that

(17) Ct = E
[
g(XT )eaXT |Ft

] = 1

2π

∫
b∈R

ĝ(−b)P T
t (a + ib) db,

where

P T
t (a + ib) = E

[
exp

(
(a + ib)XT

)|Ft

]
.

Using the fact that conditional on Ft , S still follows a generalized rough Heston
dynamic together with Corollary 3.3, we obtain

E
[
exp

(
(a + ib) log(ST /St )|Ft

)]
= exp

(∫ T −t

0
χ(a + ib, T − t − s)E[Vs+t |Ft ]ds

)
,

where χ is defined in Corollary 3.3. Thus,

(18)

P T
t (a + ib) = exp

(
(a + ib) log(St )

+
∫ T −t

0
χ(a + ib, T − t − s)E[Vs+t |Ft ]ds

)
.

Hence, from (18), we deduce that P T
t (a + ib) is a deterministic functional of

the underlying spot price St and the forward variance curve until maturity T :
E[Vt+u|Ft ], 0 ≤ u ≤ T − t .

Let

Vα,λ =
{
ξ : R+ 
→R+, ξ(t) =

∫ t

0

s−α

λ�(1 − α)
f α,λ(t − s)θξ (s) ds,

θξ is continuous on R+
}
.

The space Vα,λ is a metric space containing

V+
α,λ = {

ξ ∈ Vα,λ, θξ > 0 and for any t > 0, θξ (t) = ξ(0) + tαλ�(1 − α)θ0
ξ (t),

θ0
ξ satisfies (5)

}
,

which is the set of all possible forward variance curves produced by general-
ized rough Heston models. Note that from the same computations as for Propo-
sition 3.1, we get the uniqueness of the function θξ for each ξ ∈ Vα,λ since we
have

θξ (t) = (
Dαξ(t) + λξ(t)

)
�(1 − α)tα, t > 0.
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We equip Vα,λ with the following complete metric:

dα,λ(ξ, ζ ) = ∥∥|θξ − θζ | ∧ 1
∥∥∞.

From (17) and (18), we get that the spot price and the forward variance curve
are the relevant state variables for the call price process. Indeed, there exists a
deterministic functional C : R+ ×R∗+ × Vα,λ 
→R such that

Ct = C
(
T − t, St ,

(
E[Vs+t |Ft ])s≥0

)
, t ∈ [0, T ],

where for any t ≥ 0, S ∈ R+ and ξ ∈ Vα,λ

(19) C(t, S, ξ) = 1

2π

∫
b∈R

ĝ(−b)L(a + ib, t, S, ξ) db,

with

L(a + ib, t, S, ξ) = exp
(
(a + ib) log(S) +

∫ t

0
χ(a + ib, t − s)ξ(s) ds

)
.

In the following proposition, proved in Section 5.4, we give some useful regularity
properties of the functional C.

PROPOSITION 4.1. Let ξ ∈ V+
α,λ, S > 0, t > 0 and assume |ρ| < 1. The func-

tion C(t, ·, ξ) defined in (19) is differentiable in S and its derivative is given by

∂SC(t, S, ξ) = 1

2π

∫
b∈R

a + ib

S
ĝ(−b)L(a + ib, t, S, ξ) db.

Moreover, the function C(t, S, ·) is differentiable in the sense of Fréchet in ξ , with
derivative such that for any ζ ∈ Vα,λ,

∂V C(t, S, ξ) · ζ

=
∫ t

0

(
1

2π

∫
b∈R

ĝ(−b)L(a + ib, t, S, ξ)χ(a + ib, t − s) db

)
ζ(s) ds.

We end this section by stating our result showing how one can build a hedging
portfolio by trading the underlying and the forward variance curve.

THEOREM 4.1. For any time t ∈ [0, T ], we have

Ct = C0 +
∫ t

0
∂SC

(
T − u,Su,E[V·+u|Fu])dSu

+
∫ t

0
∂V C

(
T − u,Su,E[V·+u|Fu]) · (

dE[V·+u|Fu]),
where

∂V C
(
T − u,Su,E[V·+u|Fu]) · (

dE[V·+u|Fu])
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denotes ∫ T −u

0

(
1

2π

∫
b∈R

ĝ(−b)L
(
a + ib, T − u,Su,E[V·+u|Fu])

× χ(a + ib, T − u − s) db

)
dE[Vs+u|Fu]ds,

with dE[Vx |Fu] the Itô differential at time u of the martingale Mu = E[Vx |Fu],
u ≤ x.

REMARK 4.1. Using (15), we show that

dE[Vs+u|Fu] = 1

λ
f α,λ(s)ν

√
Vu dBu.

The proof of Theorem 4.1 is given in Section 5.5. This result shows that in an
idealistic setting where the underlying asset and the forward variance curve can
be traded (in continuous time), perfect replication can be obtained in generalized
rough Heston models. Of course, in practice, this strategy will be discretized and
one will use liquid variance swaps or European options instead of the forward
variance curve.

REMARK 4.2. It is interesting to remark that the price function C(t, S, ξ) is
solution of a Feynman–Kac-type partial differential equation. Let us define the
following derivative according to time t > 0:

∂tC(t, S, ξ) = lim
ε→0+

1

ε

(
C(t − ε, S, ξε+·) − C(t, S, ξ)

)
.

We easily have that L(a + ib, t, S, ξ) is solution of the following infinite-
dimensional PDE:

0 = ∂tL + 1

2
(S

√
ξ0)

2∂2
SL + 1

2
(ν

√
ξ0)∂

2
V L ·

(
1

λ
f α,λ,

1

λ
f α,λ

)

+ ρ(S
√

ξ0)(ν
√

ξ0)∂
2
S,V L ·

(
1

λ
f α,λ

)
,

with the initial condition L(a + ib,0, S, ξ) = Sa+ib.
As in Proposition 4.1, we can show that C is twice differentiable in S and in V

(in the sense of Fréchet for V ), and that ∂tC is well defined. So we can deduce that
C satisfies the same PDE:

0 = ∂tC + 1

2
(S

√
ξ0)

2∂2
SC + 1

2
(ν

√
ξ0)∂

2
V C ·

(
1

λ
f α,λ,

1

λ
f α,λ

)

+ ρ(S
√

ξ0)(ν
√

ξ0)∂
2
S,V C ·

(
1

λ
f α,λ

)
,

with the initial condition C(0, S, ξ) = (S − K)+.
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Note that ∂2
V C · ( 1

λ
f α,λ, 1

λ
f α,λ) [resp. ∂2

S,V C · ( 1
λ
f α,λ)] is the second Fréchet

derivative of C (resp., the first Fréchet derivative of ∂SC) applied on ( 1
λ
f α,λ, 1

λ
f α,λ)

(resp., 1
λ
f α,λ) which is well defined even though 1

λ
f α,λ does not belong to the

metric space Vα,λ.

5. Proofs. The notion of fractional integrals and derivatives are heavily used
in the proofs. Notation, definitions and useful results related to them are given in
Appendix A.

5.1. Proof of Theorem 2.1.

Finding the dynamic of V
t0
t conditional on Ft0 . Using the stochastic Fubini

theorem, we can show that I 1−αV is a semimartingale and for t > 0,

(
I 1−αV

)
t = V0

∫ t

0

s−α

�(1 − α)
ds +

∫ t

0
λ
(
θ0(s) − Vs

)
ds +

∫ t

0
ν
√

Vs dBs.

Therefore,

1

�(1 − α)

∫ t+t0

0
(t + t0 − u)−αVu du

is equal to

1

�(1 − α)

∫ t0

0
(t0 − u)−αVu du + V0

∫ t+t0

t0

1

�(1 − α)
u−α du

+
∫ t+t0

t0

λ
(
θ0(u) − Vu

)
du +

∫ t+t0

t0

ν
√

Vu dBu.

Using a change of variable, this can be written

1

�(1 − α)

∫ t0

0
(t0 − u)−αVu du + V0

∫ t

0

1

�(1 − α)
(t0 + u)−α du

+
∫ t

0
λ
(
θ0(u + t0) − V t0

u

)
du +

∫ t

0
ν

√
V

t0
u dBt0

u ,

where (B
t0
t )t≥0 = (Bt+t0 − Bt0)t≥0 is a Brownian motion independent of Ft0 .

Moreover, remarking that

I 1−αV
t0
t = 1

�(1 − α)

∫ t

0
(t − u)−αV t0

u du = 1

�(1 − α)

∫ t+t0

t0

(t + t0 − u)−αVu du

is equal to

1

�(1 − α)

∫ t+t0

0
(t + t0 − u)−αVu du − 1

�(1 − α)

∫ t0

0
(t + t0 − u)−αVu du
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and that

1

�(1 − α)

(
(t0 − u)−α − (t + t0 − u)−α) = α

�(1 − α)

∫ t

0
(t0 − u + v)−1−α dv,

we derive

I 1−αV
t0
t = α

�(1 − α)

∫ t0

0

∫ t

0
(t0 − u + v)−1−α dvVu du

+
∫ t

0

1

�(1 − α)
(t0 + u)−α duV0

+
∫ t

0
λ
(
θ0(u + t0) − V t0

u

)
du +

∫ t

0
ν

√
V

t0
u dBt0

u .

This can be written as follows:

(20) Vt0

t1−α

(1 − α)�(1 − α)
+

∫ t

0
λ
(
θ t0(u) − V t0

u

)
du +

∫ t

0
ν

√
V

t0
u dBt0

u ,

with (θ t0(u))u≥0 a function which is Ft0 measurable and defined by

θ t0(u) = θ0(t0 + u) + α

λ�(1 − α)

∫ t0

0
(t0 − v + u)−1−α(Vv − Vt0) dv

+ (u + t0)
−α

λ�(1 − α)
(V0 − Vt0).

Properties of θ t0 . It is clear that θ t0 is continuous on R∗+. Moreover it is easy
to see that for any u > 0:

θ t0(u) = θ0(t0 + u) + α

λ�(1 − α)

∫ t0

0
(t0 − v + u)−1−αVv dv

+ 1

λ�(1 − α)

(
V0(u + t0)

−α − Vt0u
−α)

.

Since V is a nonnegative process and θ0 satisfies (4), we obtain that θ t0 also satis-
fies (4). Finally, for fixed ε > 0, V being α − 1/2 − ε Hölder continuous, there ex-
ists for almost each ω ∈ � a positive constant cε(ω) such that for any x, y ∈ [0, t0]:

|Vx − Vy | ≤ cε(ω)|x − y|α−1/2−ε.

Thus, by integration by parts, we obtain for any u ∈ (0, t0]∣∣∣∣
∫ t0

0
(t0 − v + u)−1−α(Vv − Vt0) dv

∣∣∣∣
≤ cε(ω)

∫ t0

0
(t0 − v + u)−1−α(t0 − v)α−1/2−ε dv
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= cε(ω)u−1/2−ε
∫ t0/u

0
(x + 1)−1−αxα−1/2−εdx

≤ cε(ω)u−1/2−ε
∫ ∞

0
(x + 1)−1−αxα−1/2−εdx.

Thus, θ t0 satisfies Condition (5) almost surely.

End of the proof. We complete the proof noting that from (20) and the stochas-
tic Fubini theorem we have that∫ t

0
V t0

s ds = 1

�(α)

∫ t

0
(t − s)α−1I 1−αV t0

s ds

is equal to

Vt0 t + 1

�(α)

∫ t

0

∫ s

0
(s − u)α−1λ

(
θ t0(u) − V t0

u

)
duds

+ 1

�(α)

∫ t

0

∫ s

0
(s − u)α−1ν

√
V

t0
u dBt0

u ds.

Hence by differentiating the previous equality, we conclude that the dynamic of
(St0,V t0) is given by

S
t0
t = St0 exp

(∫ t

0

√
V

t0
u dWt0

u − 1

2

∫ t

0
V t0

u du

)
,

V
t0
t = Vt0 + 1

�(α)

∫ t

0
(t − u)α−1λ

(
θ t0(u) − V t0

u

)
du

+ 1

�(α)

∫ t

0
(t − u)α−1ν

√
V

t0
u dBt0

u ,

where (W
t0
t )t≥0 = (Wt+t0 − Wt0)t≥0 is a Brownian motion independent of Ft0 and

with correlation ρ with Bt0 .

5.2. Proof of Theorem 3.2. We work here with the sequence of Hawkes pro-
cesses NT defined in Section 3.1 such that the intensities satisfy Assumption 3.1.
Recall that for t ≥ 0, from Theorem 3.1, ν2T −2αNT

tT , converges in law as T goes
to infinity to ∫ t

0
Vs ds,

where V is solution of the fractional stochastic differential equation (3). A key step
for the proof of Theorem 3.2 is to show that for suitable a ∈ R,

(21) E
[
exp

(
aν2T −2αNT

tT

)] −→
T →∞ E

[
exp

(
a

∫ t

0
Vs ds

)]
.
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Applying (31) in Appendix C.1 on the Hawkes process NT , we write

E
[
exp

(
aν2T −2αNT

tT

)] = exp
(∫ t

0
λζT (

T (t − s)
)
gT (a, s) ds

)
,

with

gT (a, t) = ν−2T α(
exp

(
aν2T −2α)

E
[
exp

(
aν2T −2αN

f,T
tT

)] − 1
)
,

where Nf,T is the Hawkes process of children cluster (with migrant rate ϕT and
kernel ϕT ); see Appendix C.1 for details. Moreover, from Lemma A.5, λζT (T s)

converges pointwise as T goes to infinity to

λθ0(s) + V0s
−α

�(1 − α)
, 0 < s ≤ t.

Therefore, it is left to study the convergence of the function gT .

Uniform boundedness of gT . From now on, c denotes a positive constant that
may vary from line to line.

From (30) in the Appendix C, for each t > 0,

(22) gT (a, t) < ∞
provided

aν2T −2α ≤
∫ tT

0
ϕT − 1 − log

(∫ tT

0
ϕT

)
.

Moreover note that

T 2α

(∫ tT

0
ϕT − 1 − log

(∫ tT

0
ϕT

))
∼

T →∞
T 2α

2

(
1 −

∫ tT

0
ϕT

)2
.

Using ϕT = (1 − λT −α)f α,1 and
∫ ∞

0 f α,1 = 1, we obtain

T 2α

(∫ tT

0
ϕT − 1 − log

(∫ tT

0
ϕT

))
∼

T →∞
T 2α

2

(∫ ∞
tT

f α,1 + λT −α
∫ tT

0
f α,1

)2
,

which converges to

1

2

(
λ + t−α

�(1 − α)

)2
,

thanks to Appendix A.1. Thus, Property (22) is satisfied for large enough T >

T0(a, t, λ, ν) and a < a0(t) with

a0(t) = 1

2ν2

(
λ + t−α

�(1 − α)

)2
.
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Furthermore, as Nf,T ≤ N∞,T (which is the Galton–Watson process defined in
the Appendix C.2), using (34) in Appendix C.2, we obtain

E
[
exp

(
aν2T −2αN

f,T
tT

)] ≤ ∑
n≥0

νT (t)ne−νT (t)(n+1)

n! (n + 1)n−1eaν2T −2αn,

with νT (t) = ∫ tT
0 ϕT . It is also easy to see from (34) [by taking a = 0 and ν = 1 in

(34)] that

1 = ∑
n≥0

e−(n+1)

n! (n + 1)n−1.

Consequently, we obtain

gT (a, t) ≤ ν−2T α
∑
n≥0

e−(n+1)

n! (n + 1)n−1

× (
νT (t)ne(1−νT (t))(n+1)eaν2T −2α(n+1) − 1

)
= 1

ν2νT (t)
T α

∑
n≥0

e−(n+1)

n! (n + 1)n−1(
exT (t)(n+1) − νT (t)

)
,

where

xT (t) = 1 − νT (t) + log
(
νT (t)

) + aν2T −2α,

which is nonpositive for T > T0(a, t, λ, ν). Therefore,

gT (a, t) ≤ 1

ν2νT (t)
T α(

1 − νT (t)
)
.

Assume now a ≤ 0, we use again Nf,T ≤ N∞,T and (34) to get

ν−2T α
∑
n≥0

e−(n+1)

n! (n + 1)n−1(
exT (t)(n+1) − 1

) ≤ gT (a, t) ≤ 0.

By the Stirling formula,

e−(n+1)

n! (n + 1)n−1 ∼
n→∞

1√
2π(n + 1)3

.

Thus,

−c
1

ν2νT (t)
T α

∑
n≥0

1

(n + 1)3/2

(
1 − exT (t)(n+1)) ≤ gT (a, t) ≤ 0.

We deduce from Lemma A.7 that

− c

ν2νT (t)

√
−T 2αxT (t) ≤ gT (a, t) ≤ 0.
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Therefore, for any a < a0(t),∣∣gT (a, t)
∣∣ ≤ c

1

ν2νT (t)

(
T α(

1 − νT (t)
) +

√
−T 2αxT (t)

)
.

Finally, note that

T α(
1 − νT (t)

) → λ + t−α

�(1 − α)

and

T 2αxT (t) → ν2(
a0(t) − a

)
,

as T goes to infinity. Eventually,

(23) lim sup
T →∞

∣∣gT (a, t)
∣∣ ≤ cν−2

(
λ + t−α

�(1 − α)
+ ν

√(
a0(t) − a

))
.

Uniform convergence of gT . We now fix t0 > 0 and a < a0(t0). The function
t 
→ gT (a, t) being monotone and such that gT (a,0) = 0, we have that for any
0 ≤ t ≤ t0, ∣∣gT (a, t)

∣∣ ≤ ∣∣gT (a, t0)
∣∣.

Moreover, from the previous section, there exists T0(t0, a, λ, ν) > 0 such that

sup
T ≥T0

∣∣gT (a, t0)
∣∣ < ∞.

Hence, gT (a, ·) is uniformly bounded in 0 ≤ t ≤ t0 and T ≥ T0. We now assume
that T ≥ T0.

Applying (31) in Appendix C.1 on the Hawkes process Nf,T , we obtain that for
any t ∈ [0, t0],

ν2T −αgT (a, t) + 1 = exp
(
ν2T −2αa + ν2T 1−α

∫ t

0
ϕT (T s)gT (a, t − s) ds

)
.

By taking the logarithm of the previous expression, we write

ν2T −2αa + ν2T 1−α
∫ t

0
ϕT (T s)gT (a, t − s) ds

= ν2T −αgT (a, t) − ν4

2
T −2αgT (a, t)2 − εT

1 (t),

where |T 3αεT
1 | is uniformly bounded in t ∈ [0, t0] and T ≥ T0. Hence

gT (a, t) = T

∫ t

0
ϕT (T s)gT (a, t − s) ds + aT −α

+ ν2

2
T −αgT (a, t)2 + T α

ν2 εT
1 (t).
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Thanks to Lemma A.1,

gT (a, t) = aT 1−α
∫ t

0
ψT (T s) ds

+ ν2

2
T 1−α

∫ t

0
ψT (T s)gT (a, t − s)2 ds + εT

2 (t),

where

εT
2 (t) = aT −α + ν2

2
T −αgT (a, t)2 + T α

ν2 εT
1 (t)

+ T α+1

ν2

∫ t

0
ψT (T s)εT

1 (t − s) ds

and ψT = ∑
k≥1(ϕ

T )∗k .3 Note that T αεT
2 is uniformly bounded in t ∈ [0, t0] and

T ≥ T0. Recall also that using Laplace transform computations as in [16], we get

(24) λT 1−αψT (T t) = aT f α,λ(t).

Thus,

gT (a, t) =
∫ t

0

1

λ
f α,λ(t − s)

(
a + ν2

2
gT (a, s)2

)
ds + εT (t),

with εT (t) = εT
2 (t)−T −α

∫ t
0 f α,λ(t −s)(a+ ν2

2 gT (a, s)2) ds. As done in the proof
of Proposition 6.5 in [10], using that T αεT and gT (a, ·) are uniformly bounded
in t ∈ [0, t0] and T ≥ T0, together with Lemma A.3, we deduce that gT (a, ·) is a
Cauchy sequence on C([0, t0],R). Therefore, it converges to a continuous function
g(a, ·) solution of the following equation:

g(a, t) =
∫ t

0

1

λ
f α,λ(t − s)

(
a + ν2

2
g(a, s)2

)
ds.

By Lemma A.2, it is equivalent to the fractional Riccati equation

Dαg(a, t) = a − λg(a, t) + ν2

2
g(a, t)2, I 1−αg(a,0) = 0,

which admits a unique continuous solution (the uniqueness being an obvious corol-
lary of Lemma A.3). Finally remark that from (23)

∣∣g(a, t)
∣∣ ≤ c

ν2

(
λ + t−α

�(1 − α)
+ ν

√
a0(t) − a

)
.

3Recall that (ϕT )∗1 = ϕ and (ϕT )∗k(t) = ∫ t
0 ϕ(t − s) · (ϕT )∗k−1(s) ds.
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REMARK 5.1. Note that for a ≥ 0, t 
→ g(−a, t) is nonincreasing and since
g(−a,0) = 0, we obtain the following inequality:

g(−a, t) =
∫ t

0

1

λ
f α,λ(t − s)

(
a + ν2

2
g(−a, s)2

)
ds

≤ 1

λ
Fα,λ(t)

(
−a + ν2

2
g(−a, t)2

)
.

From this inequality, we get for t > 0

g(−a, t) ≤ 1 −
√

1 + 2ν2a
λ2 Fα,λ(t)2

ν2

λ
Fα,λ(t)

.

End of the proof. We know that for any t ∈ [0, t0] and for fixed a < a0(t0),

E
[
exp

(
aν2T −2αNT

tT

)] = exp
(∫ t

0
λζT (

T (t − s)
)
gT (a, s) ds

)
.

Then, from the uniform convergence of gT (a, ·) to g(a, ·) together with Lem-
ma A.4, Lemma A.5 and the dominated convergence theorem, we obtain

E
[
exp

(
aν2T −2αNT

tT

)] → exp
(∫ t

0
g(a, t − s)

(
λθ0(s) + V0s

−α

�(1 − α)

)
ds

)

as T goes to infinity. By the Fatou lemma, we deduce

E

[
exp

(
a

∫ t

0
Vs ds

)]
< ∞.

We complete the proof by showing (21). The case a ≤ 0 being obvious, we assume
that 0 < a < a0(t0). Let ε > 0 such that a(1 + ε) < a0(t0). From the computations
above, there exists T0(t, a, λ, ν, ε) such that

sup
T ≥T0

E
[
exp

(
a(1 + ε)ν2T −2αNT

tT

)]
< ∞.

Therefore, (exp(aν2T −2αNT
tT ))T ≥T0 is uniformly integrable and we conclude that

E
[
exp

(
aν2T −2αNT

tT

)] → E

[
exp

(
a

∫ t

0
Vs ds

)]
.

This completes the proof of Theorem 3.2.

5.3. Proof of Theorem 3.3. In this section, we place ourselves in the frame-
work of generalized rough Heston models (3) and compute for 0 ≤ t ≤ t0,

G(z, x, t) = E

[
exp

(
z

∫ t

0
Vs ds + ix

∫ t

0

√
Vs dBs

)]
,
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with x ∈ R and z ∈ C such that (z) < a0(t) [a0(t) is defined in Theorem 3.2]. It
has been shown in the proof of Theorem 3.2 that there exists T0 > 0 such that

exp
(
zν2T −2αNT

tT + ixνT −αMT
tT

)
is uniformly integrable for fixed t and T ≥ T0. We have that

(25) E
[
exp

(
zν2T −2αNT

tT + ixνT −αMT
tT

)]
is equal to

E

[
exp

((
zν2T −2α + ixνT −α)

NT
tT − ixνT −α

∫ tT

0

∫ s

0
ϕT (s − u)dNT

u ds

− ixνT −αμT

∫ tT

0
ζ T (s) ds

)]
.

Let

f T (t) = zν2T −2α + ixνT −α − ixνT −α
∫ t

0
ϕT (s) ds.

Using the Fubini theorem, we get that (25) is also equal to

E

[
exp

(∫ tT

0
f T (tT − s) dNT

s − ix
λ

ν

∫ t

0
ζ T (sT ) ds

)]
.

Hence we deduce from Lemma A.4 and Lemma A.5 that

G(z, x, t) = lim
T →∞E

[
exp

(
zν2T −2αNT

tT + ixνT −αMT
tT

)]

= exp
(
− ix

ν

∫ t

0
λθ0(s) + V0s

−α

�(1 − α)
ds

)

× lim
T →∞E

[
exp

(∫ tT

0
f T (tT − s) dNT

s

)]
.

Passing to the limit. Applying (35) in Appendix C.3 on the Hawkes process
NT with the function f T , we have that for large enough T ,

exp
(∫ tT

0
f T (tT − s) dNT

s

)

is integrable and

E

[
exp

(∫ tT

0
f T (tT − s) dNT

s

)]
= exp

(∫ t

0
λζT (

T (t − s)
)
kT (z, x, s) ds

)
,

where

kT (z, x, t) = 1

ν2 T α(
ef T (tT )E

[
e

∫ tT
0 f T (tT −u)dN

f,T
u

] − 1
)
.
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Furthermore, from Lemma A.5, λζT (T s) converges pointwise as T tends to infin-
ity to

λθ0(s) + V0s
−α

�(1 − α)
, s ≤ t.

As in Section 5.2, we show the uniform boundedness of kT and then its uniform
convergence.

Uniform boundedness of kT . We start by noting that for t ∈ [0, t0],∣∣kT (z, x, t)
∣∣ ≤ 1

ν2 T α(∣∣ef T (tT )E
[
e

∫ tT
0 f T (tT −u)dN

f,T
u

]
− ei�[f T (tT )]E

[
e

∫ tT
0 i�[f T (tT −u)]dN

f,T
u

]∣∣
+ ∣∣ei�[f T (tT )]E

[
e

∫ tT
0 i�[f T (tT −u)]dN

f,T
u

] − 1
∣∣).

Using that [f T ] = (z)ν2T −2α together with the following inequality,∣∣ef T (tT )E
[
e

∫ tT
0 f T (tT −u)dN

f,T
u

] − ei�[f T (tT )]E
[
e

∫ tT
0 i�[f T (tT −u)]dN

f,T
u

]∣∣
≤ ∣∣e[f T (tT )]E

[
e

∫ tT
0 [f T (tT −u)]dN

f,T
u

] − 1
∣∣,

we derive ∣∣kT (z, x, t)
∣∣ ≤ ∣∣kT ((z),0, t

)∣∣ + ∣∣kT (
i�(z), x, t

)∣∣.
In Section 5.2, we have already shown that kT ((z),0, t) is uniformly bounded
in t ∈ [0, t0], for large enough T . It is now left to show the uniform boundedness
of kT (i�(z), x, t). So now we take z = ia where a ∈ R. First, remark that f T

becomes

f T (t) = iaν2T −2α + ixνT −α

(
1 −

∫ t

0
ϕT (s) ds

)

= i
(
aν2 + xνλ

)
T −2α + ixνT −α

∫ ∞
t

ϕT (s) ds.

We write

X̃T
t = f T (tT ) +

∫ tT

0
f T (tT − s) dNf,T

s .

It is easy to see that ∣∣f T (tT )
∣∣ ≤ |a|ν2T −2α + |x|νT −α.

Furthermore,

E

[∫ tT

0
f T (tT − s) dNf,T

s

]
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is equal to

T −2αi
(
aν2 + λxν

) ∫ tT

0
E

[
λf,T

s

]
ds + ixνT −α

∫ tT

0

(∫ ∞
tT −s

ϕT (u) du

)
E

[
λf,T

s

]
ds,

where λf,T is the intensity of the cluster of children Hawkes process Nf,T ; see
Appendix C.1. We recall its definition:

λf,T
u = ϕT (u) +

∫ u

0
ϕT (u − s) dNf,T

s .

Using Lemma A.1, we know that

λf,T
u = ψT (u) +

∫ u

0
ψT (u − s) dMf,T

s ,

where Mf,T = Nf,T − ∫ ·
0 λ

f,T
s ds is the martingale associated to Nf,T . Thanks to

(24), we obtain

E
[
λ

f,T
tT

] = aT f α,λ(t)

λ
T α−1.

Therefore,
∫ tT

0
E

[
λf,T

s

]
ds ≤ Fα,λ(t)

λ
T α ≤ Fα,λ(t0)

λ
T α ≤ cT α.

Moreover, using that y ∈ R+ → yα
∫ ∞
y ϕT is uniformly bounded in y and T and

I 1−αf α,λ = λ(1 − Fα,λ) (see Appendix A.1), we obtain

T

∫ t

0

∫ ∞
T (t−s)

ϕT (u) duE
[
λ

f,T
sT

]
ds ≤ c

λ

∫ t

0
(t − s)−αf α,λ(s) ds ≤ c.

We deduce then that ∣∣E[
X̃T

t

]∣∣ ≤ cT −α(|a|ν2 + |x|ν)
.

Using that there exists c > 0 such that for any y ∈ R,∣∣eiy − 1 − iy
∣∣ ≤ cy2,

we get

∣∣E[
eX̃T

t − 1
]∣∣ ≤ c

(∣∣E[
X̃T

t

]∣∣ +E
[∣∣X̃T

t

∣∣2])
.

We have

E
[∣∣X̃T

t

∣∣2] ≤ 2
∣∣f T (t)

∣∣2 + 2E
[∣∣∣∣

∫ tT

0
f T (tT − s) dNf,T

s

∣∣∣∣2
]
,
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and

E

[∣∣∣∣
∫ tT

0
f T (tT − s) dNf,T

s

∣∣∣∣2
]

≤ 2
(
E

[∣∣∣∣
∫ tT

0
f T (tT − s) dMf,T

s

∣∣∣∣2
]

+E

[∣∣∣∣
∫ tT

0
f T (tT − s)λf,T

s ds

∣∣∣∣2
])

.

Since 〈Mf,T ,Mf,T 〉 = ∫ ·
0 λf,T (s) ds, we obtain

E

[∣∣∣∣
∫ tT

0
f T (tT − s) dMf,T

s

∣∣∣∣2
]

= E

[∫ tT

0

∣∣f T (tT − s)
∣∣2λf,T

s ds

]

≤ cT −α(|a|ν2 + |x|ν)2
.

Using the Fubini theorem, we derive∫ tT

0
f T (tT − s)λf,T

s ds =
∫ tT

0
f T (tT − s)ψT (s) ds

+
∫ tT

0

∫ tT −s

0
f T (tT − s − u)ψT (u)dudMf,T

s .

Therefore,

E

[∣∣∣∣
∫ tT

0
f T (tT − s)λf,T

s ds

∣∣∣∣2
]

≤ 2
∣∣∣∣
∫ tT

0
f T (tT − s)ψT (s) ds

∣∣∣∣2

+ 2
∫ tT

0

∣∣∣∣
∫ tT −s

0
f T (tT − s − u)ψT (u)du

∣∣∣∣2E[
λf,T

s

]
ds

≤ c
(|a|ν2 + |x|ν)2

T −2α

(
1 +

∫ tT

0
E

[
λf,T

s

]
ds

)

≤ c
(|a|ν2 + |x|ν)2

T −α.

We eventually deduce

∣∣kT (ia, x, t)
∣∣ ≤ c

ν2

(
c(a, x) + c(a, x)2)

, c(a, x) = ν2|a| + ν|x|.

End of the proof. Using the same computations as in Section 5.2, we show that
for fixed z ∈ C and x ∈R such that (z) < a0(t0), kT (z, x, ·) is a Cauchy sequence
in C([0, t0],C) and therefore converges uniformly to k(z, x, ·) solution of

k(z, x, t) = ix
1

ν
+

∫ t

0

1

λ
f α,λ(t − s)

(
z + ν2

2
k(z, x, t)2

)
ds.
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Therefore, we deduce

G(z, x, t) = exp
(∫ t

0
ξ(z, x, t − s)

(
λθ0(s) + V0s

−α

�(1 − α)

)
ds

)
,

where ξ(z, x, t) = k(z, x, t) − ix/ν, which is solution of the following equation:

ξ(z, x, t) =
∫ t

0

1

λ
f α,λ(t − s)

(
z − x2

2
+ ibνξ(z, x, s) + ν2

2
ξ(z, x, s)2

)
ds.

By Lemma A.2, this is equivalent to the following fractional Riccati equation:

Dαξ(z, x, t) = z − x2

2
+ (ixν − λ)ξ(z, x, t) + ν2

2
ξ(z, x, t)2,

I 1−αξ(z, x,0) = 0.

We end this section with the following remarks which will be useful in the proof
of Proposition 4.1.

REMARK 5.2. From the definition of kT ,

(
kT (z, x, t)

) ≤ kT ((z),0, t
)
.

Passing to the limit as T goes to infinity, we get

(
ξ(z, x, t)

) ≤ ξ
((z),0, t

) = g
((z), t

)
,

with g defined in Theorem 3.2.

REMARK 5.3. From the proof of uniform boundedness of kT and using the
inequality for g in Theorem 3.2, we get that for any t ∈ [0, t0],∣∣ξ(z, x, t)

∣∣ ≤ c
(
1 +

√∣∣(z)
∣∣ + �(z)2 + x2)

,

where c is a positive constant, x ∈ R and z ∈ C such that (z) < a0(t0).

5.4. Proof of Proposition 4.1. We fix S > 0, t > 0, ξ ∈ V+
α,λ and a > 1 such

that E[(St )
a] < ∞. Using the same computations as in the proof of Corollary 3.3,

we get

L(a + ib, t, S, ξ) = exp
(
(a + ib) log(S)

+
∫ t

0

s−α

�(1 − α)
h(a + ib, t − s)θξ (s) ds

)
,

where h is the unique continuous solution of the fractional Riccati equation in
Corollary 3.2. Moreover, thanks to Remark 5.2, we have that for any t > 0 and
b ∈ R,

(
h(a + ib, s)

) ≤ q(b, s), s ≤ t,
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where q(b, ·) is the unique continuous solution of the following fractional Riccati
equation:

Dαq(b, s) = a2 − a

2
− (

1 − ρ2)b2

2
− (λ − ρνa)q(b, s) + ν2

2
q(b, s)2, s ≤ t,

I 1−αq(b,0) = 0.

Note also that for large |b|, a2−a
2 − (1 − ρ2)b2

2 is negative and, therefore, using
Remark 5.1,

q(b, s) ≤ M(b, s) =
1 −

√
1 + ν2 (1−ρ2)b2−(a2−a)

(λ−ρνa)2 Fα,λ−ρνa(s)2

ν2

λ−ρνa
Fα,λ−ρνa(s)

, s ≤ t.

By the dominated convergence theorem, we have

∫ t

0

s−α

�(1 − α)
M(b, t − s)θξ (s) ds ∼

b→∞ −|b|
√

1 − ρ2

ν

∫ t

0

s−α

�(1 − α)
θξ (s) ds.

Consequently, there exists c(t, ξ) > 0 such that for any b ∈ R,∣∣L(a + ib, t, S, ξ)
∣∣ ≤ Sa exp

(−c(t, ξ)
(−1 + |b|)).

Moreover, it is easy to see that for any b ∈ R, L(a + ib, t, ·, ξ) is differentiable in
S and that

∂SL(a + ib, t, S, ξ) = a + ib

S
L(a + ib, t, S, ξ).

Using (17) together with the dominated convergence theorem, we conclude that C

is differentiable in the first variable S and that

∂SC(t, S, ξ) = 1

2π

∫
b∈R

ĝ(−b)
a + ib

S
L(a + ib, t, S, ξ) db.

Now let ζ ∈ Vα,λ and ε0 > 0 such that θξ (s) − ε0|θζ (s)| > 0 for any s ∈ [0, t]. We
have that for any ε �= 0, ε ∈ (−ε0, ε0),

(26)
1

ε

∣∣L(a + ib, t, S, ξ + εζ ) − L(a + ib, t, S, ξ)
∣∣

is equal to

Sa exp
(∫ t

0

s−α

�(1 − α)
(

h(a + ib, t − s)
)(

θξ (s) − ε
∣∣θζ (s)

∣∣)ds

)

× 1

ε

∣∣∣∣exp
(∫ t

0

s−α

�(1 − α)
εh(a + ib, t − s)θζ (s)− ds

)

− exp
(∫ t

0

s−α

�(1 − α)
εh(a + ib, t − s)

∣∣∣∣θζ (s)|ds

)
|.
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Recall that for large |b|, (h(a + ib, s)) is nonpositive for any s ≤ t . Since there
exists c > 0 such that for any z, z′ ∈ C such that (z) ≤ 0 and (z′) ≤ 0,∣∣exp(z) − exp

(
z′)∣∣ ≤ c

∣∣z − z′∣∣,
we conclude that (26) is dominated by

cSa

(∫ t

0

s−α

�(1 − α)

∣∣h(a + ib, t − s)
∣∣∣∣θζ (s)

∣∣ds

)

× exp
(∫ t

0

s−α

�(1 − α)
(

h(a + ib, t − s)
)(

θξ (s) − ε0
∣∣θζ (s)

∣∣)ds

)
.

Using the same arguments as previously, we get that there exists c(t, ξ, ζ, ε0) > 0
such that

exp
(∫ t

0

s−α

�(1 − α)
(

h(a + ib, t − s)
)(

θξ (s) − ε0
∣∣θζ (s)

∣∣)ds

)

≤ exp
(−c(t, ξ, ζ, ε0)

(−1 + |b|)).
From Remark 5.3, we know that there exists c(t) > 0 such that for any s ∈ [0, t]
and b ∈ R, ∣∣h(a + ib, s)

∣∣ ≤ c(t)
(
1 + b2)

.

Moreover, note that

lim
ε→0

1

ε
L(a + ib, t, S, ξ + εζ ) − L(a + ib, t, S, ξ)

is equal to

L(a + ib, t, S, ξ)

∫ t

0
χ(a + ib, t − s)ζs ds.

Consequently, by the dominated convergence theorem, C(t, S, ·) is differentiable
in ξ in the direction of ζ in the Fréchet sense and

∂V C(t, S, ξ) · ζ

= 1

2π

∫
b∈R

ĝ(−b)L(a + ib, t, S, ξ)

(∫ t

0
χ(a + ib, t − s)ζs ds

)
db.

5.5. Proof of Theorem 4.1. We first show that∫ T −t

0
χ(a + ib, s)E[VT −s |Ft ]ds

is equal to

(27)

∫ T

0
χ(a + ib, s)E[VT −s]ds −

∫ t

0
χ(a + ib, T − s)Vs ds

+
∫ t

0
h(a + ib, T − s)ν

√
Vs dBs.
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Recall that from equation (15) we get

Vs = E[Vs] +
∫ s

0

1

λ
f α,λ(s − u)ν

√
Vu dBu.

This together with the Fubini theorem give∫ t

0
χ(a + ib, T − s)Vs ds

=
∫ t

0
χ(a + ib, T − s)E[Vs]ds

+
∫ t

0

(∫ t−u

0

1

λ
f α,λ(s)χ(a + ib, T − u − s) ds

)
ν
√

Vu dBu.

We also have that for s ∈ [0, T − t],
(28) E[VT −s |Ft ] = E[VT −s] +

∫ t

0

1

λ
f α,λ(T − s − u)ν

√
Vu dBu.

Then similarly, ∫ T −t

0
χ(a + ib, s)E[VT −s |Ft ]ds

is equal to∫ T −t

0
χ(a + ib, s)E[VT −s]ds

+
∫ t

0

(∫ T −t

0

1

λ
f α,λ(T − s − u)χ(a + ib, s) ds

)
ν
√

Vu dBu.

This can also be written∫ T

t
χ(a + ib, T − s)E[Vs]ds

+
∫ t

0

(∫ T −u

t−u

1

λ
f α,λ(s)χ(a + ib, T − u − s) ds

)
ν
√

Vu dBu.

Finally, we obtain that∫ t

0
χ(a + ib, T − s)Vs ds +

∫ T −t

0
χ(a + ib, s)E[VT −s |Ft ]ds

is equal to∫ T

0
χ(a + ib, T − s)E[Vs]ds

+
∫ t

0

(∫ T −u

0

1

λ
f α,λ(s)χ(a + ib, T − u − s) ds

)
ν
√

Vu dBu.
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Thus, (27) is directly deduced from the last relation and (16). Now using (27)
together with the Itô formula, we derive

P T
t (a + ib) = P T

0 (a + ib) +
∫ t

0
(a + ib)P T

s (a + ib)
√

Vs dWs

+
∫ t

0
P T

s (a + ib)h(a + ib, T − s)ν
√

Vs dBs.

Then by (17) together with the stochastic Fubini theorem and Proposition 4.1, we
get

Ct = C0 +
∫ t

0
∂SC

(
T − u,Su,E[V·+u|Fu])dSu

+ 1

2π

∫ t

0

(∫
b∈R

ĝ(−b)P T
u (a + ib)h(a + ib, T − u)db

)
ν
√

Vu dBu.

Furthermore, using again (16) together with Fubini theorem, we obtain that

1

2π

∫ t

0

(∫
b∈R

ĝ(−b)P T
u (a + ib)h(a + ib, T − u)db

)
ν
√

Vu dBu

is equal to
∫ t

0

(
1

2π

∫ T −u

0

∫
b∈R

ĝ(−b)P T
u (a + ib)χ(a + ib, T − u − s) db ds

)

× 1

λ
f α,λ(s)ν

√
Vu dBu.

This last quantity can be expressed in term of the forward variance curve thanks to
(28).

APPENDIX A: FRACTIONAL CALCULUS

We define the fractional integral of order r ∈ (0,1] of a function f as

I rf (t) = 1

�(r)

∫ t

0
(t − s)r−1f (s) ds,

whenever the integral exists, and its the fractional derivative of order r ∈ [0,1) as

Drf (t) = 1

�(1 − r)

d

dt

∫ t

0
(t − s)−rf (s) ds,

whenever it exists.
We gather in this section some useful technical results related to fractional cal-

culus.
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A.1. Mittag-Leffler functions. Let (α,β) ∈ (R∗+)2. The Mittag-Leffler func-
tion Eα,β is defined and for z ∈ C by

Eα,β(z) = ∑
n≥0

zn

�(αn + β)
.

For (α,λ) ∈ (0,1) ×R+ we also define

f α,λ(t) = λtα−1Eα,α

(−λtα
)
, t > 0,

F α,λ(t) =
∫ t

0
f α,λ(s) ds, t ≥ 0.

The function f α,λ is a density function on R+ called the Mittag-Leffler density
function. The following properties of f α,λ and Fα,λ can be found in [14, 17, 18].
We have

f α,λ(t) ∼
t→0+

λ

�(α)
tα−1, f α,λ(t) ∼

t→∞
α

λ�(1 − α)
t−(α+1)

and

Fα,λ(t) = 1 − Eα,1
(−λtα

)
, F α,λ(t) ∼

t→0+
λ

�(α + 1)
tα,

1 − Fα,λ(t) ∼
t→∞

1

λ�(1 − α)
t−α.

Note also that from obvious computations, we get I 1−αf α,λ = λ(1 − Fα,λ). Fi-
nally, for α ∈ (1/2,1), f α,λ is square-integrable and its Laplace transform is given
for z ≥ 0 by

f̂ α,λ(z) =
∫ ∞

0
f α,λ(s)e−zs ds = λ

λ + zα
.

A.2. Wiener–Hopf equations. The following result enables us to solve
Wiener–Hopf-type equations; see, for example, [3] for details.

LEMMA A.1. Let g be a measurable locally bounded function from R to Rd

and φ : R+ 
→ Md(R) be a matrix-valued function with integrable components
such that the spectral radius of

∫ ∞
0 φ(s) ds is strictly smaller than 1. Then there

exists a unique locally bounded function f from R to Rd solution of

f (t) = g(t) +
∫ t

0
φ(t − s) · f (s) ds, t ≥ 0

given by

f (t) = g(t) +
∫ t

0
ψ(t − s) · g(s) ds, t ≥ 0,

where ψ = ∑
k≥1 φ∗k .4

4Recall that φ∗1 = φ and φ∗k(t) = ∫ t
0 φ(t − s) · φ∗k−1(s) ds.
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A.3. Fractional differential equations. We now give some useful results
about fractional differential equations. The next lemma can be found in [20].

LEMMA A.2. Let h be a continuous function from [0,1] to R, α ∈ (0,1] and
λ ∈ R. There is a unique solution to the equation

Dαy(t) = λy(t) + h(t), y(0) = 0

given by

y(t) =
∫ t

0
(t − s)α−1Eα,α

(
λ(t − s)α

)
h(s) ds.

We also have the following result whose proof can be found in [10].

LEMMA A.3. Let h be a nonnegative continuous function from [0,1] to R

such that for any t ∈ [0,1],
h(t) ≤ ε + C

∫ t

0
f α,λ(t − s)h(s) ds,

for some ε ≥ 0 and C ≥ 0. Then for any t ∈ [0,1],
h(t) ≤ C ′ε,

with

C′ = 1 + Cλ

∫ 1

0
sα−1Eα,α

(
λ(C − 1)sα)

ds > 0.

In particular, if ε = 0 then h = 0.

A.4. Further results.

LEMMA A.4. There exists a positive constant c such that for any T > 1/λ−1/α

and t ∈ (0,1):

ζ T (tT ) ≤ c

(
1 + t−α

�(1 − α)

)
.

PROOF. Note that by Remark 3.1, we have

ζ T (tT ) =
∫ tT

0
ϕT (tT − u)θ0(u/T )du

+ V0

(
T α

λ

∫ ∞
tT

ϕ(s) ds + λT −α
∫ tT

0
ϕ(s) ds

)
.

Thanks to Appendix A.1, we have that for each t ∈ (0,1]:
T α

∫ ∞
tT

ϕ ≤ ct−α.
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Moreover, by using condition (5) and the fact that α > 1/2, we write that for each
t ∈ (0,1]

θ0(t) ≤ ct−α.

Thus,

ζ T (tT ) ≤ c

∫ tT

0
ϕ(T t − u)(u/T )−α du + c

(
1 + t−α)

.

Using Appendix A.1, we obtain∫ tT

0
ϕ(T t − u)(u/T )−α du = �(1 − α)T α

∫ ∞
tT

ϕ ≤ ct−α,

which completes the proof. �

LEMMA A.5. For each t ∈ (0,1], as T tends to infinity, ζ T (tT ) defined by
Assumption 3.1 converges to

V0
t−α

λ�(1 − α)
+ θ0(t).

PROOF. Let t > 0. We have

ζ T (tT ) = aT

∫ t

0
T ϕ

(
T (t − s)

)
θ0(s) ds

+ V0

(
T α

λ

∫ ∞
tT

ϕ(s) ds + λT −α
∫ tT

0
ϕ(s) ds

)
.

Moreover, from Appendix A.1,

V0

(
T α

λ

∫ ∞
tT

ϕ(s) ds + λT −α
∫ tT

0
ϕ(s) ds

)
converges to

V0
t−α

λ�(1 − α)
.

Moreover, since θ0 is continuous in t , for any ε > 0 there exists η > 0 such that
for any s ∈ [t − η, t], ∣∣θ0(s) − θ0(t)

∣∣ ≤ ε.

Hence from Appendix A.1 together with the fact that ϕ is nonincreasing, we obtain∣∣∣∣
∫ t

0
T ϕ

(
T (t − s)

)(
θ0(s) − θ0(t)

)
ds

∣∣∣∣
≤ ε

∫ T η

0
ϕ +

∫ t−η

0
T ϕ

(
T (t − s)

)(∣∣θ0(t)
∣∣ + ∣∣θ0(s)

∣∣)ds

≤ ε + T ϕ(T η)

∫ t

0

(∣∣θ0(t)
∣∣ + ∣∣θ0(s)

∣∣)ds ≤ 2ε

for large enough T . Thus,
∫ t

0 T ϕ(T (t − s))θ0(s) ds converges to θ0(t). �
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LEMMA A.6. If θ0 : (0,1] 
→ R satisfies Condition (5), then for any 0 < ε <

α − 1/2,

t 
→
∫ t

0
f α,λ(t − s)θ0(s) ds

has Hölder smoothness α − 1/2 − ε on [0,1].
PROOF. Using Proposition A.2 in [16], we obtain that for any η ∈ (0, α),∫ t

0
f α,λ(t − s)θ0(s) ds =

∫ t

0
Dηf α,λ(t − s)I ηθ0(s).

Taking η = 1/2 + ε, we have that Iηθ0 is a bounded function. Then, using Propo-
sition A.3 in [16], we obtain that our function has Hölder regularity equal to
α − η = α − 1/2 − ε. �

Let x ≥ 0. We define

S(x) = ∑
n≥0

1

(n + 1)3/2

(
1 − e−x(n+1)).

We have the following lemma.

LEMMA A.7. There exists c > 0 such that for any x ≥ 0

S(x) ≤ c
√

x.

PROOF. We have

S(x) = ∑
n≥0

1

(n + 1)3/2

(
1 − e−x) ∑

0≤k≤n

e−kx.

This can be rewritten

S(x) = (
1 − e−x) ∑

k≥0

ξke
−kx,

with ξk = ∑
n≥k

1
(n+1)3/2 , which is equivalent to 2/

√
k + 1 as k tends to infinity.

Thus, there exists c > 0 such that, for any x ≥ 0,

S(x) ≤ c
(
1 − e−x) ∑

k≥0

1√
k + 1

e−(k+1)x.

We conclude using that∑
k≥0

1√
k + 1

e−(k+1)x ≤ ∑
k≥0

∫ k+1

k

1√
y

e−yxdy = �(1/2)√
x

together with the fact that

1 − e−x ≤ cx. �
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APPENDIX B: MARTINGALE PROPERTY OF THE PRICE IN THE
GENERALIZED ROUGH HESTON MODEL

PROPOSITION B.1. The process S defined by the generalized rough Heston
model in Definition 2.1 is a F-martingale.

PROOF. Let t0 > 0 such that 1/2 < a0(t0). Thanks to Theorem 3.2, Novikov’s
criterion holds:

E

[
exp

(
1

2

∫ t0

0
Vs ds

)]
< ∞.

Therefore, (Su)0≤u≤t0 is a martingale and E[St0] = S0.
Now, assume that for a given n ∈ N, E[Snt0] = S0. Recall that conditional on

Fnt0 , the law of (S
nt0
t , V

nt0
t )t≥0 = (St+nt0,Vt+nt0)t≥0 is still that of a rough Heston

model with the following dynamic:

dS
nt0
t = S

nt0
t

√
V

nt0
t dW

nt0
t ,

V
nt0
t = Vnt0 + 1

�(α)

∫ t

0
(t − u)α−1λ

(
θnt0(u) − V nt0

u

)
du

+ 1

�(α)

∫ t

0
(t − u)α−1ν

√
V

nt0
u dBnt0

u ,

where θnt0 is a Fnt0 -measurable function satisfying almost surely Conditions (4)
and (5), and (Wnt0,Bnt0) = (W·+nt0 − Wnt0,B·+nt0 − Bnt0) is a Brownian motion
independent of Fnt0 . Since 1/2 < a0(t0), we have again Novikov’s criterion

E

[
exp

(
1

2

∫ t0

0
V nt0

s ds

)∣∣∣Fnt0

]
< ∞.

Therefore, E[Snt0
t0

|Fnt0] = Snt0 and so

E[S(n+1)t0] = E[Snt0] = S0.

Consequently, for any n ∈N,

E[Snt0] = S0,

which completes the proof. �

APPENDIX C: MOMENTS PROPERTIES FOR HAWKES PROCESSES

Here we consider a one-dimensional Hawkes process N with intensity

λt = μ(t) +
∫ t

0
ϕ(t − s) dNs,
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such that μ,ϕ : R+ 
→ R+ are locally integrable and
∫ ∞

0 ϕ < 1. We are interested
in a sufficient condition on a > 0 so that

(29) E
[
eaNt

]
< ∞.

We will show that (29) holds provided

(30) a ≤
∫ t

0
ϕ − 1 − log

(∫ t

0
ϕ

)
.

To do so, we recall the branching structure of Hawkes processes.

C.1. Branching structure of Hawkes processes. We recall that the Hawkes
process N can be viewed as a population process in which migrants arrive accord-
ing to a nonhomogenous Poisson process N0 with intensity μ. Each migrant gives
birth to children according to a nonhomogenous Poisson process with intensity ϕ

and each child also gives birth to children according to a nonhomogenous Poisson
process with the same intensity and so on.

Therefore, it is easy to see that the cluster of children created by a migrant has
the law of a Hawkes process Nf with the same kernel function ϕ but with migrant
rate ϕ. So, the intensity of Nf is given by

λ
f
t = ϕ(t) +

∫ t

0
ϕ(t − s) dNf

s .

Using the branching structure of the Hawkes process, we can see that we easily
derive the following equality in law:

Nt = N0
t + ∑

1≤k≤N0
t

N
f,k
t−Tk

,

where the (Tk)k≥1 are the arrival times of the migrants and (Nf,k)k≥1 are indepen-
dent copies of Nf , independent of N0. Then we can show that, for a ≥ 0,

(31) E
[
eaNt

] = exp
(∫ t

0
μ(t − s)

(
eaE

[
eaN

f
s
] − 1

)
ds

)
;

see [10]. This is smaller than

exp
(∫ t

0
μ(s) ds

(
eaE

[
eaN

f
t
] − 1

))
.

Consequently, a sufficient condition to obtain (29) is

(32) E
[
eaN

f
t
]
< ∞.
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C.2. Galton–Watson structure and exponential moments. Let us consider
now the Hawkes process Nf . Using the population interpretation given in the pre-
vious section on this process, N

f
t is the number of migrants and children arrived

up to time t . Let t > 0. We define the process N∞ from Nf as follows:

• We consider N
(0)
t the number of migrants arrived up to time t , which is a Poisson

variable with parameter ν = ∫ t
0 ϕ.

• For each migrant arrived at time Tk < t , we consider the number of children of
first generation made by the migrant during a period of time t , which is also a
Poisson variable with parameter ν, independent of N

(0)
t . We denote by X1

t the
set of all those children and N

(1)
t = #(X1

t ) their total number.
• For each child of nth generation of the set Xn

t , we consider the number of its
children that are made during a period of time t , which is also a Poisson variable
with parameter ν, independent of the previous generations. We denote Xn+1

t the
set of all those children and N

(n+1)
t = #(Xn+1

t ) their total number.

It is clear that Xt = ⋃
n≥0 Xn

t contains all the individuals of the Hawkes process
Nf arrived up to time t . So,

N∞
t = #(Xt ) = ∑

n≥0

N
(n)
t ≥ N

f
t .

Thus, a sufficient condition to obtain (32) is

(33) E
[
eaN∞

t
]
< ∞.

Now remark that (N
(n)
t )n≥0 is a Galton–Watson process. Indeed,

N
(n+1)
t = ∑

1≤k≤N
(n)
t

ξk,n+1; n ≥ 0,

where (ξk,n)k,n≥1 are i.i.d. Poisson random variables with parameter ν, indepen-
dent of the N

(k)
t .

We classically have (see, e.g., [9])

P
[
N∞

t = n
] = νne−ν(n+1)

n! (n + 1)n−1.

Consequently,

(34) E
[
eaN∞

t
] = ∑

n≥0

νne−ν(n+1)

n! (n + 1)n−1ean.

Using the Stirling formula, we get

νne−ν(n+1)

n! (n + 1)n−1ean ∼
n→∞

(νe1−ν+a)n√
2πn3

e1−ν.
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Hence (33) holds if and only if

νe1−ν+a ≤ 1,

which is equivalent to

a ≤
∫ t

0
ϕ − 1 − log

(∫ t

0
ϕ

)
.

C.3. A useful equality. Let us consider g :
→ R+ →R continuous and a ∈ R

satisfying (30). We know that exp(
∫ t

0 f (t − s) dNs) is integrable, where f = a +
ig. Using the branching structure of Hawkes processes presented in Appendix C.1,
we deduce the following equality in law:∫ t

0
f (t − s) dNs =

∫ t

0
f (t − s) dN0

s + ∑
1≤k≤N0

t

∫ t−Tk

0
f (t − Tk − s) dNf,k

s .

Therefore, we can show that

(35)

E

[
exp

(∫ t

0
f (t − s) dNs

)]

= exp
(∫ t

0
μ(t − s)

(
ef (s)E

[
e

∫ s
0 f (s−u)dN

f
u
] − 1

)
ds

)
.
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