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Abstract

We introduce the multiplicative coalescent with linear deletion, a continuous-time
Markov process describing the evolution of a collection of blocks. Any two blocks of
sizes x and y merge at rate xy, and any block of size z is deleted with rate Az (where
A > 0 is a fixed parameter). This process arises for example in connection with a
variety of random-graph models which exhibit self-organised criticality. We focus on
results describing states of the process in terms of collections of excursion lengths
of random functions. For the case A = 0 (the coalescent without deletion) we revisit
and generalise previous works by authors including Aldous, Limic, Armendariz, Uribe
Bravo, and Broutin and Marckert, in which the coalescence is related to a “tilt” of a
random function, which increases with time; for A > 0 we find a novel representation
in which this tilt is complemented by a “shift” mechanism which produces the deletion
of blocks. We describe and illustrate other representations which, like the tilt-and-shift
representation, are “rigid”, in the sense that the coalescent process is constructed
as a projection of some process which has all of its randomness in its initial state.
We explain some applications of these constructions to models including mean-field
forest-fire and frozen-percolation processes.
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1 Introduction

1.1 The multiplicative coalescent and MCLD(}))

The multiplicative coalescent (or briefly MC) is a continuous-time Markov process
describing the evolution of a collection of blocks (components). The dynamics are as
follows: for each pair of components with masses m; and m,, the pair coalesces at rate
m;m; to form a single component of mass m; + m;.

The process is simple to construct from any initial state with finitely many components.
In [2, Section 1.5], Aldous uses a graphical construction to show that the process is
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Rigid representations of MCLD

well-defined starting from any initial state in which the sum of the squares of the masses
is finite. Writing the masses in decreasing order, define the space

@:{m:(ml,mg,...):mlngz---ZO,Zm?<oo}, (1.1)
i=1

with the distance
1/2

d(m,m’) = [m—m'lla = | Y (mi—m})*| . (1.2)

i>1

Then Proposition 5 of [2] says that the MC is a Feller process in (@, d).
We generalise the multiplicative coalescent to include deletion as well as coalescence.
Let A > 0. Now we want the dynamics of the process to satisfy:

(i) any two components of mass m; and m; merge with rate m;m;,

1.
(ii) any component of mass m; is deleted with rate Am;. (1.3)

We call such a process a multiplicative coalescent with linear deletion, with deletion
rate A\, and denote it by MCLD()).

Again, if the initial state has finitely many components, the process is easily seen to
be well-defined. For initial states in éﬁ, a graphical construction is given in [34], which
gives rise to a well-behaved continuous-time Markov process taking values in Eﬁ. This
process has the Feller property with respect to the distance d(-,-) - see Theorem 1.2 of
[34].

The motivation of our study of the MCLD process is twofold.

Firstly, ideas involving the representation of the state of a MC process in terms of the
set of excursion lengths of some random function began with Aldous [2], and have been
developed in a series of works including those of Aldous and Limic [5], Armendariz [8],
Uribe Bravo [39], Broutin and Marckert [19] and Limic [26]. We find that this theory has
a surprising and elegant extension to processes involving deletion, which we build in
this paper.

Secondly, the MCLD arises as a scaling limit of certain discrete processes of coales-
cence and fragmentation or deletion, such as the mean-field forest-fire model introduced
by Rath and Téth in [36] and studied by Crane, Freeman and Téth in [21], and the
mean-field frozen percolation process introduced by Rath in [35]. These processes are of
particular interest because of their self-organised criticality properties. These scaling
limits are the subject of a future paper [27], but we discuss related properties here in
Section 6.

We further discuss related literature in Section 1.4.

1.2 Tilt representations of MC

We start by revisiting previous results giving representations of the MC in terms of
excursions of random functions.
We first define Brownian motion with parabolic drift.

Definition 1.1 (Brownian motion with parabolic drift, BMPD(w)). Let B(z),z > 0 denote
standard Brownian motion. Given u € R, define

h(z) = B(x) — %xQ +uz, z=>0. (1.4)

Let us denote by BMPD(u) the law of the random function h(z),z > 0.

EJP 22 (2017), paper 83. http://www.imstat.org/ejp/
Page 2/47


http://dx.doi.org/10.1214/17-EJP100
http://www.imstat.org/ejp/

Rigid representations of MCLD

For a function h(z),z > 0, let £+(h) denote the lengths of the excursions of h above
its running minimum, written in non-increasing order (see Section 2 below for a formal
definition). Aldous [2] showed that there is an eternal multiplicative coalescent process,
whose marginal distributions can be written in terms of excursions of a Brownian motion
with parabolic drift.

Proposition 1.2 (Aldous). There exists a MC process (m;,t € R) such that for each t,
the marginal distribution m; is the same as that of £+(h;) where h; ~ BMPD(t).

This process is known as the standard multiplicative coalescent. In her PhD thesis,
Armendariz [7, 8] showed that in fact the whole process can be constructed as a function
of a single realisation of Brownian motion.

Proposition 1.3 (Armendariz). Let hy ~ BMPD(0), and define h,(z) = ho(z) + tz for all
t € R (so that h; ~ BMPD(¢) for all t). Then the process £¥(h;),t € R is the standard MC.

We call this representation a tilt representation; for each ¢, the function h; is obtained
from hy by adding the linear function tx. It is easy to see that the tilt representation
indeed produces a coalescent process as t increases. Also note that only adjacent
excursions can coalesce under the tilt representation.

Part of the approach of Armendariz (described in [8, Section 4]) is further elaborated
in Chapter 4 of the PhD thesis [39] of Uribe Bravo.

In [19, Corollary 4], Broutin and Marckert give an alternative proof of Proposition
1.3. Their proof involves considering the connected components of an Erdés-Rényi graph
process on n vertices, and then taking the weak limit as n — oo. The key idea is to define
an ordering of the vertices (the Prim ordering, related to invasion percolation and to
the minimal spanning tree) which is consistent with the coalescent process in the sense
that at all times, the components are intervals of the Prim order (and thus only adjacent
intervals can coalesce); nonetheless, for each fixed time, exploring the graph in the Prim
ordering yields a random walk with the same distribution as is obtained from a standard
traversal in, say, depth-first or breadth-first order.

Aldous and Limic [5] characterized the set of all eternal multiplicative coalescents, i.e.
those defined for all times ¢ € (—o0, 00). They defined a three-parameter set of random
processes W"™¢(x), x > 0, such that if (m,, ¢ € R) is a non-constant eternal MC which is
extremal (that is, its law is not the mixture of the laws of other eternal MC processes)
then for each ¢ € R, the marginal distribution of m;, is the same as that of the sequence
E4(hy) of excursion lengths of hy(z) := W*T¢(x) + tz for some (k,T,c). The processes
W T<¢ have been called Lévy processes without replacement; see Section 6.1 for their
definition and the precise statement of the cited result of [5].

We will further discuss the links between our approach and those of Armendariz [8],
Uribe Bravo [39], Broutin and Marckert [19] and Limic [26] in Section 1.4.

1.3 Contributions of this paper

In this section we summarize the main results of our paper. The central results are
the following:

* MC admits a tilt representation from any initial state: In Theorem 2.8 we
show that for any possible initial state m < E%, there exists a random function
fo :]0,00) = [—00, 0] such that if we define

fi(x) = fo(x) + ta (1.5)

then 5¢( ft),t € R is a multiplicative coalescent process with initial state m.
¢ MCLD admits a “tilt-and-shift” representation: Let m € éé, and define f; for
all ¢t > 0 as in (1.5). Let A > 0. In Theorem 2.13 we show that there exists a
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Figure 1: An illustration of the rates of the interval coalescent process: the lengths of
the three intervals (from left to right) are b;, by and b3. The leftmost block marked with a
lightning represents the “cemetery”. The rate at which the first interval gets deleted
is A (by + b2 + b3). The rate at which the first interval merges with the second one is
by - (by + b3). The rate at which the second and third intervals merge is bs - b3.

o(fo)-measurable non-decreasing function @ : [0, 00) — [0, c0) such that if we define
t

9i(@) = fila + D(1)) + At — / B(s)ds, >0 (1.6)
0

then £+(g;),t > 0 is a MCLD()) process with initial state m.

Here @ is a non-decreasing pure jump process; ®(¢) is the total weight of components
deleted by time ¢. In addition to the “tilt” given by (1.5), we now have a “shift” since
in (1.6), the function f; is applied at = + ®(¢). If a component of size a is deleted, then
®(t) — (t—) = a, and we see a shift to the left of size a at time ¢; that is, the graph of
git— on [a, 00| becomes the graph of g, on [0, o).

Note that the tilt representation of the MC is the A = 0 case of the tilt-and-shift
representation of the MCLD. Under the tilt-and-shift representation, only adjacent
excursions coalesce and only the “leftmost” excursion gets deleted. We call the above
representations “rigid” because all of the randomness is contained in the initial state fy,
and the rest of the evolution of f; (resp. g;) is deterministic.

The function fy above is constructed so that it has the exponential excursion levels
property: conditional on the sequence of excursion lengths, the levels of the excursions
are independent, and an excursion of length m occurs at level —E where FE ~ Exp(m).
One of the central observations behind the rigid representation results outlined above is
that f; and g; for any ¢ > 0 inherit the exponential excursion levels property.

We prove these main results in two stages: we first consider the case of finitely
many blocks in Section 3, then we extend the tilt-and-shift representation to 8% using
truncation and approximation arguments in Section 5.

The proof of the finite tilt-and-shift representation result in Section 3 involves various
other representations which are also of independent interest. Their constructions rely
heavily on the notion of size-biased orderings, and on the realisation of such orderings
using independent exponential random variables, c.f. Section 3.1.

Now we outline these representations and how they relate to each other.

* Interval coalescent representation: Given an initial state m with finitely many
blocks, we consider a process whose states are finite sequences of lengths (depicted
as intervals arranged in some order). In the initial state, the interval lengths are
the masses of blocks of m, and they are arranged in a size-biased random order.
An interval I merges with the interval on its right at a rate equal to the product
of the length of I with the combined length of all of the intervals to the right
of I. The leftmost interval is deleted at a rate equal to A times the total length
of intervals. For an illustration, see Figure 1. In Section 3.2 we show that the
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Figure 2: A simulation of the particle system which realises the MCLD. Each particle
moves upwards at rate equal to A plus the mass of particles strictly above it. When a
particle reaches 0 it dies and is removed from the system. Particles at the same height at
time ¢ form a time-t block. The figure shows a system with n = 20 particles and A = 1.3,
evolving on the time interval [0, 0.5]. We see 5 deletion events, and the deleted blocks
have sizes 1, 1, 14, 1, 3 respectively. Compare to Figure 3, where A = 0 (realising the
multiplicative coalescent without deletion), and to Figure 6, where deleted particles
reenter at independent exponential heights (realising the forest fire model).

decreasing rearrangement of interval lengths evolves like MCLD(A). (If A = 0, this
gives the MC.)

 Particle representation: Given an initial state m = (my,...,m,) as above, we
initially put a particle of mass m; at initial height — F;, where E; ~ Exp(m;),1 <i <
n are independent. Now the particles start to move up until they reach height 0 and
die. The speed of a particle is equal to A plus the total weight of particles strictly
above it and strictly below 0. Note that once a particle reaches the one above it,
they stick together until they die. Accordingly, we group the particles that share
the same height into time-t blocks. In Section 3.3 we show that the the vector of
sizes of the time-t blocks of the particle system, in decreasing order of their height,
evolves like the above described interval coalescent process. See Figure 2 and
Figure 3 for simulations; in the first, ) is positive and the system realises an MCLD,
while in the second, ) is zero and the system realises a multiplicative coalescent
without deletion.

Note that the particle representation outlined above is also “rigid”.

In Section 3.4 we explain how particles in the particle representation correspond to
excursions of g; in the tilt-and-shift representation, completing the proof of the validity
of the tilt-and-shift representation of MCLD(\) with finitely many blocks.
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Figure 3: This shows a similar system to the one in Figure 2, but now with A = 0 so that
the system realises the multiplicative coalescent, with no deletion. In this case n = 12
and the figure shows the time interval [0, 0.25]. By the end, all particles have coalesced
into a single block.

In Section 6 we give some applications of our rigid representation results:

» In Section 6.1 we give a sketch proof of the fact that the Lévy processes without
replacement W< have the exponential excursion levels property, and conclude
that all eternal multiplicative coalescents have a tilt representation. This gives an
alternative way to approach the result of Limic [26, Theorem 2] (see Section 1.4).

e In Section 6.2 we apply the tilt-and-shift representation to Brownian motion with
parabolic drift. What we find can be non-rigorously summarized as follows: if
we start from BMPD(u) then at time ¢ > 0 we see BMPD(u + ¢t — ®(t)). We show
that the resulting MCLD(\) process is the scaling limit of the list of component
sizes in the mean field frozen percolation model of [35] started from a near-critical
Erdés-Rényi graph, thus extending the result [2, Corollary 24], which is the A =0
case.

* In Section 6.3 we give a particle representation of the mean field forest fire model
of [36]. We demonstrate how this representation allows us to give a new proba-
bilistic interpretation of the non-linear controlled PDE problem (and the associated
characteristic curves) which played a central role in the theory developed in [36]
and [21].

1.4 Related work

1.4.1 Rigid representations of coalescent processes

In this subsection we discuss links to previous work on rigid representations for the
multiplicative coalescent, which is somewhat scattered (and in some cases unpublished).
The various approaches and methods of Armendariz [8], Uribe Bravo [39], Broutin and
Marckert [19] and Limic [26] resulting in versions of the “tilt” representation are all
related to ours, although these similarities are often implicit. Let us now try to sketch
some of these connections.

In [8] Armendaériz draws attention to the fact that Brownian motion with parabolic
drift has the exponential excursion levels property which we informally described in
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Section 1.3. This observation had been made by Aldous in [2, equation (72)] (see also
Bertoin [10]). Based on this, Armendariz constructs a representation of the MC with
finitely many blocks in [8, Section 4, Proposition 2] — this representation appears to be
equivalent to the A = 0 case of our particle representation (see Section 3.3), although
the methods are different.

In Chapter 4.2 of his PhD thesis [39], Uribe Bravo recalls and further elaborates the
representation of [8, Section 4] (without proofs). In particular, he points out that (what
we call) the initial heights of particles are in size-biased order and formulates the crucial
property corresponding to our (3.17) about the height gaps of particles. Again, the
representation outlined in [39, Chapter 4.2] is equivalent to the A = 0 case of our particle
representation; moreover the representation stated (without proof) in [39, Chapter 4.3]
is equivalent to our tilt representation of MC (c.f. Section 2.1) in the case of finitely many
blocks. In [39, Chapter 4.4] Uribe Bravo gives a sketch proof of Proposition 1.2 which is
quite similar to our short sketch proof of Proposition 1.3 given in Section 6.1.1.

At first, the approach of Broutin and Marckert in [19] seems quite different from ours.
Their construction relies on exploration processes for random graphs, defined using the
Prim ordering for a graph with edge-weights; our methods make no explicit reference to
the graph structure underlying the MC (or MCLD). However, one can observe that the
components of the dynamic Erdés-Rényi graph process, arranged in Prim order, give the
interval coalescent process (see Section 3.2) without deletion, started from an initial
state with equal-sized blocks. Broutin and Marckert also extend the representation to
obtain a construction of the standard augmented multiplicative coalescent of Bhamidi,
Budhiraja and Wang [13].

In the recent paper [26], Limic obtains tilt representations of all eternal multiplicative
coalescents. Theorem 2 of [26] can be written as follows. Let fi(x) = W™"<(z) + tz,
where W€ is a Lévy processes without replacement. Then the process £¥(f;),t € R
is an eternal multiplicative coalescent. Limic’s approach involves the generalisation of
the breadth-first walks used in [2] and [5], to give a system of simultaneous breadth-
first walks relating to the state of the multiplicative coalescent at different times,
see [26, Proposition 7]. In [26, Section 3] Limic recalls from [8, Section 4] and [39,
Chapter 4.2] the definition of Uribe’s diagram (which is equivalent to the A = 0 case
of our particle representation) and proves in [26, Proposition 5] (using what she calls
a partition-valued “look-down” formulation) that this representation is indeed a valid
representation of MC. In [26, Section 4] Limic explores the connection between Uribe’s
diagram and simultaneous breadth-first walks. We describe an alternative approach to
the tilt representation of the set of eternal coalescents in Section 6.1. Note that the
connection between Prim’s algorithm [19] and simultaneous breadth-first walks [26] is
the topic of ongoing research [38], c.f. Open question 3 of [26, Section 7].

Finally we mention that also in the case of the standard additive coalescent [6], a tilt
representation can be given. Let e(z) be a standard Brownian excursion on [0, 1], and for
A > 0 define the function hy on [0, 1] by hy(z) = e(z) — Az. A consequence of the results
of Bertoin [10] is that the process £+(h.—+),t € R is a version of the standard additive
coalescent. An alternative proof of this result is given by Broutin and Marckert [19].

1.4.2 Mean-field graph models of self-organized criticality (SOC)

The mean-field frozen percolation model [35] is a dynamic random graph model where
the initial number of vertices is n, two connected components of size k£ and [ merge at
rate % and a connected component of size k disappears at rate A(n)k. Note that up
to scaling, this is MCLD()). If 1/n < A(n) < 1 then the evolution of the densities of
small components is asymptotically described by Smoluchowski’s coagulation differential
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equations with multiplicative kernel [35, Theorem 1.2], the solutions of which exhibit
SOC [35, Theorem 1.5].

The definition of the mean-field forest fire model [36] is the same as that of the
above described frozen percolation model, with one difference: instead of removing
a component, we only remove its edges, with the vertices remaining as singletons. A
variant of Smoluchowski’s system of equations describes the asymptotic densities of
small components [36, Section 1.3], leading to SOC. The proof of the well-posedness
of this infinite system of differential equations involves a non-linear PDE which is a
controlled variant of the Burgers equation.

In [21] Crane, Freeman and Toth describe the time evolution of the size of the
component of a fixed vertex in the above forest fire model in the n — oo limit. They
also give a probabilistic meaning to the characteristic curves of the controlled Burgers
equation in [21, Remark 3.11]. In Section 6.3.2 we give a different probabilistic meaning
to these characteristic curves by comparing them to particle trajectories in the particle
representation.

The model proposed by Aldous in [4, Section 5.5] is studied by Merle and Normand
in [30]: two connected components of size k and [ merge at rate % and connected
components disappear if their size exceeds a threshold w(n). In order to achieve SOC,
one chooses 1 < w(n) < n. Theorem 1.1 of [30] states that the densities of small
components converge to the solution of Smoluchowski’s coagulation equations with
multiplicative kernel. Note that this is a special case of the main result of Fournier and
Laurencot in [23], who study discrete models of Smoluchowski’s coagulation equation
with more general coagulation kernels. Theorem 1.3 of [30] identifies the Benjamini-
Schramm limit of the “threshold deletion” graph model as n — oo.

Note that by comparing [35, Theorem 1.2] and [30, Theorem 1.1] one sees that (in
the SOC regime) the densities of small components converge to the same hydrodynamic
limit in the model with linear deletion and the model with threshold deletion. However,
if one is interested in the scaling limit of big component dynamics, the exact deletion
mechanism does crucially enter the picture. We discuss scaling limits of the model with
linear deletion in Section 6.2. The scaling limit of the threshold deletion model is not yet
known, but in Remark 6.16 we give a particle representation of it.

In [31] Merle and Normand identify the Benjamini-Schramm limit of a different
self-organized critical model of aggregation, where vertices can only connect to a fixed
number of other vertices.

1.4.3 Scaling limits of critical random graph models

In [2, Corollary 2] Aldous identifies the scaling limit of component sizes in a near-critical
Erddés-Rényi graph in terms of the excursion lengths of BMPD and in [2, Corollary 24]
he shows that the standard MC is the scaling limit of the evolution of component sizes
of the dynamic Erdés-Rényi graph in the critical window. Let us now list some related
results.

The papers [11, 16, 22, 24, 33, 37] explore the universality class of graph models
whose scaling limits are described by BMPD and the standard MC.

The family of eternal multiplicative coalescent processes are characterized in [5].
The scaling limits of some classes of inhomogeneous random graph models are given
by Lévy processes without replacement and non-standard eternal MC processes, see
[5, 17, 24].

The continuum scaling limit of the metric structure of critical random graphs is
studied in the “BMPD” universality class in [1, 12, 14] and in the “Lévy processes
without replacement” universality class in [15].
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Martin and Yeo [28] study the Erdés-Rényi random graph within the critical window,
conditioned to be acyclic; alternatively expressed, this is the uniform distribution over
forests with a given number of vertices and edges. Analogously to Proposition 1.2,
they obtain a scaling limit for the collection of component sizes which is described by
the sequence of excursions of an appropriate reflected diffusion; here the drift of the
diffusion depends on space as well as on time.

In the future paper [27] we describe the possible scaling limits that can arise from a
frozen percolation process with lightning rate An!/3, started from an empty graph. The
possible limit objects are eternal MCLD()) processes. The “arrival” of the process at
the critical window gives rise to a non-stationary eternal MCLD(\) scaling limit, while
the scaling limit in the “self-organized critical” regime is a stationary MCLD(\).

1.5 Plan of the paper

In Section 2 we give the main results about tilt representations for MC and tilt-and-
shift representations for MCLD, and discuss their interpretation.

In Section 3 we prove the tilt-and-shift representation result of MCLD in the case of
finitely many blocks. Along the way, we introduce the interval coalescent representation
and the particle representation and show how all these representations relate to each
other.

In Section 4 we collect some preparatory results about random point measures and
excursions that we will use in Section 5.

In Section 5 we extend our rigid representation results to any initial state m € E%
by approximating m with a sequence of truncated initial states. Since the particle
representation is essentially the same as the tilt-and-shift representation, our proof
involves a careful analysis of the effect of the insertion of a new particle on the death
times of other particles.

In Section 6 we present the applications of the theory of rigid representations that
we mentioned in Section 1.3.

2 Main results

We begin by introducing some notation. Let
to={m=(mi,mg,...) : my >mg>--->0}

gi:{meéio : me<oo}for0<p<oo}
=1
ts={mets, : JipeN : m;=0 forall i>iy}

We will use the topology of coordinate-wise convergence on £%_.

Form € Eé with n non-zero entries, we will sometimes ignore the infinite trailing
string of zeros and regard m as an element of RY.

For m,m’ € éﬁ we define the distance d(m,m’) by (1.2). The metric space (Eé, d(, -))
is complete and separable.

Next, we introduce some definitions relating to excursions.

Definition 2.1. Let g : [0,00) — R U {—o0} be a function which is cadlag and lower
semi-continuous (i.e. all jumps are downwards). For 0 <! < r < oo, the interval [I,r) is
an excursion above the minimum of g if:

(i) g(xz) > g(l) forall x <.
(i) r=inf{z: g(z) < g()}.
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We say that r — [ is the length of the excursion and g(l) is the level of the excursion. We
say that the excursion is strict if g(x) > g(l) for any x € (I,7).

From now on, we say simply “excursion” to mean excursion above the minimum, and
we say that [ is a “minimum” if [ is the left endpoint of an excursion of g.

Definition 2.2. Suppose that for any € > 0, g has only finitely many excursions with
length greater than . Then let £4(g) € ¢ be the sequence of the lengths of the
excursions of g, arranged in non-increasing order.

We write g for the function defined by

g(x) = Ogigfgx g(u). 2.1)

Note that if g is a lower semi-continuous cadlag function, then the excursions of g and g
have the same lengths and levels; in particular,

E4(g) = EX(9). (2.2)

2.1 Tilt representation of multiplicative coalescent

The aim of this section is to formulate the “rigid” representation of the MC process
from any initial condition in Theorem 2.8.

Definition 2.3. Given a locally finite measure u on (—o0,0], we define the inverse
cumulative distribution function f, : [0, +00) — [—00,0] of u by

fulz) =sup{y <0 : uly,0) >z}, x> 0. (2.3)

In particular, f,(z) = —oo for any « > p(—00,0).
Note that f, is non-increasing, lower semi-continuous and cadlag.
Definition 2.4. Given m = (my,ma,...) € ¢%, we define the independent exponential
random variables
E; ~Exp(m;), i=1,2,.... (2.4)

(If m; = 0, we formally define E; = +00.) We say that the random measure p has Exp(m)
distribution if i is a point measure with point masses of weight m; at locations —FE;,
1€ IN:

p=> m;-dy, Yi=-E,. (2.5)
=1

If 1 ~ Exp(m), then the total mass j(—o0,0] = ), m, is infinite if m ¢ ¢t. However,
as long asm € éé, the mass distribution is locally finite: in Lemma 4.1 we will show that
almost surely u(A) < oo for every bounded set A C (—o0, 0].

Definition 2.5. Let m € (5 and pio ~ Exp(m). Let fy : [0, +00) — [—00,0] be the inverse
cdf of py, i.e.,

2.3)
Jo(@) =" fuo (). (2.6)
Remark 2.6. Let f; be defined by Definition 2.5.

(i) An alternative characterization of the function f; is as follows: f; is the non-
increasing cadlag function such that the interval /; on which it takes the value —F;
has length m;, moreover the Lebesgue measure of the complement of U2, /; is
Zero.

EJP 22 (2017), paper 83. http://www.imstat.org/ejp/
Page 10/47


http://dx.doi.org/10.1214/17-EJP100
http://www.imstat.org/ejp/

Rigid representations of MCLD

= (my,...,my,) € 63 and E,, < --- < E, is the increasing rearrangement of
FE;, 1 <i<n, then an equivalent way to write the function fj is

—E, if SFlmy, <z<SF m,, 1<k<n,
fo(x) — { k 1 Zlfl Mo =T Zlflm 1 = >n (2.7)

00 if z>3"  mg,.
For an illustration of (2.7), see Figure 4.

(iii) Recalling Definitions 2.1 and 2.2 we see that the excursion lengths of f, are given
by the entries of m € K%; that is, 8l(f0) = m.

Mg 1 % 2 mO’g

~ =~

Figure 4: An illustration of the function f, defined in (2.7) when n = 3.

Definition 2.7. Let f, be defined by Definition 2.5. Let us define
fi(x) = folx) + tx, x> 0. (2.8)

We say that the function f; is a “tilt” of fj.

In Lemma 4.4 we will show that, with probability 1, for all ¢ the function f; satisfies
the criteria of Definition 2.2.

Theorem 2.8. Let m € (5. The process E4(f;),t > 0 has the law of the multiplicative
coalescent started from m.

We will prove Theorem 2.8 for m € éé in Section 3, and extend this result to m € £} in
Section 5.

We say that Theorem 2.8 gives a “rigid” representation of the MC process, because
all of the randomness is contained in the initial state of the representation and the rest
of the dynamics is rigid, i.e., deterministic.

2.2 Tilt-and-shift representation of MCLD())

Similarly to the rigid representation of the MC in terms of the excursion lengths of
(f¢(-)) in Theorem 2.8, we will give a rigid representation of the MCLD()) in terms of
the excursion lengths of another function (g:(-)) in Theorem 2.13 below. We begin with
the case of finitely many components.

Definition 2.9. Given m € éé, we define go(z) = fo(z), were fo(x) is defined by (2.6)
(or, equivalently, (2.7)). We will now define g;(x) fort,x > 0 such that for all x > 0, the
function t — g,(x) is cadlag. The time evolution of g;(-) consists of two parts:

1. Tilt: If g, (0) < O then we let $g;(2) = XA+ z.

EJP 22 (2017), paper 83. http://www.imstat.org/ejp/
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2. Shift: If g, (0) = 0, then we let g:(z) = g:— (z + x*(t)), where
z*(t) =inf{z >0 : g_(x) <0} (2.9)
is the length of the first excursion of g;_(-) (see Definition 2.1).

Let us define v to be the measure on [0, o) given by

v= Y a*(t)-d (2.10)

0<t<o0

where x*(t) > 0 is the size of the shift to the left at time ¢ (see (2.9)); and if no shift
occurred at time t, then we let x*(t) = 0. Let us also define

®(t) = v[0, 1], (2.11)

the total amount of left shifts up to time t.
For an illustration of Definition 2.9 see Figure 5.

g gt— gt

o 9 x /WxMx

Figure 5: An illustration of Definition 2.9. Dashed lines are used to denote the running
minimum. The second graph g;_ is obtained from the first graph ¢y using the tilt
operation. Observe that some excursions of g got merged with the tilt operation. The
third graph ¢: is obtained from the second graph by shifting it to the left by z*(¢), i.e.,
the length of the first excursion of the second graph. If we denote by y the level of the
first excursion of g then t = ' + |y|/ is the time instant when this excursion reaches
level zero and thus gets shifted.

Recall the definition of the MCLD(\) from (1.3) and the notion of &Y from Definition
2.2.

Proposition 2.10. Letm € ¢, X > 0 and let fo be defined by Definition 2.5. If we define
g:(+) by Definition 2.9, then the process £¥(g;),t > 0 has the law of the MCLD()) process
my,t > 0 started from mg = m.

We will prove Proposition 2.10 in Section 3.

Remark 2.11. In the MCLD(\) interpretation, ®(¢) corresponds to the total amount of
mass deleted up to time t.

From Definition 2.9 it follows that we have
t
gi(z) = go(z + ®(t)) +/\t+/ (4 ®(t) — ®(s)) ds (2.12)
0

=g (x + <I>(t)) + (m + ®(t) + )\)t — /t D(s)ds.
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Remark 2.12. Extending the dynamics of ¢, for initial states in m € Zﬁ will amount to
finding ®(-) corresponding to go := fo, c.f. Definition 2.5. We will then define g; using the
formula (2.12): the question is how to define ®(-) in a way that will appropriately extend
Definition 2.9 from m € 63 tom € E%. The technical issue that we have to overcome is
that for a typical ¢ > 0 our functions g;_ () does not have a “first excursion” (c.f. (2.9)) if
m € Eg \ E{. For example, a Brownian motion with parabolic drift does not have a first
excursion, yet in Section 6.2 we will apply our tilt-and-shift representation to BMPD(u).

We are ready to state the main result of the paper.

Theorem 2.13. Foranym € ﬁﬁ let us define go(x) = fo(x), where f is constructed using
Definition 2.5. There exists a random measure v such that if we define ®(t) = v|0,t] and
g:(x) by (2.12) then

(i) the process £¥(g;),t > 0 has the law of the MCLD()) process started from m,
(ii) if m € £5\ ¢}, then g,(0) = 0 for any ¢t > 0,

(iii) for anyt,x > 0, the event { ®(¢) < z } is measurable with respect to the o-algebra
Fi=Neso0 (go(z),0 <2’ <z 4¢).

We will prove Theorem 2.13 in Section 5.

Remark 2.14. (i) Put another way, Theorem 2.13(iii) says that for any fixed ¢, the
random variable ®(t) := v[0,¢] is a stopping time with respect to the filtration
(Fi)p>0- We will make good use of this together with the strong Markov property
of Brownian motion in Section 6.2.

(ii)) By Theorem 2.13(iii), the control function ®(-) is measurable with respect to the
o-algebra o (go(x),z > 0). Therefore we have a “rigid” representation of MCLD(),
since the function ¢;(-) defined by (2.12) is determined by the initial state go(-).

(iii) We construct the measure v that appears in Theorem 2.13 by extending our earlier
construction given in Definition 2.9 from (3 to Ké in the sense that we obtain v as
the weak limit as n — oo of the measures v(™) corresponding to initial conditions
m(™ truncated at index n, see Lemma 5.8 and Corollary 5.9.

(iv) If m € £5 \ £}, then gy is a continuous function satisfying go(z)/z — —occ as z — 0o
(see Lemmas 4.4, 5.3). We conjecture that for any such function gy, there is a
unique measure v such that the function g;(x) controlled by ®(¢) = v[0, ¢] according
to (2.12) satisfies

* ¢:(0)=0forallt >0,
e g—(x)>0forany 0 <z < wv({t}) forallt > 0.

(v) The function gy is constant on each of its excursions. Suppose that hg is another
cadlag and lower semi-continuous function such that gy = hg, that is, the excursions
of hy have the same lengths and levels as those of go. Define, analogously to (2.12),

hi(x) = ho(x + ®(t)) + At + /t (z+ ®(t) — ®(s)) ds, (2.13)
0

so that h; is constructed using the same tilt-and-shift procedure as g; (and using
the same control function ®). Then it is straightforward to see that h; = g;, and
so, as at (2.2), £¥(g;) and £¥(h;) are the same process. We will make use of this
observation in Section 6.2 when we consider the tilt-and-shift construction started
from Brownian motion with a parabolic drift.
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3 Rigid representations: finite state space

In this section we restrict the MCLD(\) process to the space éé of states with only
finitely many blocks. The ultimate goal of this section is to prove Proposition 2.10.

In Section 3.1 we recall the notion of a size-biased rearrangement of m € Zé and how
this notion can be extended to Eé using an appropriate family of independent exponential
random variables.

In Section 3.2 we define the interval coalescent with linear deletion (or briefly
ICLD(\)) and show that an ICLD(\) with a size-biased initial state gives a representation
of the MCLD(\).

In Section 3.3 we define our particle representation and show that if the initial heights
of particles form an appropriate family of independent exponential random variables,
then we obtain a representation of the ICLD(\) with a size-biased initial state.

In Section 3.4 we show that a copy of the particle system is embedded in the tilt-and-
shift representation introduced in Definition 2.9.

3.1 Construction of size-biased sequences using independent exponential ran-
dom variables

We begin by stating without proof an obvious but useful property of independent
exponential random variables that we will later use repeatedly.

Claim 3.1. Suppose m = (my,...,my) € Eé. Let E; ~ Exp(m;) independently for each

1 <4i<mn. Let E* = min{FE,...,E,} and let i* denote the almost surely unique
{1,...,n}-valued random variable for which E* = FE;.. Then
E* ~ Exp(my + -+ +my), Pi*=i)=———, 1<i<mn, (3.1)

moreover E* and i* are independent.
Now we recall some useful definitions from [2, Section 3.3].

Definition 3.2. Let m = (1, my, ..., m,) € £}. A random total linear order < on [n] is a
size-biased order (with respect to m) if for each permutation iy, s, . . ., i, of [n],

n
. . . m;
P(iy <ig < -+ <iy) = L . (3.2)
( n) Tg[lmir +mir+1 _|__|_m1n

We say that b = (bi,...,b,) is the size-biased reordering of m if b, = m;,, where
11 < 1g < - < iy,

Definition 3.3. Suppose m € (% . Let E; ~ Exp(m;) independently for each i. Define a
random linear order on IN by i < j if and only if F; < Ej.

The proof of the next claim follows from Claim 3.1 and the memoryless property of
exponential random variables and we omit it.

Claim 3.4. The law of < introduced in Definition 3.3 is size-biased (with respect to the
sizes m;), in the sense that for any n € IN the restriction of < to [n] is size-biased with
respect to (my, mo, ..., my), c.f. Definition 3.2.

Remark 3.5. (i) There is a smallest element with respect to the order < if and only if
m € E%. If m € ¢k, \K% then the values E; are dense in R, see Lemma 4.2.

(ii) The excursions (see Definition 2.1) of the random function f defined in Definition
2.5 appear in size-biased order.
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3.2 A size-biased interval representation of MCLD(\)

We introduce a related process b;,¢ > 0 in which only neighbouring blocks are
allowed to merge, and only the leftmost block is allowed to be deleted.
Definition 3.6. With some abuse of notation, we denote by {, = UnZO %, the space of
finite sequences with positive entries. Given b = (by,...,by,) € £y, let R*(b) € éé denote
the reordering of b into non-increasing order.

Definition 3.7 (Interval coalescent with linear deletion, ICLD())). The state space of the
continuous-time Markov process (b;) is ¢y. The dynamics consist of coalescence and
deletion:

(i) Ifb,b' € ¢y where b’ € R”," arises from b € R, by merging the blocks b;, and by 1
for some 1 < k < n; that is

b, i=1,2,... k-1
bi+1, Z:k,ﬂ’L—l

then the rate of the transition from b to b’ is

Ric(b,b) =bx- Y b (3.4)

(ii) Ifb,b’ € ¢, where b’ € R”," arises from b € RZ, by deleting the leftmost block, i.e.,
bgszrl, 1§z’§n—1

then the rate of this transition is

n

Ric(b,b) =X-> b (3.5)

i=1

All other rates of the ICLD(A) are 0.
We are now ready to state the main result of Section 3.2.

Theorem 3.8. Let A > 0 andm € Eé. Let by be a random size-biased reordering (see
Definition 3.2) of m. Let by,t > 0 be an ICLD(\) started from the initial state by. Then

(i) the law of the process Ri(bt)ﬂt > 0 is that of the MCLD(\) process my, t > 0 started
from my = m, and

(ii) given the o-algebra J(R‘L(bs), 0 < s <), the conditional distribution of b, is that of
a random size-biased reordering of R*(by).

We will prove Theorem 3.8 in Section 3.2.1.

Remark 3.9. (i) To the best of our knowledge, even the A = 0 case of Theorem 3.8
is novel, and it gives an interval coalescent representation of the multiplicative
coalescent process (on the state space Eé).

(ii) Theorem 3.8 generalizes in a natural way to any initial condition m € K{. For initial
conditions with infinite total mass, the situation is more complicated since under
the natural extension of the concept of size-biased order (see Definition 3.3) there is
no smallest element of the order, and any two elements are separated by infinitely
many other elements in the order, c.f. Remark 3.5(i).
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3.2.1 Proof of Theorem 3.8

Lemma 3.10. Letb € ¢y and m = R*(b). Then the total jump rate of the MCLD()\) out of
the state m is the same as the total jump rate of the ICLD()) out of the state b.

Proof. The total jump rate in the MCLD(A) is A Y m; + 3, _; m;m;. Since m is a reorder-
ing of b, we obtain the same total rate for the ICLD(\) by adding the deletion rate in
(3.5) to the sum over 1 < k < n of the coalescence rate in (3.4). O

Lemma 3.11. Let m € Ké. The following two procedures give the same distribution of b':

(1) Let b be a size-biased reordering of m, and then, given b, obtain b from b by
performing a single step of the jump chain of the ICLD()).

(2) Obtain m' from m by performing a single step of the jump chain of the MCLD()),
and then, given m/, let b’ be a size-biased reordering of m'.

In particular, in (2) it is the case that the conditional distribution of b’ given Rt (b’) is that
of a size-biased reordering of RY (Q’), so the same is also true in (1).

Before proving Lemma 3.11, we use it to prove Theorem 3.8.

Proof of Theorem 3.8. Assume that the initial state has n non-zero blocks. Then the
process b; will make n jumps before being absorbed in the all-0 state. Let 7p = 0 and let
T1,...,Tn be the jump times of the process, so that (b,,,b,,,...,b,, ) is the jump-chain.

Let m; = R*(b;). We claim that for 0 < k < n, the following properties hold:

P1(k): (m,,,m,,...,m, ) has the distribution of the first k steps of the jump-chain of
the MCLD(\).

P2(k): Givenm,,,...,m,,, the distribution of b,, is that of a random size-biased reorder-
ing of m,,.

As soon as we prove these properties, the proof of Theorem 3.8 follows using Lemma
3.10 and the memoryless property.

We now prove P1(k) and P2(k) by induction on k. The case k = 0 is immediate from
the definition of by in the statement of Theorem 3.8.

For the induction step, suppose that P1(k) and P2(k) hold for a given k with 0 < k < n.

Now we condition on m,,...,m,, and apply Lemma 3.11 with the choices
m = m‘f‘k7 b = b‘l’ka m/ = m‘rk+17 b/ = bT)H,l'
From P2(k), we know that given m, ,...,m,,, the distribution of b, is a random

size-biased reordering of m,, ; then, as in (1) of Lemma 3.11, we obtain b
step of the ICLD(\) chain from b, .

Hence, using the final observation of Lemma 3.11, the distribution of b, , given
m,,...,m,,mg,,is a random size-biased reordering of m,,_ ,, and P2(k + 1) holds.

But also, comparing with (2) of Lemma 3.11, the distribution we obtain of m,, ,, =
Rt(b,, ., ) is the same as we would have obtained by taking a step of the MCLD(\) chain
from m,,. So indeed we can extend P1(k) to give P1(k + 1) also.

This completes the induction step. In this way we obtain that P1(n) and P2(n) hold,
and this completes the proof of Theorem 3.8. O

by taking a

Tk+1

Proof of Lemma 3.11. To avoid awkward notation, we will write the proof under the
extra assumption that m has all its block sizes distinct, and so does m’ for each m’ that
can be obtained from m’ by a coalescence step. The general statement can then be easily
obtained by continuity.
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Under the above stated extra assumption we can write the transition rates of the
MCLD(\) chain as follows. If m’ is obtained from m by merging the two blocks of size
mj and m, then the rate of the transition from m to m’ is

Ryve(m,m') =mpmy. (3.6)

If m’ is obtained from m by deleting the block of size my, then the rate of the transition
from m to m’ is
Rurc(m,m') = dmy. (3.7)

Let m,, denote the probability distribution on {; which arises from the size-biased
reordering of m. Again if m has distinct block sizes, we can write

Tm(b) = 1[R*(b) = m] - H Z"Ij b (3.8)

Now, to prove Lemma 3.11 it is enough to demonstrate the following claim: if m € éé
and b’ € £y, with m’ = RH(b'), then

Y mm®Ric(B,Y) = Raro(m, m' ) (b). (3.9)
b: R (b)=m

(Rescaled by the total jump rate, which by Lemma 3.10 are the same for the ICLD(\) and
the MCLD(), the left side represents the probability of obtaining a given value V' using
procedure (1) in Lemma 3.11, while the right side represents the same for procedure
(2).)

To prove (3.9), there are two cases that we have to handle, corresponding to coales-
cence and deletion.

We first treat the case of coalescence, that is we assume that the state R*(b') = m’
arises from m by merging some blocks with sizes m; and mj. Then b’ has an interval
of size my + m, say b}, = my +m. There are exactly two reorderings b of m for which
Ric(b,b') > 0, namely

/

1 / / / /
b = (b17'"7bk—17m17mJ7bk+1a'--abn)a

0> = (b, Vg, my,mr, by, ..., ).
Now let us rewrite the two sides of (3.9). The left side is

Y mm®Ric®Y) = 10RO Y) + 7 (0D R1c (0, 5)

b:RY(b)=m

my
<H2317> ZJ kbgzykbgim[ (zlg—lzjzj> Zb )
my n /_m
<H Z] = J> ZJ kb;ZJ "v‘b;_m‘] <11;£1Zg =i J> o ;ﬂbj ’

Using (3.6) and (3.8), the right side can be rewritten as

RMC(@»mI)Wm’ (b/ - (H bl) ngj—i_kmj ( H b/> .

sz i=k+1 sz

These are the same, so (3.9) holds in the case of coalescence.
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We now turn to the case of deletion; that is, we assume that the state R*(b') = m’
arises from m by deleting a block of size m;. There is one rearrangement b of m for
which R;¢(b,b’) > 0, namely

b0 = (my, by, 0,). (3.10)
Thus
T (0)Rre(b,b) = 1y (B°)R1c (B0, b)) F2EH
b:m=R¥(b)
mr / . / / ’ /
7771’@ S b’ =A . m’b =R e, 1 m/b-
m1+Z?=1b;7L( ) m1+;] mp - (D) Mo (m, m) T (b')
So (3.9) holds in this case also. This completes the proof of Lemma 3.11. O

3.3 Particle representation

The representation of the MCLD()) in Section 3.2 moved some of the randomness
of the process into the choice of an initial condition (using a size-biased reordering).
Thereafter the possible transitions of the process were restricted (only neighbouring
blocks were allowed to merge, and only the first block could be deleted).

In this section we take this to an extreme by giving a natural construction of the
process in which all the randomness is in the initial condition; the evolution of the
process thereafter is entirely deterministic, but nonetheless the process projects to the
MCLD(A). Such processes might be called “rigid”.

Definition 3.12 (Particle system). Let m = (my,...,m,) € Ké. Let Eq,..., E, be inde-
pendent with E; ~ Exp(m;). Fori =1,...,n, let Y;(0) = —E; be the initial height of a
particle i with mass m;. The heights of particles evolve over time; we describe the joint
evolution of the heights Y1 (t), ..., Y, (t) using a system of ordinary differential equations.
Analogously to the definition (2.5), we define

pe= D mi - Gy,(o)- (3.11)
i=1

The system of differential equations governing Yi(t),...,Y,(t) is

d
aYi(t):)v]l[Yi(t) < 0]+ pe(Yi(¢),0). (3.12)
We say that the particle i “dies” at time t;, where t; is defined by

t;:=min{t : Y;(t)=0}. (3.13)

A “time-t block” consists of the union of all the particles that share the same (strictly
negative) height at time t.

In words, particles start at negative locations and move up. If a particle reaches zero
then it stops there and dies. Before it dies, the speed of a particle is equal to A plus the
total weight of particles strictly above it and strictly below zero. Observe that if two
particles ever reach the same height, then they stay together forever.

Recall the definition of the ICLD(\) process from Definition 3.7.

Proposition 3.13. Let b; € ¢y be the vector of sizes of the time-t blocks of the particle

system, in decreasing order of their height. Then the process b;,t > 0 has the law of
ICLD()), started from an initial state by.
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Before proving Proposition 3.13, let us state the following corollary.

Corollary 3.14. The process m; = R*(b;) has the law of MCLD()\) started from the state
m.

Proof of Corollary 3.14. It follows from Definition 3.12 and Claim 3.4 that by is a size-
biased reordering of m. Now the statement of Corollary 3.14 follows from Theorem 3.8
and Proposition 3.13. O

Before we prove Proposition 3.13, let us introduce a useful notation.
Definition 3.15. Given b = (b1,...,b,) € {y we say that the random vector

(Y(l) y(n))

has law Exp=(b) if0 > Y1) > ... > y(n),

—Y ™) ~ Exp(by + by + -+ + by,)
YW —v® « Exp(by + -+ by)

y®) —y ¢+ L Exp ( > bl-) (3.14)

i=k+1

Y=y  Exp(b,),
and all these gaps are independent.

Proof of Proposition 3.13. Suppose there are n(t) time-t blocks. Let
(Y<1>(t), . ,Y(”(t))(t)> (3.15)

be the vector of their heights in decreasing order. Then u;, defined at (3.11), is also
given by
n(t)
=Y (b); Oy - (3.16)

i=1

Observe that in particular, (Y(1(0),...,Y(™(0)) is the decreasing rearrangement of
the initial heights of the particles, and Y(i)(()) is the initial height of a particle of mass
(bo):.

From here onwards, let us condition throughout on by = b = (by,...,b,).

By repeatedly applying Claim 3.1 and the memoryless property of the exponential
distribution, we see that given by = b, we have

(YD(0),..., Y () ~ Exp(0), (3.17)

where Exp=(-) was introduced in Definition 3.15.

Let us consider the time 7 at which the first jump of the process (b;) occurs. This
jump may be either a deletion (if a block reaches height 0 and so dies) or it may be
a coalescence (if two blocks reach the same height). Between times 0 and 74, the kth
highest particle moves at speed A+ Zf:_f b;. Hence the gap Y *)(t) — Y *+1)(¢) decreases
at rate by for 1 < k <n — 1, and the gap —Y(l)(()) decreases at rate \.
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Let us therefore define

y @)
t© = % ~Exp (A(b1 + -+ by,)) (3.18)
(k) (0) — Y (k+1) n
o Y ©) bY OB Exp <bk Z b;| forl<k<n-1. (3.19)
k i=kt1

These variables are all independent.
Then 7, = ming<j<,_1 t*), and we have

71 ~ Exp )\ibﬁ— > bibs
i=1

1<i<j<n

Further, let k = argming<;«,,_; t(*). This argmin is uniquely defined with probability 1.
If ¥ = 0, then the event at time 71 is a deletion of the highest block, while if k = k& > 1
then the event at time 77 is a coalescence of the kth and (k + 1)st highest blocks. By
Claim 3.1, the random variables « and 7; are independent; the probability that x = k is
proportional to AY_"" | b; for k=0, and to by Y, bi for 1 <k <n—1.

Comparing the previous paragraph with the rates of the ICLD()) at (3.4) and (3.5),
we see that the distribution of the new state b’ = b,, together with the time 7, at which
it occurs, is the same as for the ICLD(\) process.

From here on, let us condition further on 7; and b,, = b’ as well as on by = b. Again
applying the memoryless property, the conditional distribution of the remaining height
gaps just before 7, excluding the one which reaches 0 at that time, is unchanged from
what it was at time 0.

The heights and masses of blocks at time 7, are given by

. YO (r-) fori <k
(4) _ 1 )
Y@ (7)) { (1) fori> (3.20)

and
b; for i < k,
b; =S by +bey1  fori= s, (3.21)
bit1 for: > k.

We therefore obtain that

n—1
— YD (7)) ~ Exp (Z bé)

n—1
Y®) (1) — Y*E+D (1) ~ Exp ( Z bg> fork=1,...,n—2,
i=k+1

and all these gaps are independent. Thus we have shown that
(Y@(ﬁ), . Y<”*1>(ﬁ)) ~ Exp=(t).

So we can repeat the argument above starting from time 7, until the time 75 of
the next jump, obtaining that b, continues to evolve as an ICLD()\) process. Contin-
uing recursively until the time of the nth jump (when the last death occurs and b;
becomes identically zero), we obtain the desired result. The proof of Proposition 3.13
is complete. O
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We will now prove a corollary of the results and methods developed in Sections 3.2
and 3.3. This corollary will only be used in Section 6.

We consider the particle system introduced in Definition 3.12. Let b; € {y be the
vector of sizes of the time-t blocks of the particle system, in decreasing order of their
height and let m; = R*(b;). Let 7o = 0 and denote by 75, k > 1 the kth jump time of the
process (b;). Recall the notion of the point measure p; from (3.11) (or from (3.16)) and
notion of Exp(m) from Definition 2.4.

Corollary 3.16. (i) For any k > 0, the conditional distribution of the measure i,
given (m,,,0 <14 <k) is Exp(m-, ).

(ii) For anyt > 0, the conditional distribution of u; given (m,,0 < s < t) is Exp(my).

Before we prove Corollary (3.16), let us state the key claim needed for the proof. The
proof of this claim follows from the memoryless property and we omit it.

Claim 3.17. Let m = (my,...,m,) € éé and let b be a size-biased reordering of m.
Conditioned onb = b, let (Y(V), ..., Y (")) ~ Exp=(b) (c.f. Definition 3.15). Then the law
of p =31, (b)dyw is Exp(m) (c.f. Definition 2.4).

Proof of Corollary 3.16. Given m,,...,m,,, the distribution of b, is that of a random
size-biased reordering of m,, (c.f. P2(k) in the proof of Theorem 3.8 and the proof of
Corollary 3.14).

In the proof of Proposition 3.13 we have seen that given b,,,...,b,,, the conditional
joint distribution of the heights is

(YO, YD (7)) ~ Exp(br), alm) =n— k.

Combining the above observations with Claim 3.17 we obtain that the statement of
Corollary 3.16(i) indeed holds.

Now Corollary 3.16(ii) follows from the combination of part (i), the observation that
between the jumps of the process (b;) the height gaps between particles decrease at
constant speed and the memoryless property of the height gap distribution (c.f. Definition
3.15). O

3.4 Tilt-and-shift representation

In this section we connect the particle system introduced in Definition 3.12 to the
“tilt-and-shift” dynamics presented in Definition 2.9 and prove Proposition 2.10.
Definition 3.18. Assume g : [0,00) — R U {—oc0} has only finitely many excursions.
Denote by

E(g) € bo

the sequence of the lengths of the excursions of g, in order of appearance.

Letm = (my,...,my) € 63. Let E; ~ Exp(m;) independently fori =1,...,n.

Consider the particle system of Section 3.3 in which a particle of size m; starts at
height Y;(0) = —F; foreachi =1,...,n.

Define the function gy = f; as at (2.6) or (2.7), and then g;,¢ > 0 using the tilt-and-shift
procedure of Definition 2.9.

Proposition 3.19. Let b; € {y be the vector of sizes of the time-t blocks of the particle
system in decreasing order of height. Then

(b, t > 0) = (E(g¢),t > 0) with probability 1. (3.22)
Then from Proposition 3.13, Corollary 3.14 and Theorem 3.8 we can immediately

deduce the following result:
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Corollary 3.20. (£(g:),t > 0) has the law of ICLD()) started from an initial state which
is a size-biased reordering of m. Hence (£%(g;),t > 0) has the law of MCLD()) started
from m and thus Proposition 2.10 holds.

Proof of Proposition 3.19. We will show how to find a copy of the particle system em-
bedded within the tilt-and-shift process. Namely, the excursions of g, correspond to the
time-t blocks in the particle system. Specifically, an excursion [z, z") of g; corresponds to
a time-t block whose size is the length 2’ — x of the excursion, and whose height is the
level g;(z) of the excursion.

The idea is that the “tilt” part of the construction produces an upward drift of
the excursion levels which corresponds to the upward movement of the blocks in the
particle system; this drift causes neighbouring excursions to merge, corresponding to the
merging of blocks in the particle system when they reach the same height. Meanwhile
the “shift” mechanism which removes the leftmost excursion when its level reaches 0
corresponds to the death of a block when it reaches height 0 in the particle system.

Recall that YV (t),..., Y("(")(t) are the heights of the time-t blocks of the particle
system in decreasing order, and b; is the vector of the sizes of those blocks (in decreasing
order of height).

Let us denote by = (b1, ...,b,). Write also

20=0, x1 =01, wo=b1+bs, ..., Tp,=by+--+b,. (3.23)
Then the excursions of gy are the intervals
[To, 1), [T1,22), ..., [Tp—1,Zn) (3.24)
and the levels of these excursions are
go(wo) =Y1(0), ..., go(wn_1)=Y"(0) (3.25)

(with go(z,,) = —00).
Recall the time 7, the time of the first merging or deletion in the particle system,
defined in the proof of Proposition 3.13, which we can also write as

7 =inf {t: YO (=) =00or Y®(t—) = Y*FD(t-) for some 1 < k < n}. (3.26)

Since each block moves upwards at a rate equal to the sum of the sizes of blocks above
it plus A, we have thatfor 1 <k <nandt € [0,71),

SYO ()= byt by + A
=Tp_1+ A (3.27)
But also if we define
71 =inf {t: g, (0) = 0 or g;—(zx—1) = gi— () for some 1 < k < n}, (3.28)

then by the definition of the tilt mechanism in Definition 2.9, we have that for 1 <k <n
and ¢ € [0,71),

d
agt(xkfl) =Tp_1+ A\ (3.29)

Since the derivatives on the right-hand sides of (3.27) and (3.29) are the same, and
the values at t = 0 are also the same by (3.25), we have that ; = 7y and that

YR () = gi(xp_1), k=1,...,n, tel0,m). (3.30)
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By (3.28), also g:(zx—1) > g+(xy) for all such k and ¢, and so for all ¢ € [0,71), the
excursions of g; are again given by (3.24). So indeed we find that throughtout [0, 71) the
block heights and the excursion levels continue to correspond, and the block sizes and
excursion lengths do not change.

Now we look at what happens at time 7, which is the first time that the particle
system has a merge or deletion event. Recall from the proof of Proposition 3.13 the
value k which describes which kind of event happens at time 7.

 If 1 < k < n —1 then the event is a merge of the blocks with sizes b, and b,41.
In that case we have that Y*(r;—) = Y**1(7;—) and so also (by (3.30)) we have
gr—(g—1) = gr,— (x). Hence at time 7 also the excursions [2,,_1,z,) and [, T,x11)
merge into a single excursion which is [zx_1,Zx+1).

+ If instead x = 0 then Y(!)(1;—) = 0 and g,,_(0) = 0. Then time 7, is the death
time of the block of size b;; also, following (2.9), at time 7 there is a shift of size
x*(m1—) = x1 = b;. Then we obtain g, (z) = gr,—(x + b1).

In both of these cases the heights and masses of the particle system at time 7, are given
by (3.20) and (3.21). If we now define
xy =0, zy=0V), =0, +0by ... a,_,=b+--+b (3.31)

n—1»

then we obtain that the excursions of g, are the intervals

[mé)ax/l)7 [l‘/l,xé), R [x’II’L—Q’x’:l—l) (3.32)

and the levels of these excursions are
9r, (1‘6) = Y(l)(Tl)v ceey 9m (1.4172) = Y(n_l)(Tl)' (3.33)

From here, proceeding from (3.32) and (3.33) just as we did from (3.24) and (3.25), we
can repeat the argument above from time 7 until the time 7, of the next jump of £(g;).
Continuing recursively until the time of the nth jump (when the last death occurs), we
obtain that the excursion lengths and block sizes continue to correspond, as required for
Proposition 3.19. O

Remark 3.21. Observe that written symbolically, we have shown that
9:() = fu (), 20, (3.34)

where g; is the minimum process of g; as defined at (2.1); from the expression (3.16)
for i, and the definition of f,, in Definition 2.3, we have that f,, is the non-increasing
piecewise constant cadlag function taking value Y(¥)(¢) on an interval of length (b;); for
i=1,...,n(t), and otherwise takes the value —co.

In this formulation the statement of Proposition 3.19 can be seen to follow immedi-
ately, since b, = £(f,,) and £(g:) = £(g¢).

Corollary 3.22. Recalling the definition of v from (2.10) and t; from (3.13), we have
v=> m-d,. (3.35)
i=1

Remark 3.23. We observed in Remark 3.9 that the ICLD(\) process naturally gener-
alizes to any initial condition m ¢ E% . Similarly, the definitions and results of Sections
3.3 and 3.4 also extend to m € é{. As a corollary, Proposition 2.10 generalizes to m € E%.
For initial conditions with infinite total mass we cannot naively extend Definition 2.9, as
explained in Remark 2.12. The extension of the tilt-and-shift representation to m € Eﬁ \Ef
will be carried out in Section 5.
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4 Preparatory results about 1, and excursions

In this section we collect preliminary results that we will later use in Section 5 when
we extend the rigid representation result of Section 3 from Eé to Eé.

In Section 4.1 we state and prove some of the analytic properties of the random point
measure p ~ Exp(m) (c.f. Definition 2.4) given some m € Zﬁ.

In Section 4.2 we state and prove results related to excursions and the ¢ functional
(c.f. Definitions 2.1, 2.2).

4.1 Some facts about random point measures

Lemma 4.1. Let m € ¢} and . ~ Exp(m). With probability 1,
(i) u(A) < oo for every bounded set A C (—o0,0].
(i) ply,y+1] =0, asy — —oc.

Proof. Forany 0 < a < b,
E (u[~b, —a] ‘25’2 P(E; € [a,b]) 2
Zmie_‘”’” (1 - e_(b_“)"“) < Zm?(b —a) < oo

since m € ¢%, and this is already enough to give (i).
For (ii), we have

E(p[—k—1,—k] Zmz ke —e_ml)gz:m?e_km"%o as k — oo,
i
and also
Var (u[—k -1, — Zm Var (1[k < B <k+1) <Y mlP(k<E <k+1).

Thus Y, Var (u[—k,—k — 1]) < >, m? < cc.
Then let k be large enough such that E (u[—k — 1, —k]) < §/2. Then by Chebyshev’s
inequality,
Var (u[—k, —k — 1))
(6-6/2)>

Hence ), P(u[—k, —k — 1] > §) < oo and the result in (ii) follows from Borel-Cantelli. O

P(u[—k, k1] > 6) <

Lemma 4.2. Ifm € 5\ ¢} and ju ~ Exp(m), then with probability 1 we have j[—b, —a] > 0
forany 0 < a < b.

Proof. It is enough to prove that for all pairs of rational numbers 0 < a < b we have

p[—b, —a] > 0 with probability 1. This follows from the second Borel-Cantelli lemma and
the fact that

(oo} oo
ZIP(CL <E< b) (2i4) Ze—amq‘, (1 _ e_(b—a)’fﬂi,) (;) 400 if me f% \é‘h
where (*) follows from e~ (1 — e=®=9™) ~ (b — a)m as m — 0. O
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4.2 Good functions

We define a set G of “good” functions. Recall the notion of excursions from Definition
2.1.

Definition 4.3. If g is a function from [0, 00) to RU {—c0}, we say g € G if:
(i) g is lower semi-continuous and cadlag.
(ii) If g(x) = —oo then g(z') = —oo forall ' > x.

(iii) For any € > 0, g has only finitely many excursions above its minimum with length
greater than or equal to ¢.

(iv) Let Zmax = sup{ z : g(x) > —oo } < o0o. The Lebesgue measure of the set of points in
(0, zmax) Which are not contained in some excursion above the minimum is 0.

If g € G, then £¥(g) (see Definition 2.2) is well-defined.

Lemma 4.4. Suppose fy is defined from m € Eg by Definition 2.5. Define f; by (2.8).
Then with probability 1, we have f, € G for allt > 0.

Proof. Properties (i), (ii) in Definition 4.3 can be deduced for f; directly from the def-
initions (2.6) and (2.8). Property (iv) for f; follows from the fact that (iv) holds for fj
(see Remark 2.6(i)) and the observation that every excursion of f; is contained in an
excursion of f;.

It remains to justify property (iii). The function f; is non-increasing, and Lemma
4.1(ii) tells us that the length of the interval on which f, takes values in [y, y + 1] tends to
0 as y — —oo. Hence for every ¢ there exists a K such that fo(z) — fo(x —¢) < —1 for all
x> K.. As aresult, fi(z) — fi(z —e) < =1+ te. If e < 1/t, we find that fi(z) < fi(z —¢),
so all excursions intersecting (K., co) must have length less than ¢, as desired. O

Lemma 4.5. Given some [, € G define f; by (2.8) and assume that f; € G for allt > 0.
The function E¥(f;) from [0, c) to ¢4, is cadlag.

Proof. Let us write m(t) = (my(t),ma(t),...) = E*(f;). Since we use the topology of
coordinatewise convergence on /%, it is enough to show that the function ¢ — m;(t) is
cadlag for all 4.

Consider 0 < t' < t. Since f; is obtained from f;- by adding on an increasing function,
any minimum of f; is also a minimum of f;/, and any excursion of f; is a sub-interval of
an excursion of f;.

Fix t and suppose [l,r) is an excursion of f;. Take ¢ with 0 < ¢ < 2[. Recalling the
notion of f from (2.1), we have f;(I —¢/2) > f;(I); hence if ¢ is sufficiently small, then

frrs(l—¢/2) > fi(l) + 6L = fers(0),

and so fiys has a minimum in [l — ¢/2,1].

Also, there is some z € (r,r + ¢/2) with f;(z) < f:(l). Hence if § is sufficiently small,
then f;,s has a minimum in [r,r + £/2].

So for any ¢, we can find § such that the length of the excursion of f; s which includes
(I,r)isat mostr — [ + €.

Now we will argue that for any € > 0 there exists small enough § such that the length
m1(t + 9) is at most mq (t) + ¢.

Fix any T > ¢ and consider ¢ € (0,7 — t). Since the excursions of f;,s are contained
in the excursions of fr, any excursion of f;,s of length more than m;(¢t) + ¢ must be
contained in an excursion of f; whose length also exceeds that. There are only finitely
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many such excursions of fr since fr € G. Let U be the union of those excursions, which
has finite total length, say L.

Now let us look at all the excursions of f; contained in &/. There are at most countably
many. We can take a finite number of them whose total length is at least L — . Each
of them has length no more than m;(¢). From the property above, if we choose ¢ small
enough, then at time ¢ 4 §, none of them is contained in an excursion of length more
than m (t) + €. But also, since the remaining length of I/ outside this set is only ¢, then
also no other point in ¢/ is contained in an excursion of length more than m;(¢) + «.

It follows that m; (¢t + ) < e + my(¢) as desired.

In similar fashion we can also obtain that Zlﬂl mi(t+0) <e+ Zf:l m;(t) for suffi-
ciently small ¢, for any k. But note that Z _, m;(t) is non-decreasing in ¢. So for each £,
Zle m;(t) is right-continuous with left limits, and hence the same is true for m,(t) for
each i. O

Corollary 4.6. Given some fy € G define f; by (2.8) and assume that f, € G for allt > 0.
Then the set of times t such that f; has a non-strict excursion (c.f. Definition 2.1) is
countable.

Proof. By Lemma 4.5 the function ¢ — £+(f;) is cadlag, therefore it has countably many
jumps, c.f. [18, Section 12, Lemma 1]. Thus we only need to show that if f;, has a
non-strict excursion for some t, > 0 then t — E¥(f;) jumps at to. If [I,) is a non-strict
excursion of f;,, then f(I) = f(z) for some x € (I,r). Now if t < ¢, and [I',7’) is an
excursion of f;, then z is not in the interior of [I, 7). This implies that for any ¢ < ty the
function f; has at least two disjoint excursions contained in [/, r) that are separated by
z, and these excursions merge at time ¢, thus if &y is the smallest index k for which
my(to) < r — [ then the non-decreasing function ¢ — Zko "m;(t) jumps at time tg. O

Definition 4.7. A family of good functions f\") € G,i € T is said to be uniformly good if
for any ¢ there exists K. € R such that for any i € T the excursions of f\) intersecting
[K.,00) are all shorter than e.

Lemma 4.8. Let f € G be continuous and assume that all of the excursions of f are strict
(c.f. Definition 2.1). Let f(") € G, n € IN be a sequence of (not necessarily continuous)
functions that converge to f uniformly on bounded intervals. Let us also assume that
the family consisting of f and f"),n € N is uniformly good. Then E(f(™) — £4(f) as
n — oo in the product topology on KC{O.

Proof. Suppose (I,r) is an excursion of f. For any given v > 0 (with v < ), there is a
6 > 0 such that the following properties hold:

(i) f(z) > f(I)+dforallz € [0, —~];
(ii) f(z)> f()+dforallz € [l+~,7r—7];
(iii) f(x) < f(l) — 0 for some x € [r,7 +7].

Here (i) holds since f has a minimum at / and, being continuous, must achieve its bounds
on [0,! — ~v]; (ii) holds since the excursion is strict, and (iii) holds since by the definition
of excursions, there must be points arbitrarily close to the right of » which take value
lower than f(1).

Now suppose n is large enough that | f(")(z) — f(z)| < §/2 for all = € [0,7 + 7]. Then
we obtain the following properties:

Q) fO(x) > f(1)+6/2forall z € [0,1 —4];
(i) f(")(x) f)y+é6/2forallz € [l +~,7—1;
(i) ¢ (x) < f(I) — &/2 for some x € [r,r +~];
() g™ (1) € (F(1) = 6/2, F(1) +6/2).
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Then f(*) must have an excursion which starts somewhere in [l — v,l 4+ 7] and ends
somewhere in [r — v, r + 7).

Now let e > 0 and choose K. such that the excursions of f and f("™),n € IN intersecting
[Kc,00) are all shorter than e.

Now by Definition 4.3(iv) there exists a finite collection of excursions (lj, rj) of f,
whose union covers all of [0, K. + ] except for a set of total length less than ¢/2. Let
k be the total number of these excursions. Apply the above argument to all of these
excursions with v = ¢/4k. Then if n is sufficiently large, we have that for each of these
excursions of f, there is a corresponding excursion of f(™) whose length is within ¢/2k;
the remaining length in [0, K. + ¢] amounts to no more than ¢; and we know that outside
[0, K. + €], all excursions (either of ) or f) have length less than or equal to .

It follows that for any i > 0, the ith largest excursion of f(™) and the ith largest
excursion of f differ by at most . Hence indeed Ei(f(”)) converges componentwise to
E¥(f), as desired. O

5 Extension of rigid representation to E%

In this section we will extend the rigid representation results of Section 3 to any
initial condition m € E%. As we have discussed in Remark 3.23, extension from Eé to Eﬁ is
automatic, so in this section we will assume that m € K% \E%.

In Section 5.1 we prove that the MC admits a tilt representation, i.e., Theorem 2.8.

In Section 5.2 we prove that the MCLD admits a tilt-and-shift representation, i.e.,
Theorem 2.13.

5.1 Extension of MC tilt representation to é%

The aim of this section is to prove Theorem 2.8.
fo is defined from m € éé by Definition 2.5. f; is defined by (2.8).

Definition 5.1. By Lemma 4.4 and Corollary 4.6 the (random) set of times t such that f;
has a non-strict excursion (c.f. Definition 2.1) is countable. Hence for all but countably
many t, the probability that all excursions of f; are strict is equal to 1. Let T denote this
(deterministic) set of “good” times t.

From Lemma 4.4 and Lemma 4.5 it follows that t — £¥(f;) is a cadlag process with
respect to the product topology on éio. The graphical representation of the multiplicative
coalescent m, constructed in [2, Section 1.5] is also a cadlag process with respect to the
topology of the d(-, -)-metric defined in (1.2) (see [34, Lemma 2.8]), thus it is cadlag with
respect to the weaker product topology on Eio.

Hence, since 7 is dense, if we can show that for any finite collection ¢1,...,t. € T,
we have

EXf)1<i<r) L (my,1<i<7), (5.1)

then indeed the law of £¥(f;) is that of the MC.
For each n, let m("™ be given by

; p <
@m{?“f”. (5.2)
, i>n

For each n, m(™ € Eé, and m™ — m in Eé as n — oo.
We couple the processes starting from m(™), n > 1, by using the same height variables

Y, = —FE; throughout. If we define

(@) = £ (@) + ta,
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then by the A = 0 case of Proposition 2.10 we have
Lepn) ; 4 (n) ;
(E(fe, "), 1<i<r)=(my, ", 1 <i <), (5.3)

where m,E”),t > () is the MC started from m(™.
By the Feller property of the MC (see [2, Proposition 5]) we have

m™1<i<r) b m,,1<i<r), n—oo (5.4)

(with respect to the topology of (% and hence also coordinatewise).
We will let n — oo, and show that

EHF™Y 5 EV(f,) forall teT

5.5
coordinate-wise with probability 1. (5.5)

Putting together (5.3),(5.5) and (5.4) we obtain (5.1) as required.

It remains to show (5.5). We will achieve this by checking that the conditions of
Lemma 4.8 almost surely hold if ¢t € 7. We may assume that m € Eé \éi, as discussed in
the first paragraph of Section 5.

Lemma 5.2. Fixt > 0. With probability 1, the family of functions that consists of ft(”),
n > 1 and f; is uniformly good (c.f. Definition 4.7).

Proof. Recalling Definitions 2.3 and 2.5 we see that

n
£m = fums  where i = Zmi - dy,.
i=1
Now pgy — u(()") = > ,.<iMi - 0y, is a non-negative measure for each n € N, thus pg

dominates u(()") for each n and we obtain the proof of Lemma 5.2 by repeating the
argument of proof Lemma 4.4, uniformly in n. O

Lemma 5.3. Ifm € (}\ ¢} then for anyt > 0 the function f,(-) is continuous and ft(") — fi
uniformly on bounded intervals.

Proof. Since f("(z) = f{™(z) + tz, and fi(z) = fo(z) + tz, it is enough to show the
statements of the lemma for ¢t = 0.

The function fy is non-increasing, moreover by Lemma 4.2 the values E;,i > 0 are
dense in [0, 00), thus by Remark 2.6(i) the values f, takes are dense in (—o0,0). Hence
fo is continuous.

Since fj is a continuous function on [0, c0), it is uniformly continuous on any bounded
sub-interval.

Fix any U < oo. Let us define nop = min{n : > .-, m; > U }. For all n > no we have
15 (WU) = f5™ (V) =: =S.

Consider z < U, n > ng. By (2.7) have fé")(:c) =Y}, where k is such that

x e Z m;, mg + Z m;
j<n: E;<Ey j<n:E;<Ej
By considering the interval on which the function f; takes the same value Y;, we have

fén)(x) = folx+d) where = Z m;.

j>n: E;<Ey
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For all n > ng we have 6 < >_

dominated convergence.
Then by the uniform continuity of f; on bounded intervals, we have that fé") = fo

uniformly on [0, U], as desired. O

j>n:B,<s M;- This goes to 0 as n — oo by Lemma 4.1 and

Finally, we can insert the properties derived in Definition 5.1 and Lemmas 5.2, 5.3
into Lemma 4.8 to obtain (5.5). This completes the proof of Theorem 2.8.

5.2 Extension of MCLD tilt-and-shift representation to é%

The aim of this section is to prove Theorem 2.13.

In Section 5.2.1 we give quantitative bounds on the effect of the insertion of a new
particle in a finite particle system on the death times of other particles.

In Section 5.2.2 we construct the death times of each particle in the infinite particle
system associated to the initial state m € Eé by inserting particles one by one and
showing that death times converge.

In Section 5.2.3 we collect some technical lemmas that allow us to deduce the
convergence of the ordered sequence of excursion lengths from the approximation
results of Section 5.2.2.

In Section 5.2.4 we extend the MCLD tilt-and-shift representation from Ef to Kﬁ, ie.,
we prove Theorem 2.13.

5.2.1 Perturbation of the particle system

Recall the particle system introduced in Section 3.3. The main result of Section 5.2.1
is Lemma 5.4, which quantifies the effect of the insertion of a new particle on the
death times of other particles. This perturbation result will play an important role when
we extend our rigid representation of MCLD(\) from 63 to @ in Section 5.2.2 using
truncation and approximation. Note that Lemma 5.4 is a deterministic result, i.e., it
holds for any initial configuration of particles.

Lemma 5.4. For any m = (my,...,my) € €5 and Y1(0),...,Y,(0), let us define the
positions Yi(t),...,Y,(t), the measure u; and the death times t1,...,t, as in Definition
3.12.

Let us initialize a new particle system Yy(t), ..., Y, (t) by letting Y;(0) = Y;(0) for any
i1 =1,...,n and by adding a new particle with initial height )70(0) and mass m.

Let us then define %(t), e ﬁl(t), fi; and to, ..., t, analogously to Definition 3.12.
Then we have

-t < 10700 > 1) 2 e (EO0) oy s

The rest of Section 5.2.1 is devoted to the proof of Lemma 5.4.

Without loss of generality we may assume Y;(0), Y3(0), ...Y,(0) are all distinct,
because if ¥;(0) = Y;(0) for some ¢ # j then we can replace our particle system by
another one with fewer particles in which these two particles are merged.

With a slight abuse of notation, for the rest of Section 5.2.1 we will relabel our
particles so that we have Y;(0) > Y3(0) > --- > Y,,(0) and denote by m, the weight and ¢,
the death time of the particle with initial location Y;(0). Thus we have

th Stp <o <ty

The next lemma gives a recursive formula for ¢4, ...,t,.

EJP 22 (2017), paper 83. http://www.imstat.org/ejp/
Page 29/47


http://dx.doi.org/10.1214/17-EJP100
http://www.imstat.org/ejp/

Rigid representations of MCLD

Lemma 5.5. Let us formally define t, = 0. We have

Y3(0)] = 352 myt;

ti=t;_1V h , 1 <1< n. (5.7)

Proof. First observe that we have
(3.13) bi 312 U (3.11)
Y0 °2 ¥ite) - ¥i(0) = [ a0 [Tk i), 00 e
0 0
t; i—1
/ A+ ml[Yi(t) <Y;(t) <0] | dt. (5.8)
0 -
7j=1

We will prove (5.7) by considering two cases separately.
First case: If ¢; > ¢;,_; then

t; i—1 i—1
1v;(0)] & / A+ mplft < ty] | dt =X+ > myt;, (5.9)
0 j=1 Jj=1

where in (x) we used (5.8) and the fact that ¢; > ¢;_; implies Y;(¢) > Y;(¢t) forany ¢t < ¢;
and j <7 — 1. Rearranging (5.9) we obtain that if ¢; > ¢;_; then we have ¢; = ¢}, where

i—1
o Yi(0)] = >25-1 myt;
T A )

therefore (5.7) holds.
Second case: Now we assume ¢; = t;_;. First note that

(5.8) t; i—1 i—1
Y;(0)] < / A+ T mpllt <] | dt =M+ > myt;. (5.10)
0 j=1 Jj=1

Rearranging (5.10) we obtain ¢} <t,. Now if ¢{; = ¢;_;, then t; <t¢;_;, and therefore (5.7)
holds. -

Recall the notion introduced in the statement of Lemma 5.4. Denote by
i* =inf{i : Y;(0) < Y5(0) }. (5.11)

In particular, we define i* = oo if ¥;(0) > Y;(0) for all i € [1,n).

By (3.12) the speed of Y;(¢) only depends on the locations of particles strictly above
it, so we have f@(t) =Y;(¢) for any 1 < i < ¢*, thus we have t; = t; forany 1 <i < ¢*, and
(5.6) trivially follows for these particles.

For any ¢* < ¢ < n we will think about t~Z = E(m) as a function of the variable
m > 0, which represents the weight of the inserted particle. With this definition we have
E(O) =t;. Let us define the Lipschitz constant L; by

ti(m') —t;
L; = sup W—imﬂ
o<m<m’ m o —m

In order to prove (5.6), we only need to show

L < YOl o (’“‘O(Yi(o)’o)>, i=1d*....n. (5.12)

- A A

We begin with the following claim. The proof is trivial and we omit it.
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Claim 5.6. If I' and G are both Lipschitz-continuous functions of the variable m with
Lipschitz-constants Lr and and Lg, and H(m) := F(m) vV G(m), then the Lipschitz-
constant Ly satisfies Ly < Lg V Ly.

Denote by #y(/) the death time of particle Yy(t) in the extended particle system
Yo(t),Yi(t), ..., Y, (t). Note that we have t,(ii2) = fo(0), i.e., the death time of the inserted
particle does not depend on its weight, so we will omit dependence of %, on 7.

Lemma 5.7. For any i* < i <n we have

i—1
1 [~
Li <5 t0+zmj-Lj ) (5.13)
j=i*
Proof. Fori* <14 < n, the recursion (5.7) for the new particle system reads
~ _ Yi(0)| — S0 S mgts — mte — ST myt (m
tl(ﬁ’L) _ tlfl(’;fl) v | ( )I ijl 777 )\ 0 2]72 J ]( )

(5.14)

We will prove (5.13) by induction on :. We begin with ¢ = ¢*. Since E*,l(ﬁﬁ =t
and thus L;«_; = 0, we obtain from Claim 5.6 and (5.14) that L, < to/)\, thus (5.13)
holds if i = 7*.

As for the induction step, we obtain from Claim 5.6 and (5.14) that

1 i1
Li<LiaVy to+ Y m;-Lj|. (5.15)

j=i*

Now (5.13) holds for ¢ by (5.15) and the induction hypothesis (i.e., the assumption that
(5.13) holds for 7 — 1). O

From the recursive inequalities (5.13) one readily deduces by induction on 7 the
following explicit bound:

Lig%-H(H%), i <i<n. (5.16)

Now we are ready to prove (5.12) for any i* < i < n:

i—1 i—1

(5.16) ¢; m; t; m; (3.12),(3.13)
Li < )\jl(l—F)S)\eXp ]Zl <

i—1

KO o (§30) = DO (190600100

A2 A A2

j=1

The proof of (5.12) and Lemma 5.4 is complete.

5.2.2 Truncation and approximation

The main result of Section 5.2.2 is Lemma 5.8 which extends the “shift” operator from Eé
to @ using truncations and approximation, c.f. Remarks 2.12 and 2.14(iii).

Given some m € Zﬁ, let us generate Fi, Fo,... as in (2.4). Define the truncation
m(™ by (5.2). We define g(()")(-) = fé”)(~) using E1, Es, ..., E, by (2.6). Note that we still
denote by f;(-) the function constructed from the un-truncated m by (2.6) and (2.8), and
also that we use the same sequence of random variables F1, F>, ... to obtain a coupling
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of g™ (-),n € IN. We define g{"(-) from g\"(-) using Definition 2.9. This gives rise to the
measure v(™ by (2.10) and the function () by (2.11). By (2.12) we have

t
9" () = g (@ + ™ (1)) + At + / (x + o (1) — <1><">(s)) ds. (5.17)
0

Our next result states that P-almost surely (™ vaguely converges to some v as n — 0o.

Lemma 5.8. If ("), n € NN is defined as above then P-almost surely there exists a locally
finite measure v on [0, 00) such that for any compactly supported continuous function
h:[0,00) = R we have

e}

lim h(t) dv™(t) = / h(t)dv(t), P —a.s. (5.18)
0

n—oo 0

Corollary 5.9. By the portemanteau theorem (5.18) implies

lim ®™(t) = ®(t) if v({t}) =0, where ®(t):=v([0,t]) (5.19)

n— oo

Proof of Lemma 5.8. We will use the particle representation (see Section 3.3)

of g (-). We can then write v(™) = ™" m, - d,n, see (3.35). Note that

v™(0)=Y;(0) forany 1<i<n.

Let us assume that the function 4 : [0, 00) — R for which we want to show (5.18) is
supported on [0, T7.

Recalling the definition iy = 3°°, m; - 8y, (0), we analogously define uj"” = S0 m; -
dy,(0)- Then by Lemma 4.1 there exists a IP-almost surely finite random variable K, such
that

zl;% Mén) [I_{K’ 0] = MO[_KK’ 0 < %, forany K > K. (5.20)
If |Y;(0)| = E; > K, then for any ¢ > 0 we have
Sy " N 00.0) < x4 (13(0),0) 2 a4 B s 01
This implies that if Y;(0) <Y := —(K( V 2AT), then
v 1) "2 vi(0) + (A + |Y;(79)|) T <0,
which implies that the time of death tE") of particle i (see (3.35)) satisfies
™) =0 if Y;(0)<Y. (5.22)

Our aim is to show that the sequence [~ h(t) dv(™(t),n € IN is Cauchy. In order to
show this we let n < m and bound

(3.35),(5.22)
<

A ™ [ h) dp™
/O h(t) dv™ (¢) /0 h(#) dv™ (2)
> me- ™) = AE)] - UY0) 2 V] 4+ B DD mi- 1Y) 2 V], (5.23)

i=1 i=n-+1
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In order to bound the first term on the right-hand side of (5.23) we observe that if
1 <i<nandY;0)>Y then

(5.6)
< Z ‘t£k+1) . t(k:)’ -
k=n
(k)
a0 > ¥ O o (uo (0 )) -
Y Y,0))
|T2| exp <“°(A)> ; Mps1 - 1V (0) > Y], (5.24)

Note that Lemma 4.1 implies that with probability 1 we have

> mi-1[Y;(0) > Y] 50 as n— oo

If we combine this with (5.23), (5.24) and the fact that A(-) is uniformly continuous, we
can conclude that [;° h(t)dv(™(t), n € N is a Cauchy sequence for any h € Co(RR), from
which it follows that the exists v for which (5.18) holds. O

Lemma 5.10. Ifv is the random measure obtained in Lemma 5.8, then for everyt > 0
there exists y € (—o0,0] such that

v[0,t] = uoly, 0]. (5.25)

Proof. Note that v(™ =" 'm; - d,m for every n € IN, where Y; > Y; implies " < t;n)

for every 1 < 4,5 < n. Since v(") is an atomic measure with masses (m;)?_, located at
n

(tﬁ")) and »(") — v vaguely, we can conclude that v is also an atomic measure with
i=1

masses (m;)2, located at (¢;);—, where lim,_, tE") =t;, thus Y; > Y; implies ¢; < ¢; for

every ¢,7 € IN. From this (5.25) readily follows. O

5.2.3 Tilt-and-shift continuity lemmas

We will prove Theorem 2.13(i) in Section 5.2.4 by replicating the argument given in
Section 5.1. In Section 5.2.3 we collect some ingredients of this proof.

Given some m € £} \ ¢} we defined go(-) = fo(-) by (2.6), v by Lemma 5.8, ®(-) by
(5.19) and ¢:(-) by (2.12). The next lemma is the tilt-and-shift version of Lemma 4.5.

Lemma 5.11. Ifm € £} \ £} then the function t — £%(g,) is cadlag with respect to the
product topology on (%_.

Proof. Let us fix t > 0 and define the auxiliary functions

gira(®) = gi(w + Dt + AL) — @(1),  gipad(r) = gi(2) + AL - .

From (2.12) we obtain
1At
Grrat(x) = gip (@) +)\At+/ (x+ @(t + At) — P(s)) ds, (5.26)
¢
t+At
G nt () = 977 as (2 + B(t + AL) — B(1)) + AL — / (s) ds. (5.27)
t
If m,m’ € ¢4, we say that m < m/ if 23:1 mj < 22:1 m/; for any i € IN.
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We are going to show

EX(girar) = EHgrrar), (5.28)
EYGerar) < EXGEE AL, (5.29)
ENgriar) = EX(gr) in Ly as At \,0, (5.30)
ENgitar) = EXg) in Ly as  ALN\0. (5.31)

As soon as we show (5.28)-(5.31), we immediately obtain
E(great) = EX(g) In Ly, as AtN0,

i.e., the right-continuity of ¢ -+ £+(g;) with respect to the % topology. The proof of the
existence of left limits is similar and we omit it.

(5.28) follows from the fact that g, ; is obtained from g}, , by adding an increasing
function (see (5.26)), thus the collection of excursions of g, A; are obtained by merging
some excursions of g, x;.

(5.29) follows from the fact that g;¢ is obtained from g;7 A; by a shift to the left
plus an addition of a constant (see (5.27)), thus the excursions of g, A; are obtained by
deleting/splitting some excursions of g;, »,.

If we apply Lemma 5.10 with y; in place of j( then it follows that for every At > 0
there exists some y € (—o0,0] such that ®(t + At) — ®(t) = pefy, 0] (see (3.11)), thus
the collection of excursions of g/, A, is obtained by removing some excursions of g;
whose total length is ®(¢ + At) — ®(¢). From this (5.30) follows, since ®(¢ + At) — &(t) =
v(t,t + At] — 0 as At N\, 0.

From (2.12) and Lemma 4.4 it follows that g/ ,(7) € G for any At > 0, thus Lemma
4.5 implies (5.31). The proof of Lemma 5.11 is complete. O

Corollary 5.12. If m € (} \ /! then the set of times t such that g, has a non-strict
excursion (c.f. Definition 2.1) is countable.

Proof. By Lemma 5.11 the function ¢ + £+(g;) is cadlag, therefore it has countably many
jumps, c.f. [18, Section 12, Lemma 1]. Also, the measure v has countably many atoms.

Thus we only need to show that if g;, has a non-strict excursion for some t; > 0 and if
v({to}) = 0 then t — &+(g;) jumps at to.

The rest of the proof is identical to that of Corollary 4.6, with the additional obser-
vation that the jump at time ¢, created by the merger of excursions coming from the
“tilt” operation cannot be cancelled by the deletion of excursions coming from the “shift”
operation, since ¢ — ®(t) is continuous from the left at time ¢. O

Claim 5.13. Let m € £} \ ¢} and define g,(-) using (2.12) and gf")(~) using (5.17). Then
g:(+) is continuous and ift € [0, 00) satisfies v({t}) = 0 then

gﬁ")(~) — g+(-) uniformly on compacts. (5.32)
Proof. (5.32) follows from Corollary 5.9, Lemma 5.3 and (2.12), (5.17). O

Definition 5.14. By Corollary 5.12 the (random) set of times t such that either g; has a
non-strict excursion or v({t}) > 0 is countable. Hence for all but countably many t, the
probability that v({t}) = 0 and all excursions of g, are strict is equal to 1. Let T* denote
this (deterministic) set of “good” times t.

Lemma 5.15. If m € (5 \ ¢}, t € T* then almost surely £4(g\"™) — £%(g,) in the product
topology on (%_.
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Proof. First note that the functions ¢;(-) and gfn)(~)7n € IN are uniformly good (c.f.

Definition 4.7): this follows from Lemma 5.2 and the fact that g; is a “shifted” version of

fr:

t
ge(2) PVE f 0+ B() + At — / ®(s)ds, (5.33)

0
and similarly, gt(") is a shifted version of ft("). Now Lemma 5.15 follows from Definition
5.14, Claim 5.13 and Lemma 4.8. O

5.2.4 Proof of Theorem 2.13
Proof of Theorem 2.13(i). Givenm € éﬁ \Ei , we constructed two stochastic processes:

* the graphical construction in [34, Section 3] of the MCLD(\) process my, ¢ > 0,
« the process £+(g;),t > 0, defined by (2.12), where the initial state go(-) := fo(-) is
defined by (2.6) and the control function ®(-) is defined by (5.19).

We now want to show that these two ¢} -valued processes have the same law. Both
processes are cadlag with respect to the product topology on £% by [34, Proposition 1.1]
and Lemma 5.11.

Hence, since the set 7™* introduced in Definition 5.14 is dense, if we can show that
for any finite collection t1,...,t. € T*, we have

EHg)1<i<r) L (my,,1<i<r), (5.34)

then indeed Theorem 2.13(i) will follow.
By Proposition 2.10 we have

E M 1<i<n L m™1<i<r) (5.35)

where m§")7 t > 0 is the MCLD(\) process started from m(™). By the Feller property of
MCLD(\) (see [34, Theorem 1.2]) we have

mM1<i<r) % (m,,1<i<r), n—oo (5.36)

(with respect to the topology of éﬁ and hence also coordinatewise). Putting together
(5.35), Lemma 5.15 and (5.36) we obtain (5.34). The proof of Theorem 2.13(i) is complete.
O

Proof of Theorem 2.13(ii). It is enough to show that for any K > 0 and € > 0 we almost
surely have —¢ < ¢;(0) < 0 for any 0 < ¢t < K. Let us fix K, > 0. Recall from (5.20)-
(5.22) that there exists Y < 0 such that if Y;(0) < Y then tgn) > K for any i < n. By
Lemma 4.2 there exists an almost surely finite ny such that u[()"") [y — e,y] > 0 for any
Y <y <0, thus for any n > ng and any ¢ > 0 such that Y < gén)(x) < 0 we have
gé”)(;z:_) - gén)(x) < ¢. In words: the gaps between consecutive particles initially located
in [V, 0] are smaller than or equal to €. By Definition 3.12, these gaps can only decrease
with time, thus for any n > ng and ¢ < K there is a particle in [—¢,0], i.e., we have
—e < ¢!™(0) < 0. Now ¢{™(0) — ¢,(0) as n — oo for all except countably many values
of t € [0, K] by Claim 5.13, moreover ¢;(0) is a cadlag function of ¢ by (2.12), therefore
—e < g;(0) <0 holds forevery 0 <t < K. O

Remark 5.16. Note that Theorem 2.13(ii) also implies that the function ®(-) is strictly
increasing. Indeed, if we indirectly assume that ®(s) = ®(¢t) for all s € [t,t + At], where
At > 0, then by (2.12) we obtain g;1:(0) = ¢¢(0) + AAt, which contradicts Theorem
2.13(ii).
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Proof of Theorem 2.13(iii). Let us assume that m = (my,ma,...) € éé\ﬁf. We recursively
define
ny =1, ng =min{i : m; < my,_, }, k> 2, Mg = My, -

Thus we have {ml,mg,...} = {ﬁ’tl,ﬁlg,...} and mq > mg > ...
Let us fix ¢ > 0 and let y = go(«). Definition 2.5 and Lemma 4.2 imply

toly,0) > x, woly +¢,0) < x forany &> 0. (5.37)

The restriction of the measure g to (y,0) can be determined by looking at F, :=
o (go(2'),0 < 2’ < z), moreover for any k > 1 the restriction of u(()”rl) = Z?:’“l_l m; - Oy (o)
to (y,0) is also determined by F,, simply by removing all atoms with a weight strictly
smaller than my_1.

As we have already discussed in the proof of Lemma 5.10, v is an atomic measure with
masses (m;)5°, located at (¢;);-, where lim,_, tE") =t;. Now if Y;(0) € [y, 0) for some
i > 1and ny > ithen tz(-"’“fl) is F,-measurable, because the value of the death time tl(-""'fl)
can be determined by (3.12) if we know the initial particle configuration strictly above
Y;(0) and the value of Y;(0) (we do not need to know the mass m; of particle 7). Therefore
limp 00 tE""’) = t; is also G -measurable. If we define t,, = sup{¢; : Y; € [¢/,0) }, then
y = t, is continuous, t, is F,-measurable; moreover by (5.37) we have

(o(t) > 2} ={t > t,} € Fo. (5.38)

Hence {®(t) < z} € (). Fate = F, - This completes the proof of Theorem 2.13(iii). O

6 Applications

6.1 Eternal multiplicative coalescents

In Section 6.1 we restrict to the case A = 0, i.e. the multiplicative coalescent (with no
deletion).

We showed in Theorem 2.8 that a multiplicative coalescent m;,¢ > 0 started from
any initial condition mgq in Eﬁ has a “tilt” representation, as m; = £¥(f;), where f; is a
random function and f;(z) = fo(z) + zt.

This leaves the question of eternal coalescents, i.e. those defined for all times
t € (—o0,00).

Recall from Definition 1.1 the notion of Brownian motion with parabolic drift, or
briefly BMPD(u), where u € R is the “tilt parameter”.

If h ~ BMPD(u), denote by M u) the law of £4(h). (6.1)

In [2, Corollary 24] Aldous showed that there exists an eternal version of the MC, the
standard multiplicative coalescent, such that the marginal distribution of the coalescent
at any given time ¢ € R is given by M(t¢). Armendariz [8], and then also Broutin-Marckert
[19], showed that if hg ~ BMPD(u), and h¢(z) = ho(z) + ta for all t € R, then the process
Si(ht), t € R is in fact the standard MC. We will provide an alternative proof of this result
in Corollary 6.6 below.

Aldous and Limic [5] described the set of all eternal multiplicative coalescents. They
showed that the marginal distributions of any of these coalescents can be given by the
set of excursion lengths of a suitable stochastic process. To state their results we need
to recall some more notation from [5].

Definition 6.1. Given k>0, T € Randc € 69, define

1 o0
WoTe(z) = kY 2W (z) — §Hx2 + Z (Gl[E; < 2] — cjz) + 7 (6.2)

i=1
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for x > 0, where W is a standard Brownian motion, and where, for each i, E; ~ Exp(c¢;),
independently of each other and of W.

If c=0and k = 1, then W*™¢ ~ BMPD(r). For general ¢, the processes defined in
(6.2) have been called Lévy processes without replacement; each jump of size ¢; occurs
at rate ¢;, but once such a jump has occurred it does not happen again. Define also the
parameter space

7 = [(0,00) x (—00,00) x eg} u [{o} x (—o00,00) x (£ \zg)] (6.3)

We can phrase the results of [5, Theorems 2 and 3] as follows:
Theorem 6.2. (i) For each (k,7,c) € Z, there exists an eternal multiplicative coales-
cent my,t € R such that for each t, m, < £4(WrT+te),

(ii)) Let u(k,,c) be the distribution of the MC in (i). Then the extreme points of the
set of eternal MC distributions are u(k,,c) for (k,7,¢) € I, together with the
distributions of “constant” processes (such that m; = (y,0,0,0,...) for all t, for
some y > 0).

Our results can be applied to show that all these eternal coalescents also have a “tilt”
representation. First, we make a definition:

Definition 6.3. Let W(z),2 > 0 be a random function. We say that W has the expo-
nential excursion levels property if the following holds: conditional on the sequence of
excursion lengths EY(W) = (my,ma, ... ), the levels of the excursions of W are indepen-
dent, with the excursion of length m,; occurring at level —E; where E; ~ Exp(m;).

Now we can state the key property that we need:
Claim 6.4. Let (k, 7,¢) € Z. Then W< has the exponential excursion levels property.

Remark 6.5. Equation (72) of [2] states that BMPD(¢) has the exponential excursion
levels property for any ¢t € R. From this fact the statement of Claim 6.4 follows for W*70
for any x > 0 and 7 € R by scaling. For a short sketch proof of this fact, see the ¢ =0
case of Section 6.1.1 below.

Among other things, Claim 6.4 implies that the excursions of W< occur in size-
biased order, c.f. Claim 3.4. From Claim 6.4, we can deduce the following result:

Corollary 6.6. Let (k,7,c) € Z. Then the process EY(W""+4¢) t € R is an eternal
multiplicative coalescent.

We describe below the straightforward way in which Corollary 6.6 follows from Claim
6.4. We then give a sketch of the proof of Claim 6.4 in Section 6.1.1. The proof is not
difficult but a detailed account would occupy many more pages, and require some more
technical extensions of earlier results (in particular the material in Section 4.2) to the
setting of functions with positive jumps.

Corollary 6.6 is also the subject of recent work by Vlada Limic [26]. Limic gives a
proof of this result using a construction that involves simulateous breadth-first walks
(see Section 1.4 for a more detailed discussion). Even without giving the full proof, we
feel that abstracting the property in Claim 6.4 gives valuable insight in complement to
the different approach of [26].

Proof of Corollary 6.6 (using Claim 6.4). Fix any 7 € R. Let hy = W®7tt¢ for t > 0.
Note that
hi(x) = ho(x) + tzx

forx >0,¢t>0.
Condition on £Y(W*7¢) = m. Define fy = ho. Then Claim 6.4 tells us precisely that
the distribution of f; is the same as the one defined at (2.6).
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Define f; by fi(x) = fo(x) + tz as at (2.8). Then by the A = 0 case of Remark 2.14(v)
we have &¥(h;) = E¥(f;) for all t > 0.

But Theorem 2.8 says that £+(f;),t > 0 is a MC. Hence the same is true of £+(h;),t > 0.
That is, £+(W"7+4¢) ¢ > 0 is a MC for all 7. But by considering values of 7 tending to
—o0, and applying Kolmogorov extension, the statement of Corollary 6.6 follows. O

6.1.1 Sketch of proof of Claim 6.4

One necessary tool is an extension of Lemma 4.8, in two directions. First, we need
not just that the collection of excursion lengths converges, but also that their levels
converge; this is straightforward. Second, we need to cover the case where the limit f is
allowed to have positive jumps (since this is true of the functions W*7¢ whenever c is
not identically zero); this introduces a few technicalities (but doesn’t require new ideas).
Now the idea is to take an appropriate sequence of initial conditions m(™) ¢¢, and
times ¢,,. Define fé”) based on m(”) according to (2.7), and define ft(:) as in (2.8). Then
we want to show convergence, in an appropriate sense, of ft(f) to Wy r¢; then, to use the
extension of Lemma 4.8 to deduce that the lengths and levels of the excurions of ff:)
converge in distribution to those of W, ; .. Finally, observe that for any n, the function
ft(:f) satisfies the exponential excursion lengths property (this is a translation of Corollary
3.16(ii) from the particle system context into the tilt representation context using the
identity (3.34)). This property is then inherited by the limit W, ., . of the sequence ft(:)
and Claim 6.4 follows.
The main part of the work here is showing the convergence of ft(:) to W, - insucha
way that we can deduce the convergence of the lengths and levels of the excursions.
For convenience, take 7 = 0, and k = 0 or k = 1; other cases are almost identical.
Case 1: ¢ = 0 and « = 1. The distribution of W% is simply BMPD(0). The fact that
BMPD(u) satisfies the exponential excursion heights property was already discussed
in Remark 6.5. Alternatively, let the initial condition m(™ consist of n blocks each of
size n=%/3, and let ¢, = n'/3. The function fé”) has n excursions each of length n=2/3.
The gaps between the levels of these excursions are given by independent exponential
random variables; for 0 < k < n, let Fj, be the (k 4 1)st such gap, with rate nl/3n=k

n

Then the increments of fﬁ)g) on the intervals [(kn=2/3, (k 4+ 1)n~%/%] are independent
over 1 < k < n; the kth such increment is given by n=1/3 — Fj,. Let us denote

v=n"Pk dr=n"% df{l),(@) = [ (@ + da) — £5), (@),

n n

We have

E(df ), (2)) = —kn~Y3(1 + O(k/n)) ~ —zdz,
Var(df(?)3 (x)) =n"?3(1+O0(k/n)) = dz.

In this way we obtain a functional limit theorem; the distribution of ff:f)g_ converges (in
the sense of uniform convergence on finite intervals) to BMPD(0).

(By this method we get an alternative, self-contained proof of the results of [8, 19]
claiming that the tilt procedure applied to the BMPD family gives the (eternal) standard
MC.)

Case 2: k = 0. Now the process in (6.2) is given just by the compensated jumps
according to the vector c. In keeping with (6.3), we now need ¢ € Eé \éé

Here, for an appropriate initial condition take

th=c2 +---+c2 and m(”):t;1(017027...,cn7070,...). (6.4)
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We can couple the sequence of initial functions f(E"), n € IN with W%0%< in the following
way. For k < n, let fé") have an excursion on an interval of length ¢, !¢, at level —t, E,
where Ej, ~ Exp(ci) independently for each k.

Consider what happens on this interval in ft(:). Because of the tilt, the function
increases by t,t, lc; = cx over the course of the interval. The length ¢ !¢, goes to 0 as
n — oo.

By Remark 2.6, the horizontal location of the start of the interval is

> e L(E; < By); (6.5)
Jj=1

conditional on FE, this has mean converging to F; and variance converging to 0, and
(using simple martingale calculations) can be shown to converge almost surely as n — oo
to E%. Hence in the limit process this interval produces a jump of size ¢, occurring at
time F;, matching the term on the right of (6.2).

The vertical location of the start of the interval is —t,, F;, in the function fé”) ; applying

the tilt corresponding to the horizontal distance in (6.5), its vertical location in ft(:) is
n
—tnEk +t, Zt;lcjﬂ(E‘j < Ek),
j=1

which, after simplification, is Y7, (¢;1(E; < Ex) — ¢5Ey). Comparing with (6.2), this
converges to W%%¢(E,—) as n — oo, so in the limit process the jump indeed appears at
the correct height.

In the limit process, these jumps are dense. In this case we do not have uniform
convergence of ft(:) to W%0<, but by considering suitable time-changes one obtains
that ft(:) has the same excursions as a function h(*») which converges to W%%<¢ in the
Skorohod topology, and this is enough to give convergence of the lengths and levels of
excursions as required.

Case 3: ¢ # 0 and x = 1. Now the process W!%< has both a Brownian part and
positive jumps. Here a suitable sequence of initial conditions is given by taking m(™ to
consist of blocks of sizes n='/3(cy, s, . . ., cj(n)) along with n blocks of size n=2/3, where
k(n) is chosen such that > ¢2 « n!/3 as n — co. (This is the same regime used in the
proof of Lemma 8 of [5]). Similarly to the two previous cases, choose t,, = ||m(") ||2_1. The
ideas of the two previous cases can be combined to give the desired result for W10
also.

6.2 Tilt-and-shift of BMPD

Recall the definition of BMPD(u) from Definition 1.1. We show that applying the
tilt-and-shift procedure starting from an initial state hy which is a BMPD results in a
MCLD process. Furthermore, the function h; remains in the class of BMPD processes
(with a random parameter).

Proposition 6.7. Let u € R, and let hy ~ BMPD(u). Let gy = ho. Let ®(t),t > 0 and
g+,t > 0 be given by the tilt-and-shift procedure in Theorem 2.13, and let h; be given by
(2.13).

(i) The process £¥(h;),t > 0 is a MCLD()) process.
(ii) Given ®(t) and (ho(x),x < ®(t)), the conditional law of h; is

BMPD(u + ¢ — ®(t)). (6.6)
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Proof. We first note that by Remark 6.5 the function hg (and thus gg) has the exponential
excursion levels property (c.f. Definition 6.3). Together with Definition 2.5 this implies
that gg is a suitable initial state of the tilt-and-shift representation. Then by Theorem
2.13, £4(g;) is a MCLD()) process, and, as observed in Remark 2.14(v), so is £+(h;). This
completes the proof of part (i).

For part (ii), since hy ~ BMPD(u), we have

(2.13),(1.4)

he(x) B(z + ®(t)) — %(m+<1>(t))2+u- (z + ®(t))+

A+ /t (x 4+ @(t) — ®(s)) ds. (6.7)
0

Since £+(gy) = E4(hg) is in £ \ ¢F with probability 1, we have h,(0) = g,(0) = 0 by
Theorem 2.13(ii), and if we combine this with (6.7), we obtain

0=B(®(t)) — %(@(t))Q + ud(t) + M\t + /t (®(t) — B(s)) ds. (6.8)
0
Subtracting (6.8) from (6.7) we get
hi(x) = (B(z + ®(t)) — B(®(¢))) — %xz +(u+t—2@{)z, z=>0. (6.9)

Now Theorem 2.13(iii) states that for any fixed ¢ > 0, the random variable ®(t)
is a stopping time w.r.t. the filtration (F,),.,. Then by the strong Markov property

x

for Brownian motion (B(z))z>0 W.L.t. (}'j)ng (see [32, Theorem 2.14]), we have that

(B(x + ®(t)) — B(®(t))),, is a standard Brownian motion independent of ®(t) and
(B(z),0 < = < ®(t)). Using (6.9) then gives that the conditional distribution of h; is
(6.6). This completes the proof of part (ii) . O

Remark 6.8. Proposition 6.7(ii) gives a MCLD process whose marginal distributions
are all given by mixtures of distributions M (u) (c.f. definition (6.1)). In [27] we find
eternal processes with this property, which may be stationary or non-stationary. We show
that such processes arise naturally as scaling limits of discrete models such as frozen
percolation processes (see Definition 6.9 below) or forest fire processes (see Section
6.3).

In Section 6.2.1 below we observe a simple case of such a scaling limit.

6.2.1 Scaling limit of frozen percolation started from a critical Erdés-Rényi
graph

First we recall the notion of mean-field frozen percolation process from [35] (using
slightly different notation).

Definition 6.9 (FP(n, A\(n))). We start with a graph Fé") on n vertices. Between each
pair of unconnected vertices an edge appears with rate 1/n; also, every connected
component of size k is deleted with rate A\(n) - k. (When a component is deleted, its
vertices as well as its edges are removed from the graph.) Let Ft(") be the graph at time
t. Denote by

MM (1) = (Mf’” (1), M (), .. ) e

)

the sequence of component sizes of Ft(” , arranged in decreasing order.
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Then M(™)(t),t > 0 is a Markov process — let us call it here the frozen percolation
component process on n vertices with lightning rate A(n), or briefly FP(n, A\(n)).

In order to achieve self-organized criticality, one chooses n~! < A\(n) < 1, c.f. [35,
Theorem 1.2]. The case A(n) < n~1/3 holds special significance, c.f. [35, Conjecture 1.1].

The next result gives a scaling limit for FP(n, A(n)), in a setting where A\(n) < n=1/3
and the initial state has the distribution of an Erd6s-Rényi random graph at some point
within the “critical window”.

Proposition 6.10. Fix u € R and let Fé”) be an Erdés-Rényi graph G(n,p) with edge
probability p = % Let A > 0 and let M(™(t),t > 0 be the FP(n, \n='/3) process
with initial state F\" .

Define m(™ (t),t > 0 by
m™(t) = (n_2/3M1(") (n1/3t), n=2/3 M{™ (n=V/3¢), .. ) . (6.10)

Then as n — oo the finite dimensional marginals of the sequence of processes
m(")(t),t > 0 converge in law to the finite dimensional marginals of the MCLD()\) process
Si(ht),t > 0 given by Proposition 6.7, i.e., forevery k € Nand 0 < t; <ty < --- < t, we
have

(m(")(tl),m(")(tg), N .7m(”)(tk)> N <5¢(ht1),5¢(ht2)7...,gi(htk)), n = co.

Proof. Corollary 2 of Aldous [2] (or, alternatively, the method sketched in the ¢ = 0 case
of Section 6.1.1) implies that the sequence m(™ (0) converges in distribution as n — oo
in the (¢5,d(-,-)) space to £*(ho), where hy ~ BMPD(u).
Further, the process m(™ (t) defined by (6.10) is a MCLD(\) process (as can be readily
seen by comparing the definition (1.3) of the MCLD(\) process with Definition 6.9).
Then the statement of Proposition 6.10 follows by applying Proposition 6.7 together
with the Feller property of MCLD(\) (see [34, Theorem 1.2]). O

6.3 Forest fire model

This section contains a particle representation of the mean-field forest fire model of
[36]; see Section 6.3.1. The representation is an adaptation of the one in Section 3.3,
and we will briefly explain in Section 6.3.2 how it sheds some new light on a certain
controlled non-linear PDE problem (see (6.18) below) which played a central role in the
theory developed in [36] and [21].

In [36] Rath and T6th modify the dynamical Erd6s-Rényi model to obtain the mean-
field forest fire model:

Definition 6.11 (FF(n, A(n))). We start with a graph on n vertices. Between each pair
of unconnected vertices an edge appears with rate 1/n; moreover each connected
component of size k “burns” with rate A(n) - k, i.e., the edges of the component are
deleted. The total number of vertices remains n.

Denote by C"(i,t) the connected component of vertex i at time t.

We define the empirical component size densities by

VP = YA Ol = KL V(0 = (VO (611)

With the above definitions v™(t),t > 0 is a Markov process, let us call it here the forest
fire component size density Markov process on n vertices with lightning rate A(n), or
briefly FF(n, A\(n)).
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6.3.1 Particle representation of the forest fire model

In Definition 6.14 and Proposition 6.15 below we are going to give a novel particle
representation of FF(n, A(n)) by slightly modifying Definition 3.12.

Definition 6.12. Ifn € N, we let

n
V”Z{U"Z(UZ)Z_I : ;v,’gzl and %UQGIN for all k},

M =< m" = (m}

7,

N
j=1 € o Zm}‘ =n and m; € Ny forall j

j=1
We say that the component size density vector v € V™ and the ordered list of component
sizes m"™ € M" correspond to each other if

N
k
vﬁzzﬁ]l[m?:k] for all k. (6.12)
j=1

Note that this correspondence is one-to-one.

In plain words, v™ and m" correspond to each other if there is a graph G on n vertices
such that v and m™ both arise from G.

Definition 6.13. If " is a finite point measure on R_ such that "(R_) = 1 and the
masses of the atoms of ni" are integers then we define v(i") to be the element of V™
corresponding to the element of M"™ which consists of the ordered list of masses of the
atoms of nu™.

Now we define the particle representation of the FF(n, A(n)) model.

Definition 6.14. Given v"(0) = (v}(0)),_, € V" and the corresponding m" = (m?>jv:1 €

M?", we define the initial heights of the particles Y;(t),1 < i < n by letting Y;(0) = —E;,
where E; ~ Exp(m?), 1 < 5 < N are independent and vertex ¢ initially belongs to
component j in the forest fire model. We define

-~n . 1 ~n n
iy =y ~0, (Note: v(jig) =v"(0)). (6.13)
=1
IfY;(t_) < 0 then we let
d ~ .
Vi) = Aln) + ¢ (Y3 (1), 0), (6.14)

and if Y;(t_) = 0 then we say that vertex i burns and we let —Y;(t) have Exp(1) distribu-
tion, independently from everything else.

In words, a clustered family of particles with mass 1/n start at negative locations,
move up and merge with other particle clusters, but if a time-¢ block of particles with
total mass k/n reaches 0, then this block burns and gets replaced by k particles of mass
1/n with i.i.d. locations with negative Exp(1) distribution.

Proposition 6.15. (i) For any n € N, and any initial state v"(0) € V", the process
v(iy),t > 0 is a FF(n, A(n)) process with initial state v"(0) (see Definitions 6.11,
6.14 and 6.13 for the definitions of FF(n, A(n)), uy and v(u™), respectively).

(ii) For any t > 0, the conditional distribution of nii} given the o-algebra o(m?,0 <
s < t) is Exp(m}) (c.f. Definition 2.4), where m} is the M"-valued random variable
corresponding to the V"-valued random variable v(i}) (c.f. Definition 6.12).
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Figure 6: A simulation of the particle system realising the forest fire model. The system
has n = 8 particles and A = 0.4, and is shown on the time interval [0, 2]. Compare to the
systems realising the MCLD and the multiplicative coalescent in Figures 2 and 3. The
burning events (which occur when a block reaches 0) here involve blocks of sizes 4, 7, 1,
5, 8, 2, 8 respectively. Note that in this case the process of burnings is a Poisson process
of rate nA.

See Figure 6 for a simulation of the particle system realising the forest fire model.

Proof of Proposition 6.15. Recalling Definition 2.4 we observe that by Definition 6.14
we have npg ~ Exp(m™), where m™ € M™ corresponds to v™(0) € V™.

Denote by 7 the first burning time of the particle system ﬁ(t), 1<t <n.

Denote by Y;(t) := Y;(nt) and i, := njil', = S21 dy, (1) so that

d (6.14) T

En(t) = n)‘(n) + /’Lt(Yi(t)vO)a 0<t< n’
thus the evolution of the particle system Y;(¢),1 < i < n satisfies Definition 3.12 (with
A =nA\(n)) up to time 7/n, including the time-7/n block that burns.

Likewise, if v*(t),t > 0 is a FF(n, A\(n)) process, then the M"-valued process cor-
responding to the V"-valued process v"(nt),0 < ¢t < 7/n satisfies the definition of a
MCLD(nA(n)) process, including the time of the first deletion event and the component
that gets deleted.

Therefore by Corollary 3.14 the statement of Proposition 6.15(i) holds for v(}),0 <
t < 7 (including time 7, since in both Definitions 6.11 and 6.14 we add k singletons of
mass 1/n if a block of size k is deleted).

Next we observe that the conditional distribution of ni!* given the o-algebra o(m?,0 <
s < 7)is Exp(m?). Indeed, this follows from Corollary 3.16(i) and the fact that we insert
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k particles of mass 1/n with i.i.d. —Exp(1) distribution if a block of k particles burn
at time 7, which is exactly what we have to do to maintain the property required by
Definition 2.4.

Therefore we can inductively repeat this argument using Corollary 3.16(i) again
and again to show that Proposition 6.15(i) holds for v(i}),0 < t < 7, where 7; is the
¢’th burning time. The proof of Proposition 6.15(ii) similarly follows from Corollary
3.16(i). O

Remark 6.16. Let us recall a closely related dynamic random graph model of self-
organized criticality, studied by Fournier and Laurencot in [23] and by Merle and
Normand in [30]. One starts with a graph on n vertices, the coagulation mechanism is the
same as in Definition 6.9 and Definition 6.11 (between each pair of unconnected vertices
an edge appears with rate 1/n), but the deletion mechanism is different: connected
components are deleted forever when their size exceeds a threshold w(n). In order to
achieve self-organized criticality, one chooses 1 <« w(n) < n.

Let us remark that this model also admits a particle representation: the initial
weights and heights of particles should be the same as in Definition 6.14, and the particle
dynamics between deletion times should be given by (6.14). The deletion mechanism
is obvious: if the weight of a time-t block exceeds the threshold w(n), we remove that
time-t block. The proof of the validity of this particle representation can be carried out
analogously to the proof of Proposition 6.15.

This is a “rigid” representation, i.e., all of the randomness is encoded in the initial
state. However, in contrast to the case of the frozen percolation model (i.e., MCLD),
the above described threshold-deletion model does not admit a clean tilt-and-shift
representation, since particles from the middle can be deleted (as opposed to the case of
linear deletion, where only the top particle can be deleted).

6.3.2 The controlled Burgers equation

In this section we use the particle representation of the FF(n, A(n)) process to give a new
interpretation of a certain controlled non-linear PDE problem (see (6.18) below) which
played a central role in the theory developed in [36] and [21]. This new interpretation
will be presented in Remark 6.17.

One investigates the FF(n, A(n)) when + < A(n) < 1 as n — co. This is called the
self-organized critical regime of the lightning rate A(n). We assume that v (0) — v (0)
for all k € IN as n — oo, where ), k%v;(0) < +oo.

Under these assumptions [36, Theorem 2] states that

vi(t) = vk(t) in probability as n — oo, (6.15)

where (vx(t)),—, is the unique solution of the following system of ODE’s:
vk>2 2y (t)—ﬁzv(t)v (t) — kg (t) iv t)=1 (6.16)
=2 Suelt) =35 1(t)vk—1 k(t), 2 k() = 1. :

=1

This system of equations is a modification of Smoluchowski’s coagulation equations with
multiplicative kernel (c.f. [3, Section 2.1]).

In order to prove that (6.16) is well-posed (c.f. [36, Theorem 1]), one looks at the
Laplace transform

V(t,z) =Y op(t)e ™ —1 (6.17)
k=1
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which satisfies the following controlled PDE (c.f. [36, (43)]):

&V(t,x) = —V(t,x)%‘/(t,x) + p(t)e ™, V(t,0) =0, (6.18)

where the control function ((¢) measures the intensity of fires at time ¢:

n

o(t) = %r(t), r(t) = lim r(1), r(r) = %ZB”(i,t), (6.19)

i=1

and B"(i,t) denotes the number of times vertex ¢ has burnt before time ¢. Note that
(6.18) is a controlled variant of the Burgers equation.

Given a solution V(-,-) of (6.18) one defines the corresponding characteristic curves
(c.f. [36, (66)]) as the solutions of the ODE

%{(s) =V{(s,&(5)). (6.20)

These curves are useful because by (6.18) they satisfy %5(3) = (s)e~¢(), hence given
©(+) they can be constructed (c.f. [36, (65)]) without solving (6.18).

Remark 6.17. Let us assume that uj' converges weakly in probability to some measure
i as n — oo. Denote by

We will non-rigorously derive a PDE for V(t,y), see (6.21) below.
We have [y — dy,y] = —S%V(t, y)dy, moreover by (6.14), each “particle” near the

location y moves with speed IN/(t7 y) (since A\(n) < 1), thus ‘7(15, y) increases by [y —dy, y]
on the time interval [t, ¢ 4+ dt], where dy = 17(75, y)dt. The mass V (¢, y) also decreases by
©(t)dt because of burning (see (6.19)) and increases by (1 — e¥)p(t)dt because of the
re-insertion of burnt mass with distribution —Exp(1). Putting these effects together we

obtain

EV(t, y) = —V(t,y)a—yV(t, y) —eYo(t). (6.21)
By comparing (6.18) and (6.21), we observe that V(¢,z) solves the same PDE as
—V (t,—z). Indeed, by (6.15) and Proposition 6.15(ii) we have V (¢, y) = S ve(t)(1—ekv),
which is equal to —V (¢, —y) by (6.17).

Moreover, if 1 < n then ' (y,0) ~ V (t,y), thus by comparing (6.20) and (6.14) we see
that the trajectories —ﬁ-(s)7 s > 0 of particles can be viewed as discrete approximations
of characteristic curves.

Remark 6.18. Building on the work of Bertoin [9] and Carraro and Duchon [20], Menon
and Pego [29] describe the law of the solution of the Burgers equation in the case when
the initial data is given by a certain spectrally negative Lévy process. They find that
the solution at time ¢ > 0 is also given by a spectrally negative Lévy process (this is
reminiscent of our Corollary 3.16), moreover the Lévy measure evolves in time according
to the Smoluchowski coagulation equation with additive kernel. See also the work
of Kaspar and Rezakhanlou [25] for recent developments pertaining to more general
conservation laws.
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