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#### Abstract

Estimation of the covariance matrix has attracted a lot of attention of the statistical research community over the years, partially due to important applications such as principal component analysis. However, frequently used empirical covariance estimator, and its modifications, is very sensitive to the presence of outliers in the data. As P. Huber wrote [Ann. Math. Stat. 35 (1964) 73-101], "... This raises a question which could have been asked already by Gauss, but which was, as far as I know, only raised a few years ago (notably by Tukey): what happens if the true distribution deviates slightly from the assumed normal one? As is now well known, the sample mean then may have a catastrophically bad performance. ..." Motivated by Tukey's question, we develop a new estimator of the (element-wise) mean of a random matrix, which includes covariance estimation problem as a special case. Assuming that the entries of a matrix possess only finite second moment, this new estimator admits sub-Gaussian or sub-exponential concentration around the unknown mean in the operator norm. We explain the key ideas behind our construction, and discuss applications to covariance estimation and matrix completion problems.


1. Introduction. Let $Y_{1}, \ldots, Y_{n} \in \mathbb{C}^{d_{1} \times d_{2}}$ be a sequence of independent random matrices such that all their entries have finite second moments: $\mathbb{E}\left|\left(Y_{j}\right)_{k, l}\right|^{2}<$ $\infty$ for all $1 \leq j \leq n, 1 \leq k \leq d_{1}, 1 \leq l \leq d_{2}$. Let $\mathbb{E} Y_{1}, \ldots, \mathbb{E} Y_{n} \in \mathbb{C}^{d_{1} \times d_{2}}$ be the expectations evaluated element-wise, meaning that $\left(\mathbb{E} Y_{j}\right)_{k, l}=\mathbb{E}\left(Y_{j}\right)_{k, l}$. The goal of this paper is to construct and study estimators of $\mathbb{E} \bar{Y}:=\mathbb{E}\left[\frac{1}{n} \sum_{j=1}^{n} Y_{j}\right]$ under minimal assumptions on the distributions of $Y_{1}, \ldots, Y_{n}$. In particular, we are interested in the estimators that admit tight nonasymptotic bounds and exponential deviation inequalities without imposing any additional assumptions (besides finite second moments) on $Y_{1}, \ldots, Y_{n}$. For example, if $Y_{j}=Z_{j} Z_{j}^{T}$, where $Z_{1}, \ldots, Z_{n} \in \mathbb{R}^{d}$ are i.i.d. copies of a random vector $Z$ such that $\mathbb{E} Z=0, \mathbb{E}\left[Z Z^{T}\right]=\Sigma$ and $\mathbb{E}\|Z\|_{2}^{4}<\infty$, formulated problem is reduced to covariance estimation (here and in what follows, $\|\cdot\|_{2}$ and $\langle\cdot, \cdot\rangle$ stand for the usual Euclidean norm and Euclidean dot product, resp.).
[^0]Techniques developed in this paper have direct connection to several problems in high-dimensional statistics and statistical learning theory. In the past decade, these fields have seen numerous breakthroughs in structural estimation, concerned with a task of recovering a high-dimensional parameter that belongs to a set with "simple" structure from a small number of measurements. Examples include sparse linear regression, low-rank matrix recovery and structured covariance estimation. However, theoretical recovery guarantees for popular techniques (e.g., $\ell_{1}$ and nuclear norm minimization) usually require strong assumptions on the underlying probability distribution, such as sub-Gaussian or bounded noise. What happens with the performance of the algorithms when these conditions are violated, which is the case for many real data sets modeled by heavy-tailed distributions? Can the assumptions be weakened without sacrificing the quality of theoretical guarantees? We look at examples where the answer is positive, and describe modifications of existing techniques that allow to achieve the improvements.
1.1. Overview of the previous work. Let us begin by briefly discussing a scalar version of the problem investigated in this paper. Assume that $X_{1}, \ldots, X_{n} \in \mathbb{R}$ are i.i.d. copies of $X$, where $\mathbb{E} X^{2}<\infty$. One of the fundamental problems in statistics is to construct the confidence interval for the unknown mean $\mathbb{E} X$ based on a given sample. A surprising fact (dating back to [38] where the "median of means" estimator was introduced, along with [3] and [22]) is that it is possible to construct a nonasymptotic confidence intervals $\hat{I}_{n}(\delta)$ with coverage probability $1-\delta$ [meaning that $\operatorname{Pr}\left(\mathbb{E} X \in \hat{I}_{n}(\delta)\right) \geq 1-\delta$ for given $n$ and $\delta$ ] and "nearly optimal" length $\left|\hat{I}_{n}(\delta)\right| \leq L \sqrt{\operatorname{Var}(X)} \sqrt{\frac{\log (e / \delta)}{n}}$, where $L>0$ is an absolute constant. An in-depth study of this and closely related questions was performed in $[11,14]$ based on two different approaches. Note that the center of any such confidence interval is a point estimator $\hat{\mu}:=\hat{\mu}\left(X_{1}, \ldots, X_{n}, \delta\right)$ that satisfies $\operatorname{Pr}\left(|\hat{\mu}-\mathbb{E} X| \geq L \sqrt{\operatorname{Var}(X)} \sqrt{\frac{\log (e / \delta)}{n}}\right) \leq \delta$. Because the only assumption on $X$ is the existence of a second moment, it is natural to call such an estimator "robust": 2 it admits strong deviation bounds even for the heavy-tailed distributions that can be used to model outliers in the data. Ideas behind these results have also been extended to empirical risk minimization methods [5,30] which cover a wide range of statistical applications. Let us emphasize that the aforementioned estimators do not require any assumptions on the "shape" of the distribution, such as unimodality or elliptical symmetry.

Generalizations of univariate results to the case of random vectors and random matrices are not straightforward since element-wise deviation inequalities do not always translate into desired bounds. In some cases, element-wise bounds yield

[^1]inequalities for the "wrong" norm: for example, estimating each entry of the covariance matrix results in a deviation inequality for the Frobenius norm, while we are frequently interested in the bounds for the operator norm that can be much smaller. An approach which often yields "dimension-free" bounds was proposed in [18] and [35] (using generalizations of the median in higher dimensions); however, to the best of our knowledge, results of these papers are still not sufficient to obtain deviation guarantees in the operator norm that we are mainly interested in. Under more restrictive assumptions on the sequence of random matrices $Y_{1}, \ldots, Y_{n}$ (such as $\left\|Y_{j}\right\| \leq M$ almost surely for some fixed $M>0, j=1, \ldots, n$, where $\|\cdot\|$ stands for the operator norm), behavior of the sample mean $\bar{Y}=\frac{1}{n} \sum_{j=1}^{n} Y_{j}$ has been analyzed with the help of matrix concentration inequalities [1, 39, 41].

A closely related covariance matrix estimation problem has been extensively studied in the past decades. A comprehensive review is beyond the scope of this Introduction, so we will just mention few classical results and more recent work related to the current line of research. Statistical properties of the sample covariance matrix for Gaussian and sub-Gaussian observations have been investigated in detail (see [7, 8, 25, 26, 44] and references therein); under weaker moment assumptions, sample covariance estimator has been studied in [40]. Some popular robust estimators of scatter are discussed in [21], including the Minimum Covariance Determinant (MCD) estimator and the Minimum Volume Ellipsoid estimator (MVE). However, rigorous results for these estimators are available only for elliptically symmetric distributions; see [6] for results on MCD and [13] for results on MVE. Popular Maronna's [34] and Tyler's [43, 45] M-estimators of scatter also admit theoretical guarantees for the family of elliptically symmetric distributions, but we are unaware of any results extending beyond this case.

Recent papers of O. Catoni [12] and I. Guilini [17], Fan et al. [15] are closest in spirit to our work. For instance, in [12] the author constructs a robust estimator of the Gram matrix of a random vector $Z \in \mathbb{R}^{d}$ (as well as its covariance matrix) via estimating the quadratic form $\mathbb{E}\langle Z, u\rangle^{2}$ uniformly over $\|u\|_{2}=1$, and obtains error bounds for the operator norm. The latter (univariate) estimators for the quadratic form are based on the fruitful ideas originating in [11]. However, results of these works cannot be straightforwardly extended beyond covariance estimation, and are obtained under more stringent (compared to the present paper) assumptions on the underlying distribution (such as a known upper bound on the kurtosis of $\langle Z, u\rangle^{2}$ for any $u$ of norm 1). In [15], authors obtain error bounds for norms other than the operator norm which is the main focus of the present paper.

Finally, let us mention that the problem of robust matrix recovery (that is discussed as an example below) has also received attention recently: for instance, the work [9, 24] investigates robust matrix completion under the "low rank + sparse" model. In [16], authors study low-rank matrix recovery under the assumption that the additive noise has only $(2+\varepsilon)$ moments, and obtain strong results via truncation argument. We propose a different approach based on general techniques developed in this paper and achieve similar results for the matrix completion problem while requiring only the finite variance of the noise.
1.2. Organization of the paper. Section 2 contains definitions, notation and background material. Our main results are introduced in Section 3. After presenting core results, we discuss applications to covariance estimation and low-rank matrix completion in Section 4, and illustrate the role of various quantities involved in the general bounds through these examples. Sections 5 and 6 discuss adaptation to unknown parameters that appear in our construction, and contain longer proofs.

The Appendix contains proofs of several technical lemmas, while other details and statements not included in the main text can be found in the Supplementary Material [36].
2. Preliminaries. In this section, we introduce the main notation and recall several useful facts from linear algebra, matrix analysis and probability theory that we rely on in the subsequent exposition.
2.1. Definitions and notation. Given $A \in \mathbb{C}^{d_{1} \times d_{2}}$, let $A^{*} \in \mathbb{C}^{d_{2} \times d_{1}}$ be the Hermitian adjoint of $A$. If $A$ is self-adjoint, we will write $\lambda_{\max }(A)$ and $\lambda_{\min }(A)$ for the largest and smallest eigenvalues of $A$. Next, we will introduce the matrix norms used in the paper.

Everywhere below, $\|\cdot\|$ stands for the operator norm $\|A\|:=\sqrt{\lambda_{\max }\left(A^{*} A\right)}$. If $d_{1}=d_{2}=d$, we denote by $\operatorname{tr} A$ the trace of $A$. Next, for $A \in \mathbb{C}^{d_{1} \times d_{2}}$, the nuclear norm $\|\cdot\|_{1}$ is defined as $\|A\|_{1}=\operatorname{tr}\left(\sqrt{A^{*} A}\right)$, where $\sqrt{A^{*} A}$ is a nonnegative definite matrix such that $\left(\sqrt{A^{*} A}\right)^{2}=A^{*} A$. The Frobenius (or Hilbert-Schmidt) norm is $\|A\|_{\mathrm{F}}=\sqrt{\operatorname{tr}\left(A^{*} A\right)}$, and the associated inner product is $\left\langle A_{1}, A_{2}\right\rangle=\operatorname{tr}\left(A_{1}^{*} A_{2}\right)$. Finally, set $\|A\|_{\max }:=\sup _{i, j}\left|a_{i, j}\right|$. For $Y \in \mathbb{C}^{d},\|Y\|_{2}$ stands for the usual Euclidean norm of $Y$.

Given two self-adjoint matrices $A$ and $B$, we will write $A \succeq B$ (or $A \succ B$ ) iff $A-B$ is nonnegative (or positive) definite.

Given a sequence $Y_{1}, \ldots, Y_{n}$ of random matrices, $\mathbb{E}_{j}[\cdot]$ will stand for the conditional expectation $\mathbb{E}\left[\cdot \mid Y_{1}, \ldots, Y_{j}\right]$.

Finally, for $a, b \in \mathbb{R}$, set $a \vee b:=\max (a, b)$ and $a \wedge b:=\min (a, b)$.
2.2. Tools from linear algebra. In this section, we collect several facts from linear algebra, matrix analysis and probability theory that are frequently used in our arguments.

DEFINITION 2.1. Given a real-valued function $f$ defined on an interval $\mathbb{T} \subseteq \mathbb{R}$ and a self-adjoint $A \in \mathbb{C}^{d \times d}$ with the eigenvalue decomposition $A=U \Lambda U^{*}$ such that $\lambda_{j}(A) \in \mathbb{T}, j=1, \ldots, d$, define $f(A)$ as $f(A)=U f(\Lambda) U^{*}$, where

$$
f(\Lambda)=f\left(\left(\begin{array}{lll}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{d}
\end{array}\right)\right)=\left(\begin{array}{ccc}
f\left(\lambda_{1}\right) & & \\
& \ddots & \\
& & f\left(\lambda_{d}\right)
\end{array}\right) .
$$

Additionally, we will often use the following facts.
FACt 2.1. Let $A \in \mathbb{C}^{d \times d}$ be a self-adjoint matrix, and $f_{1}, f_{2}$ be two realvalued functions such that $f_{1}\left(\lambda_{j}\right) \geq f_{2}\left(\lambda_{j}\right)$ for $j=1, \ldots, d$. Then $f_{1}(A) \succeq f_{2}(A)$.

FACT 2.2. Let $A, B \in \mathbb{C}^{d \times d}$ be two self-adjoint matrices such that $A \succeq B$. Then $\lambda_{j}(A) \geq \lambda_{j}(B), j=1, \ldots, d$, where $\lambda_{j}(\cdot)$ stands for the $j$ th largest eigenvalue. Moreover, $\operatorname{tr} e^{A} \geq \operatorname{tr} e^{B}$.

FACT 2.3. The matrix logarithm is operator monotone: if $A \succ 0, B \succ 0$ and $A \succeq B$, then $\log (A) \succeq \log (B)$.

Proof. See [4].
FACT 2.4. Let $A \in \mathbb{C}^{d \times d}$ be a self-adjoint matrix. Then $I+A+\frac{A^{2}}{2} \succ 0$. Moreover,

$$
-\log \left(I+A+\frac{A^{2}}{2}\right) \preceq \log \left(I-A+\frac{A^{2}}{2}\right)
$$

Proof. In view of the definition of a matrix function, the first claim follows from scalar inequality $1+t+t^{2} / 2>0$ for $t \in \mathbb{R}$. Similarly, the second relation follows from the inequality $-\log \left(1+t+t^{2} / 2\right) \leq \log \left(1-t+t^{2} / 2\right)$ for $t \in \mathbb{R}$.

FACt 2.5 (Lieb's concavity theorem). Given a fixed self-adjoint matrix $H$, the function

$$
A \mapsto \operatorname{tr} \exp (H+\log (A))
$$

is concave on the cone of positive definite matrices.
Proof. See [31] and [42]. ${ }^{3}$

FACT 2.6. Let $f: \mathbb{R} \mapsto \mathbb{R}$ be a convex function. Then $A \mapsto \operatorname{tr} f(A)$ is convex on the set of self-adjoint matrices. In particular, for any self-adjoint matrices $A, B$,

$$
\operatorname{tr} f\left(\frac{A+B}{2}\right) \leq \frac{1}{2} \operatorname{tr} f(A)+\frac{1}{2} \operatorname{tr} f(B) .
$$

[^2]Proof. This is a consequence of Peierls inequality; see Theorem 2.9 in [10] and the comments following it.

Finally, we introduce the Hermitian dilation which allows to reduce many problems involving general rectangular matrices to the case of Hermitian operators. Given the rectangular matrix $A \in \mathbb{C}^{d_{1} \times d_{2}}$, the Hermitian dilation $\mathcal{H}: \mathbb{C}^{d_{1} \times d_{2}} \mapsto$ $\mathbb{C}^{\left(d_{1}+d_{2}\right) \times\left(d_{1}+d_{2}\right)}$ is defined as

$$
\mathcal{H}(A)=\left(\begin{array}{cc}
0 & A  \tag{2.1}\\
A^{*} & 0
\end{array}\right)
$$

Since $\mathcal{H}(A)^{2}=\left(\begin{array}{cc}A A^{*} & 0 \\ 0 & A^{*} A\end{array}\right)$, it is easy to see that $\|\mathcal{H}(A)\|=\|A\|$. Another tool useful in dealing with rectangular matrices is the following lemma.

LEMMA 2.1. Let $S \in \mathbb{C}^{d_{1} \times d_{1}}, T \in \mathbb{C}^{d_{2} \times d_{2}}$ be self-adjoint matrices, and $A \in$ $\mathbb{C}^{d_{1} \times d_{2}}$. Then

$$
\left\|\left(\begin{array}{cc}
S & A \\
A^{*} & T
\end{array}\right)\right\| \geq\left\|\left(\begin{array}{cc}
0 & A \\
A^{*} & 0
\end{array}\right)\right\| .
$$

Proof. See Section A. 1 in the Appendix.
3. Main results. Our construction has its roots in the technique proposed by O. Catoni [11] for estimating the univariate mean. Let us briefly recall the main ideas of Catoni's approach. Assume that $\xi, \xi_{1}, \ldots, \xi_{n}$ is a sequence of i.i.d. random variables such that $\mathbb{E} \xi=\mu$ and $\operatorname{Var}(\xi) \leq v^{2}$. Catoni's estimator is defined as follows: let $\psi(x): \mathbb{R} \mapsto \mathbb{R}$ be a nondecreasing function such that for all $x \in \mathbb{R}$,

$$
\begin{equation*}
-\log \left(1-x+x^{2} / 2\right) \leq \psi(x) \leq \log \left(1+x+x^{2} / 2\right) \tag{3.1}
\end{equation*}
$$

See Remark 1 below for examples of such functions. Given $\theta>0$, let $\hat{\mu}_{\theta}$ be such that

$$
\begin{equation*}
\sum_{j=1}^{n} \psi\left(\theta\left(\xi_{j}-\hat{\mu}_{\theta}\right)\right)=0 \tag{3.2}
\end{equation*}
$$

(clearly, $\hat{\mu}_{\theta}$ always exists due to monotonicity). Set $\eta=v \sqrt{\frac{2 t}{n(1-2 t / n)}}$ and $\theta_{*}=$ $\sqrt{\frac{2 t}{n\left(v^{2}+\eta^{2}\right)}}$. Assuming that $n>2 t$, it is shown in [11] that $\left|\hat{\mu}_{\theta_{*}}-\mu\right| \leq \eta$ with probability $\geq 1-2 e^{-t}$.

We proceed by presenting a multivariate extension of the estimator $\hat{\mu}_{\theta}$. We will first formulate main results for the self-adjoint matrices, and will later deduce the general case of rectangular matrices as a corollary. Let $Y_{1}, \ldots, Y_{n} \in$ $\mathbb{C}^{d \times d}$ be a sequence of independent self-adjoint random matrices such that
$\sigma_{n}^{2}:=\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right\|<\infty$. Let $\Psi$ be such that $\Psi^{\prime}(x)=\psi(x)$ for all $x \in \mathbb{R}$, and set

$$
\begin{equation*}
\widehat{T}_{\theta}^{*}=\underset{S \in \mathbb{C}^{d \times d}, S=S^{*}}{\operatorname{argmin}}\left[\operatorname{tr} \sum_{j=1}^{n} \Psi\left(\theta\left(Y_{j}-S\right)\right)\right] \tag{3.3}
\end{equation*}
$$

where $\theta>0$ is an appropriate constant. It follows from Fact 2.6 that $\widehat{T}_{\theta}^{*}$ exists, moreover, it is unique if $\psi(x)$ is strictly increasing. It is also not hard to see that (3.3) is equivalent to

$$
\begin{equation*}
\sum_{j=1}^{n} \psi\left(\theta\left(Y_{j}-\widehat{T}_{\theta}^{*}\right)\right)=0_{d \times d} \tag{3.4}
\end{equation*}
$$

Indeed, if $F_{\psi}(S):=\operatorname{tr} \sum_{j=1}^{n} \Psi\left(\theta\left(Y_{j}-S\right)\right)$, then (3.4) simply states that the gradient of $F_{\psi}$ evaluated at $\widehat{T}_{\theta}^{*}$ is equal to zero; see Lemma A. 1 in the Appendix for more details.

To understand the properties of the estimator defined via (3.3) and (3.4), we will first consider another estimator $\widehat{T}_{\theta}^{(0)}$ that shares many important properties with $\widehat{T}_{\theta}^{*}$ but is easier to analyze.

The "preliminary estimator" $\widehat{T}_{\theta}^{(0)}$ is constructed as follows: given $\theta>0$ and a function $\psi$ satisfying (3.1), set $X_{j}:=\psi\left(\theta Y_{j}\right), j=1, \ldots, n$ and

$$
\begin{equation*}
\widehat{T}_{\theta}^{(0)}:=\frac{1}{n \theta} \sum_{j=1}^{n} X_{j} \tag{3.5}
\end{equation*}
$$

In other words, $\widehat{T}_{\theta}^{(0)}$ is an average of " $\psi$-truncated" observations. Since $X_{j} \simeq \theta Y_{j}$ for small $\theta$ and a smooth function $\psi$, we expect that $\widehat{T}_{\theta}^{(0)}$ is close to $\frac{1}{n} \sum_{j=1}^{n} \mathbb{E} Y_{j}$. In the following sections, we will make this intuition more precise. In particular, we will establish the following (so far informally stated) results.

THEOREM. 1. Assume that the observations $Y_{1}, \ldots, Y_{n}$ are i.i.d.copies of $Y \in$ $\mathbb{C}^{d \times d}$ and the parameter $\theta$ is chosen properly. Then

$$
\operatorname{Pr}\left(\left\|\widehat{T}_{\theta}^{(0)}-\mathbb{E} Y\right\| \geq \sigma \sqrt{\frac{t}{n}}\right) \leq 2 d \exp \left(-\frac{t}{2}\right)
$$

where $\sigma^{2}:=\sigma_{n}^{2} / n=\left\|\mathbb{E} Y^{2}\right\|$.
2. Assume that $n$ is large enough and $\theta$ is chosen properly. Then the estimator $\widehat{T}_{\theta}^{*}$ defined via (3.4) satisfies the inequality

$$
\operatorname{Pr}\left(\left\|\widehat{T}_{\theta}^{*}-\mathbb{E} Y\right\| \geq C_{1} \sigma_{0} \sqrt{\frac{t}{n}}\right) \leq C_{2} d \exp \left(-\frac{t}{2}\right)
$$

where $C_{1}, C_{2}>0$ are absolute constants and $\sigma_{0}^{2}:=\left\|\mathbb{E}(Y-\mathbb{E} Y)^{2}\right\|$.

Note that the "variance term" $\left\|\mathbb{E} Y^{2}\right\|$ appearing in the first part of the bound above is akin to the second moment, while in the second bound it is replaced by $\sigma_{0}^{2}=\left\|\mathbb{E}(Y-\mathbb{E} Y)^{2}\right\| ;$ presence of the term $\left\|\mathbb{E} Y^{2}\right\|$ can be explained by the fact that the estimator $\widehat{T}_{\theta}^{(0)}$ is obtained via bias-producing truncation. We remark that in some applications, such as matrix completion discussed in Section 4, even the estimator $\widehat{T}_{\theta}^{(0)}$ with "suboptimal" variance term suffices to obtain good bounds.

REMARK 1. Most of our results do not depend on the concrete choice of the function $\psi$. One possibility is

$$
\psi_{1}(x)= \begin{cases}\log \left(1+x+\frac{x^{2}}{2}\right), & x \geq 0  \tag{3.6}\\ -\log \left(1-x+\frac{x^{2}}{2}\right), & x<0\end{cases}
$$

Another example is

$$
\psi_{2}(x)= \begin{cases}1 / 2, & x>1,  \tag{3.7}\\ x-\operatorname{sign}(x) \cdot \frac{x^{2}}{2}, & x \in[-1,1] \\ -1 / 2, & x<-1\end{cases}
$$

Since the latter function is bounded, it can provide additional advantages (such as robustness) in applications. However, note that $\psi_{2}(x)$ does not satisfy (3.1); instead, it satisfies a slightly weaker inequality

$$
-\log \left(1-x+x^{2}\right) \leq \psi_{2}(x) \leq \log \left(1+x+x^{2}\right)
$$

hence all subsequent results hold for $\psi_{2}$ as well, albeit with slightly worse constant factors. We also note that both $\psi_{1}$ and $\psi_{2}$ are operator Lipschitz functions; see Lemma A. 3 for details.
3.1. Bounds for the moment generating function. In this section, we will establish deviation inequalities for the estimator $\widehat{T}_{\theta}^{(0)}=\frac{1}{n \theta} \sum_{j=1}^{n} \psi\left(\theta Y_{j}\right)$. The lemma below is the cornerstone of our results. As before, given $\theta>0$, let $X_{j}=$ $\psi\left(\theta Y_{j}\right)$.

Lemma 3.1. The following inequalities hold:

$$
\begin{align*}
& \mathbb{E} \operatorname{tr} \exp \left(\sum_{j=1}^{n}\left(X_{j}-\theta \mathbb{E} Y_{j}\right)\right) \leq \operatorname{tr} \exp \left(\frac{\theta^{2}}{2} \sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right),  \tag{3.8}\\
& \mathbb{E} \operatorname{tr} \exp \left(\sum_{j=1}^{n}\left(\theta \mathbb{E} Y_{j}-X_{j}\right)\right) \leq \operatorname{tr} \exp \left(\frac{\theta^{2}}{2} \sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right) . \tag{3.9}
\end{align*}
$$

Proof. Note that

$$
\begin{aligned}
& \mathbb{E} \operatorname{tr} \exp \left(\sum_{j=1}^{n}\left(X_{j}-\theta \mathbb{E} Y_{j}\right)\right) \\
& \quad=\mathbb{E}_{n-1} \operatorname{tr} \exp \left(\left[\sum_{j=1}^{n-1}\left(X_{j}-\theta \mathbb{E} Y_{j}\right)-\theta \mathbb{E} Y_{n}\right]+\psi\left(\theta Y_{n}\right)\right) \\
& \quad \leq \mathbb{E} \mathbb{E}_{n-1} \operatorname{tr} \exp \left(\left[\sum_{j=1}^{n-1}\left(X_{j}-\theta \mathbb{E} Y_{j}\right)-\theta \mathbb{E} Y_{n}\right]+\log \left(I+\theta Y_{n}+\theta^{2} Y_{n}^{2} / 2\right)\right) \\
& \quad \leq \mathbb{E} \operatorname{tr} \exp \left(\sum_{j=1}^{n-1}\left(X_{j}-\theta \mathbb{E} Y_{j}\right)+\log \left(I+\theta \mathbb{E} Y_{n}+\theta^{2} \mathbb{E} Y_{n}^{2} / 2\right)-\theta \mathbb{E} Y_{n}\right),
\end{aligned}
$$

where the first inequality follows from the semidefinite relation $\psi\left(\theta Y_{n}\right) \preceq \log (I+$ $\theta Y_{n}+\frac{\theta^{2}}{2} Y_{n}^{2}$ ) and Fact 2.2, and the second inequality follows from Lieb's concavity theorem (Fact 2.5) with $H=\sum_{j=1}^{n-1}\left(X_{j}-\theta \mathbb{E} Y_{j}\right)-\theta \mathbb{E} Y_{n}$ and Jensen's inequality for conditional expectation. We also note that $I+\theta \mathbb{E} Y_{n}+\theta^{2} \mathbb{E} Y_{n}^{2} / 2 \succ 0$ since $I+\theta Y_{n}+\theta^{2} Y_{n}^{2} / 2 \succ 0$ almost surely, hence $\log \left(I+\theta \mathbb{E} Y_{n}+\theta^{2} \mathbb{E} Y_{n}^{2} / 2\right)$ is well defined. Repeating the steps for $X_{n-1}, \ldots, X_{1}$, we obtain the inequality

$$
\begin{align*}
& \mathbb{E} \operatorname{tr} \exp \left(\sum_{j=1}^{n}\left(X_{j}-\theta \mathbb{E} Y_{j}\right)\right) \\
& \quad \leq \operatorname{tr} \exp \left(\sum_{j=1}^{n}\left(\log \left(I+\theta \mathbb{E} Y_{j}+\theta^{2} \mathbb{E} Y_{j}^{2} / 2\right)-\theta \mathbb{E} Y_{j}\right)\right) \tag{3.10}
\end{align*}
$$

It remains to note that by Fact 2.1 and the inequality $\log (1+x) \leq x$ (that holds $\forall x>-1$ ), for all $j=1, \ldots, n$

$$
\log \left(I+\theta \mathbb{E} Y_{j}+\theta^{2} \mathbb{E} Y_{j}^{2} / 2\right) \preceq \theta \mathbb{E} Y_{j}+\frac{\theta^{2}}{2} \mathbb{E} Y_{j}^{2}
$$

or $\log \left(I+\theta \mathbb{E} Y_{j}+\theta^{2} \mathbb{E} Y_{j}^{2} / 2\right)-\theta \mathbb{E} Y_{j} \leq \frac{\theta^{2}}{2} \mathbb{E} Y_{j}^{2}$. The first inequality (3.8) now follows from (3.10) and Fact 2.2.

To establish the second inequality of the lemma, we use the relation $-X_{j}=$ $-\psi\left(\theta Y_{j}\right) \preceq \log \left(I-\theta Y_{j}+\frac{\theta^{2}}{2} Y_{j}^{2}\right)$ [which follows from (3.1) and Fact 2.1] together with the Fact 2.2 to deduce that

$$
\begin{aligned}
& \mathbb{E} \operatorname{tr} \exp \left(\sum_{j=1}^{n}\left(\theta \mathbb{E} Y_{j}-X_{j}\right)\right) \\
& \quad \leq \mathbb{E} \operatorname{tr} \exp \left(\sum_{j=1}^{n}\left(\log \left(I+\theta\left(-Y_{j}\right)+\theta^{2} Y_{j}^{2} / 2\right)-\theta \mathbb{E}\left(-Y_{j}\right)\right)\right),
\end{aligned}
$$

and apply inequality (3.8) to the sequence $-Y_{1}, \ldots,-Y_{n}$ with

$$
X_{j}=\log \left(I+\theta\left(-Y_{j}\right)+\theta^{2}\left(-Y_{j}\right)^{2} / 2\right), \quad j=1, \ldots, n
$$

We are ready to state and prove the main result of this section.
THEOREM 3.1. Let $Y_{1}, \ldots, Y_{n} \in \mathbb{C}^{d \times d}$ be a sequence of independent selfadjoint random matrices, and $\sigma_{n}^{2} \geq\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right\|$. Then for all $\theta>0$

$$
\operatorname{Pr}\left(\left\|\sum_{j=1}^{n}\left(\frac{1}{\theta} \psi\left(\theta Y_{j}\right)-\mathbb{E} Y_{j}\right)\right\| \geq t \sqrt{n}\right) \leq 2 d \exp \left(-\theta t \sqrt{n}+\frac{\theta^{2} \sigma_{n}^{2}}{2}\right)
$$

In particular, setting $\theta=\frac{t \sqrt{n}}{\sigma_{n}^{2}}$, we get the "sub-Gaussian" tail bound $2 d \exp \left(-\frac{t^{2}}{2 \sigma_{n}^{2} / n}\right)$, for a given $t>0$. Alternatively, setting $\theta=\frac{\sqrt{n}}{\sigma_{n}^{2}}$ (independent of $t$ ), we obtain sub-exponential concentration with tail $2 d \exp \left(-\frac{2 t-1}{2 \sigma_{n}^{2} / n}\right)$ for all $t>1 / 2$.

REMARK 2. In the important special case when $Y_{j}, j=1, \ldots, n$ are i.i.d. copies of $Y$, we will often use the following equivalent form of of the bound: assume that $\sigma^{2} \geq\left\|\mathbb{E} Y^{2}\right\|$, then replacing $t$ by $\sigma \sqrt{s}$ and setting $\theta:=\sqrt{\frac{s}{n}} \frac{1}{\sigma}$ implies that

$$
\begin{equation*}
\operatorname{Pr}\left(\left\|\widehat{T}_{\theta}^{(0)}-\mathbb{E} Y\right\| \geq \sigma \sqrt{\frac{s}{n}}\right) \leq 2 d \exp (-s / 2) \tag{3.11}
\end{equation*}
$$

where $\widehat{T}_{\theta}^{(0)}$ was defined in (3.5).
Proof. As before, set $X_{j}:=\psi\left(\theta Y_{j}\right), j=1, \ldots, n$. Then

$$
\begin{aligned}
& \operatorname{Pr}\left(\lambda_{\max }\left(\frac{1}{\theta} \sum_{j=1}^{n}\left(X_{j}-\theta \mathbb{E} Y_{j}\right)\right) \geq s\right) \\
& \quad=\operatorname{Pr}\left(\exp \left(\lambda_{\max }\left(\sum_{j=1}^{n}\left(X_{j}-\theta \mathbb{E} Y_{j}\right)\right)\right) \geq e^{\theta s}\right) \\
& \quad \leq e^{-\theta s} \mathbb{E} \operatorname{tr} \exp \left(\sum_{j=1}^{n}\left(X_{j}-\theta \mathbb{E} Y_{j}\right)\right) \leq e^{-\theta s} \operatorname{tr} \exp \left(\frac{\theta^{2}}{2} \sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right) \\
& \quad \leq d \exp \left(-\theta s+\frac{\theta^{2}}{2}\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right\|\right)
\end{aligned}
$$

where we used Chebyshev's inequality, the fact that $e^{\lambda_{\max }(A)}=\lambda_{\max }\left(e^{A}\right)$ and the inequality $\lambda_{\max }\left(e^{A}\right) \leq \operatorname{tr} e^{A}$ on the second step, the first inequality of Lemma 3.1
on the third step, and the bound $\operatorname{tr} e^{A} \leq d e^{\|A\|}$ on the last step (here and below, $A \in$ $\mathbb{C}^{d \times d}$ is an arbitrary self-adjoint matrix). Similarly, since $-\lambda_{\min }(A)=\lambda_{\max }(-A)$, we have

$$
\begin{aligned}
& \operatorname{Pr}\left(\lambda_{\min }\left(\frac{1}{\theta} \sum_{j=1}^{n}\left(X_{j}-\theta \mathbb{E} Y_{j}\right)\right) \leq-s\right) \\
& \quad=\operatorname{Pr}\left(\lambda_{\max }\left(\frac{1}{\theta} \sum_{j=1}^{n}\left(\theta \mathbb{E} Y_{j}-X_{j}\right)\right) \geq s\right) \\
& \quad \leq e^{-\theta s} \mathbb{E} \operatorname{tr} \exp \left(\sum_{j=1}^{n}\left(\theta \mathbb{E} Y_{j}-X_{j}\right)\right) \leq e^{-\theta s} \operatorname{tr} \exp \left(\frac{\theta^{2}}{2} \sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right) \\
& \quad \leq d \exp \left(-\theta s+\frac{\theta^{2}}{2}\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right\|\right)
\end{aligned}
$$

where we used the second inequality of Lemma 3.1 instead. The result follows by taking $s:=t \sqrt{n}$ since for a self-adjoint matrix $A,\|A\|=\max \left(\lambda_{\max }(A)\right.$, $-\lambda_{\min }(A)$ ).

The main weakness of the estimator $\widehat{T}_{\theta}^{0}$ discussed above is the fact that the "variance term" $\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right\|$ appearing in the bound is akin to the second moment (the price we pay for applying bias-producing truncation) while we would like to replace it by $\left\|\sum_{j=1}^{n} \mathbb{E}\left(Y_{j}-\mathbb{E} Y_{j}\right)^{2}\right\|$. This problem will be addressed in detail in Section 6. In particular, we will show the following: assume that $Y_{1}, \ldots, Y_{n}$ are i.i.d. copies of $Y, \sigma_{0}^{2} \geq\left\|\mathbb{E}(Y-\mathbb{E} Y)^{2}\right\|, \theta_{0}=\sqrt{\frac{2 t}{n}} \frac{1}{\sigma_{0}}$, and $n$ is large enough $(n \gtrsim$ $d^{2}$ ). Then, with exponentially high probability with respect to $s$, the solution $\widehat{T}_{\theta_{0}}^{*}$ of equation (3.4) satisfies $\left\|\widehat{T}_{\theta_{0}}^{*}-\mathbb{E} Y\right\| \leq C \sigma_{0} \sqrt{\frac{s}{n}}$ for an absolute constant $C>0$. Another problem is the fact that one needs to know the value of $\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right\|$ (or its tight upper bound) a priori to choose the "optimal" value of parameter $\theta$. This issue and its resolution based on adaptive estimators is discussed in Section 5. We conclude this discussion with few additional comments.

REMARK 3. 1. Sub-Gaussian guarantees provided by Theorem 3.1 hold for a given confidence parameter $t>0$ that has to be fixed a priori: in particular, the optimal value of $\theta$ depends it. However, as it was noted in [14], this is sufficient to construct (via Lepski's method [29]) estimators that admit sub-Gaussian tails uniformly over $t$ in a certain range. We discuss the details in Section 6 of the Supplementary Material [36].
2. Let $Y_{1}, \ldots, Y_{n} \in \mathbb{C}^{d \times d}$ be i.i.d. copies of $Y$, and $\sigma_{0}^{2}=\left\|\mathbb{E}(Y-\mathbb{E} Y)^{2}\right\|$. It is interesting to compare our estimator [in particular, bound (3.11)] to the guarantees for the sample mean $\frac{1}{n} \sum_{j=1}^{n} Y_{j}$. Under an additional restrictive boundedness assumption requiring that $\|Y\| \leq M$ almost surely, the noncommutative

Bernstein's inequality (see Theorem 1.4 in [41]) implies that $\left\|\frac{1}{n} \sum_{j=1}^{n} Y_{j}-\mathbb{E} Y\right\| \leq$ $2 \sigma_{0} \sqrt{\frac{t}{n}} \vee \frac{4}{3} \frac{M t}{n}$ with probability $\geq 1-2 d e^{-t / 2}$. Hence, even under additional strong assumptions our technique allows to obtain guarantees that compare favorably to the sample mean. However, as noted in [41], in the case when $\|Y\| \leq M$ almost surely, the size of $\mathbb{E}\left\|\frac{1}{n} \sum_{j=1}^{n} Y_{j}-\mathbb{E} Y\right\|$ is controlled by $\sigma_{0}^{2}$ while the scale of deviations of the random variable $\left|\left\|\frac{1}{n} \sum_{j=1}^{n} Y_{j}-\mathbb{E} Y\right\|-\mathbb{E}\left\|\frac{1}{n} \sum_{j=1}^{n} Y_{j}-\mathbb{E} Y\right\|\right|$ depends on the "weak variance" parameter $\sigma_{*}^{2}=\sup _{\|v\|_{2}=1} \mathbb{E}\langle(Y-\mathbb{E} Y) v, v\rangle^{2} \leq \sigma_{0}^{2}$. It is not clear if similar improvements are achievable in the case of heavy-tailed distributions; see Remark 6 for additional comments.
3.2. Bounds depending on the effective dimension. The bound obtained in Theorem 3.1 explicitly depends on the dimension $d$ of random matrices. An example is Section 3.2.1 below shows that the dimensional factor in the right-hand side of the inequality is unavoidable in general. However, it is possible to prove a similar inequality which only includes the "effective dimension" defined as

$$
\begin{equation*}
\bar{d}:=\frac{\operatorname{tr}\left(\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right)}{\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right\|}, \tag{3.12}
\end{equation*}
$$

which can be much smaller than $d$ if $\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}$ has many eigenvalues that are close to 0 . The following result holds.

THEOREM 3.2. Let $Y_{1}, \ldots, Y_{n} \in \mathbb{C}^{d \times d}$ be a sequence of independent selfadjoint random matrices, and $\sigma_{n}^{2} \geq\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right\|$. Then

$$
\begin{aligned}
& \operatorname{Pr}\left(\left\|\sum_{j=1}^{n}\left(\frac{1}{\theta} \psi\left(\theta Y_{j}\right)-\mathbb{E} Y_{j}\right)\right\| \geq t \sqrt{n}\right) \\
& \quad \leq 2 \bar{d}\left(1+\frac{1}{\theta t \sqrt{n}}\right) \exp \left(-\theta t \sqrt{n}+\frac{\theta^{2} \sigma_{n}^{2}}{2}\right)
\end{aligned}
$$

REMARK 4. As before, we can set $\theta=\frac{t \sqrt{n}}{\sigma_{n}^{2}}$ to get

$$
\operatorname{Pr}\left(\left\|\sum_{j=1}^{n}\left(\frac{1}{\theta} \psi\left(\theta Y_{j}\right)-\mathbb{E} Y_{j}\right)\right\| \geq t \sqrt{n}\right) \leq 2 \bar{d}\left(1+\frac{\sigma_{n}^{2} / n}{t^{2}}\right) \exp \left(-\frac{t^{2}}{2 \sigma_{n}^{2} / n}\right)
$$

For the values of $t \geq \sqrt{\sigma_{n}^{2} / n}$ (when the bound becomes useful), it further simplifies to

$$
\operatorname{Pr}\left(\left\|\sum_{j=1}^{n}\left(\frac{1}{\theta} \psi\left(\theta Y_{j}\right)-\mathbb{E} Y_{j}\right)\right\| \geq t \sqrt{n}\right) \leq 4 \bar{d} \exp \left(-\frac{t^{2}}{2 \sigma_{n}^{2} / n}\right)
$$

For the "sub-exponential regime" with $\theta=\frac{\sqrt{n}}{\sigma_{n}^{2}}$, we get that for all $t \geq \frac{1}{2} \vee \sigma_{n}^{2} / n$ simultaneously,

$$
\operatorname{Pr}\left(\left\|\sum_{j=1}^{n}\left(\frac{1}{\theta} \psi\left(\theta Y_{j}\right)-\mathbb{E} Y_{j}\right)\right\| \geq t \sqrt{n}\right) \leq 4 \bar{d} \exp \left(-\frac{2 t-1}{2 \sigma_{n}^{2} / n}\right)
$$

Proof. The argument is similar in spirit to the proof of Theorem 3.1. Details are included in Section 3 of the Supplementary Material [36].
3.2.1. Dimensional factor in Theorem 3.1. The example below shows that the dimensional factor in Theorem 3.1 is unavoidable in general. Assume that $\psi(x)=\psi_{1}(x)$ as defined in (3.6), $\theta=1, n=d$, and let $Y_{j}, j \leq d$ be independent and such that $\psi_{1}\left(Y_{j}\right)=\gamma_{j} e_{j} e_{j}^{T}$, where $\gamma_{j}, j \leq d$ are i.i.d. random variables with density $p(x)=e^{-2|x|}$, and $\left\{e_{1}, \ldots, e_{d}\right\}$ is the standard Euclidean basis. Recalling that $Y_{j}=\psi_{1}^{-1}\left(\gamma_{j}\right) e_{j} e_{j}^{T}$, it is easy to check that $\mathbb{E} Y_{j}=0_{d \times d}$, and that $\left\|\sum_{j=1}^{d} \mathbb{E} Y_{j}^{2}\right\|=\mathbb{E}\left(\psi_{1}^{-1}\left(\gamma_{1}\right)\right)^{2}<\infty$. Theorem 3.1 implies that

$$
\operatorname{Pr}\left(\left\|\sum_{j=1}^{d} \gamma_{j} e_{j} e_{j}^{T}\right\| \geq s\right) \leq f(d) e^{-s}
$$

with $f(d) \leq C d$ for some absolute constant $C$. Since $\left\|\sum_{j=1}^{d} \gamma_{j} e_{j} e_{j}^{T}\right\|=\max \left(\left|\gamma_{1}\right|\right.$, $\left.\ldots,\left|\gamma_{d}\right|\right)$, it follows from Lemma 7.2 of the Supplementary Material [36] that $\operatorname{Pr}\left(\left\|\sum_{j=1}^{d} \gamma_{j} e_{j} e_{j}^{T}\right\| \geq\left(\frac{1}{2}-\tau\right) \log d\right) \geq c(\tau)$ for any $0<\tau<1 / 2$ and some constant $c(\tau)>0$. This shows that the dimensional factor $f(d)$ cannot grow slower than $d^{1 / 2-\tau}$ for any $\tau>0$.
3.3. Bounds for arbitrary rectangular matrices. In this section, we will deduce results for arbitrary matrices from the bounds for self-adjoint operators. Let $Y_{1}, \ldots, Y_{n} \in \mathbb{C}^{d_{1} \times d_{2}}$ be independent, and assume that

$$
\sigma_{n}^{2} \geq \max \left(\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j} Y_{j}^{*}\right\|,\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{*} Y_{j}\right\|\right)
$$

Given $\theta>0$, set $X_{j}:=\psi\left(\theta \mathcal{H}\left(Y_{j}\right)\right)$ [where $\mathcal{H}(\cdot)$ is the self-adjoint dilation, see equation (2.1)] and define $\hat{T} \in \mathbb{C}^{\left(d_{1}+d_{2}\right) \times\left(d_{1}+d_{2}\right)}$ as

$$
\widehat{T}:=\widehat{T}(\theta)=\sum_{j=1}^{n} \frac{1}{\theta} X_{j}
$$

Let $\hat{T}_{11} \in \mathbb{C}^{d_{1} \times d_{1}}, \hat{T}_{22} \in \mathbb{C}^{d_{2} \times d_{2}}, \hat{T}_{12} \in \mathbb{C}^{d_{1} \times d_{2}}$ be such that $\widehat{T}=\left(\begin{array}{ll}\hat{T}_{11} & \hat{T}_{12} \\ \hat{T}_{12}^{*} & \hat{T}_{22}\end{array}\right.$. Since $\widehat{T}$ is "close" to $\sum_{j=1}^{n} \mathcal{H}\left(\mathbb{E} Y_{j}\right)$ for the proper choice of $\theta$, it is natural to expect that $\hat{T}_{12}$ is close to $\sum_{j=1}^{n} \mathbb{E} Y_{j}$.

Corollary 3.1. Under the assumptions stated above,

$$
\operatorname{Pr}\left(\left\|\hat{T}_{12}-\sum_{j=1}^{n} \mathbb{E} Y_{j}\right\| \geq t \sqrt{n}\right) \leq 2\left(d_{1}+d_{2}\right) \exp \left(-\theta t \sqrt{n}+\frac{\theta^{2} \sigma_{n}^{2}}{2}\right)
$$

and

$$
\operatorname{Pr}\left(\left\|\hat{T}_{12}-\sum_{j=1}^{n} \mathbb{E} Y_{j}\right\| \geq t \sqrt{n}\right) \leq 2 \bar{d}\left(1+\frac{1}{\theta t \sqrt{n}}\right) \exp \left(-\theta t \sqrt{n}+\frac{\theta^{2} \sigma_{n}^{2}}{2}\right)
$$

where $\bar{d}=2 \frac{\operatorname{tr}\left(\sum_{j=1}^{n} \mathbb{E} Y_{j}^{*} Y_{j}\right)}{\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j} Y_{j}^{*}\right\| \vee \vee\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{*} Y_{j}\right\|}$.
Proof. Note that

$$
\left\|\sum_{j=1}^{n} \mathbb{E} \mathcal{H}\left(Y_{j}\right)^{2}\right\|=\max \left(\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j} Y_{j}^{*}\right\|,\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{*} Y_{j}\right\|\right) \leq \sigma_{n}^{2} .
$$

Theorem 3.1 applied to self-adjoint random matrices $\mathcal{H}\left(Y_{j}\right) \in \mathbb{C}^{\left(d_{1}+d_{2}\right) \times\left(d_{1}+d_{2}\right)}$, $j=1, \ldots, n$ implies that $\left\|\widehat{T}-\sum_{j=1}^{n} \mathcal{H}\left(\mathbb{E} Y_{j}\right)\right\| \leq t \sqrt{n}$ with probability $\geq 1-$ $2\left(d_{1}+d_{2}\right) \exp \left(-\theta t \sqrt{n}+\frac{\theta^{2} \sigma_{n}^{2}}{2}\right)$. It remains to apply Lemma 2.1:

$$
\begin{aligned}
\left\|\widehat{T}-\sum_{j=1}^{n} \mathcal{H}\left(\mathbb{E} Y_{j}\right)\right\| & =\left\|\left(\begin{array}{cc}
\hat{T}_{11} & \hat{T}_{12}-\sum_{j=1}^{n} \mathbb{E} Y_{j} \\
\hat{T}_{12}^{*}-\sum_{j=1}^{n} \mathbb{E} Y_{j}^{*} & \hat{T}_{22}
\end{array}\right)\right\| \\
& \geq\left\|\left(\begin{array}{cc}
0 & \hat{T}_{12}-\sum_{j=1}^{n} \mathbb{E} Y_{j} \\
\hat{T}_{12}^{*}-\sum_{j=1}^{n} \mathbb{E} Y_{j}^{*} & 0
\end{array}\right)\right\|=\left\|\hat{T}_{12}-\sum_{j=1}^{n} \mathbb{E} Y_{j}\right\|,
\end{aligned}
$$

and the first inequality follows. To obtain the second inequality, it is enough to use Theorem 3.2 instead of Theorem 3.1 and note that

$$
\operatorname{tr}\left(\sum_{j=1}^{n} \mathbb{E} \mathcal{H}\left(Y_{j}\right)^{2}\right)=\operatorname{tr}\left(\sum_{j=1}^{n} \mathbb{E} Y_{j} Y_{j}^{*}\right)+\operatorname{tr}\left(\sum_{j=1}^{n} \mathbb{E} Y_{j}^{*} Y_{j}\right)=2 \operatorname{tr}\left(\sum_{j=1}^{n} \mathbb{E} Y_{j}^{*} Y_{j}\right)
$$

since for any $1 \leq j \leq n, \operatorname{tr}\left(\mathbb{E} Y_{j} Y_{j}^{*}\right)=\mathbb{E} \operatorname{tr}\left(Y_{j} Y_{j}^{*}\right)=\mathbb{E} \operatorname{tr}\left(Y_{j}^{*} Y_{j}\right)$.
In a particular case when $Y \in \mathbb{R}^{d}$ is a random vector such that $\mathbb{E} Y Y^{T}=\Sigma$ and $Y_{1}, \ldots, Y_{n}$ are its i.i.d. copies, $\max \left(\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j} Y_{j}^{*}\right\|,\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{*} Y_{j}\right\|\right)=n \operatorname{tr} \Sigma$
and $\operatorname{tr}\left(\sum_{j=1}^{n} \mathbb{E} Y_{j}^{*} Y_{j}\right)=n \operatorname{tr} \Sigma$, hence $\bar{d}=2$ and the estimator $\hat{T}_{12}$ admits the following bound: if we replace $t$ by $\sqrt{s} \sqrt{\operatorname{tr} \Sigma}$ and set $\theta=\sqrt{\frac{s}{n}} \frac{1}{\sqrt{\operatorname{tr} \Sigma}}$ in the second bound of Corollary 3.1, then

$$
\operatorname{Pr}\left(\left\|\frac{\hat{T}_{12}}{n}-\mathbb{E} Y\right\|_{2} \geq \sqrt{\operatorname{tr} \Sigma} \sqrt{\frac{s}{n}}\right) \leq 4(1+1 / s) e^{-s / 2}
$$

3.4. Bounds under weaker moment assumptions. In this section, we discuss the mean estimation problem under weaker moment conditions. Namely, assume that $Y_{1}, \ldots, Y_{n}$ are independent self-adjoint random matrices such that $\left\|\mathbb{E}\left|Y_{j}\right|^{\alpha}\right\|<$ $\infty$ for some $\alpha \in(1,2]$ and all $1 \leq j \leq n$. Let $\psi_{\alpha}$ satisfy

$$
-\log \left(1-x+c_{\alpha}|x|^{\alpha}\right) \leq \psi_{\alpha}(x) \leq \log \left(1+x+c_{\alpha}|x|^{\alpha}\right)
$$

for all $x \in \mathbb{R}$, where $c_{\alpha}=\frac{\alpha-1}{\alpha} \vee \sqrt{\frac{2-\alpha}{\alpha}}$. The fact that such $\psi_{\alpha}$ exists follows from Lemma A. 2 in the Appendix. For example, one can take $\psi_{\alpha}(x)=\log (1+x+$ $\left.c_{\alpha}|x|^{\alpha}\right)$. The following result holds.

ThEOREM 3.3. Assume that $v_{n}^{\alpha} \geq\left\|\sum_{j=1}^{n} \mathbb{E}\left|Y_{j}\right|^{\alpha}\right\|$. Then for any positive $t$ and $\theta$,

$$
\operatorname{Pr}\left(\left\|\sum_{j=1}^{n}\left(\frac{1}{\theta} \psi_{\alpha}\left(\theta Y_{j}\right)-\mathbb{E} Y_{j}\right)\right\| \geq t\right) \leq 2 d \exp \left(-\theta t+c_{\alpha} \theta^{\alpha} v_{n}^{\alpha}\right)
$$

Proof. The argument repeats the steps of Lemma 3.1 and Theorem 3.1, the only difference being that application of Fact 2.4 is replaced by Lemma A.2.

REMARK 5. In the special case when $Y_{1}, \ldots, Y_{n}$ are i.i.d. copies of $Y$ with $v=\left\|\mathbb{E}|Y|^{\alpha}\right\|^{1 / \alpha}$, setting $t=v n^{1 / \alpha} s^{\frac{\alpha-1}{\alpha}}$ and $\theta=\left(\frac{1}{\alpha c_{\alpha}}\right)^{1 /(\alpha-1)}\left(\frac{s}{n}\right)^{1 / \alpha} \frac{1}{v}$ gives the inequality

$$
\begin{gathered}
\operatorname{Pr}\left(\left\|\frac{1}{n \theta} \sum_{j=1}^{n} \psi_{\alpha}\left(\theta Y_{j}\right)-\mathbb{E} Y\right\| \geq v\left(\frac{s}{n}\right)^{\frac{\alpha-1}{\alpha}}\right) \\
\quad \leq 2 d \exp \left(-\frac{\alpha-1}{\alpha}\left(\frac{1}{\alpha c_{\alpha}}\right)^{1 /(\alpha-1)} s\right) .
\end{gathered}
$$

Note that for $\alpha=2$, we recover (3.11).
Before we proceed with discussion or further improvements and adaptation issues, let us demonstrate applications of developed techniques to popular problems in statistics and highlight the advantages over existing results.
4. Examples. We present two examples which highlight the potential improvements obtained via our technique in popular scenarios: estimation of the covariance matrix in Frobenius and operator norms, and low-rank matrix completion problem.
4.1. Estimation of the covariance matrix in operator norm. Let $Z \in \mathbb{R}^{d}$ be a random vector with $\mathbb{E} Z=\mu, \mathbb{E}\|Z-\mu\|_{2}^{4}<\infty, \Sigma=\mathbb{E}\left[(Z-\mu)(Z-\mu)^{T}\right]$, and let $Z_{1}, \ldots, Z_{2 n}$ be i.i.d. copies of $Z$. Let us first assume that $\mu=0$, and define

$$
\widetilde{\Sigma}_{2 n}(\theta)=\frac{1}{2 n \theta} \sum_{j=1}^{2 n} \psi\left(\theta Z_{j} Z_{j}^{T}\right)
$$

where $\psi(\cdot)$ satisfies (3.1). Let $\sigma^{2} \geq\|\mathbb{E}\| Z\left\|_{2}^{2} Z Z^{T}\right\|$ and $\tilde{\theta}=\sqrt{\frac{t}{n}} \frac{1}{\sigma}$. It is straightforward to deduce from Theorem 3.1 that with probability $\geq 1-2 d e^{-t}$,

$$
\left\|\widetilde{\Sigma}_{2 n}(\tilde{\theta})-\Sigma\right\| \leq \sigma \sqrt{\frac{t}{n}}
$$

REMARK 6. 1. Note that for any matrix $X=\lambda U U^{T}$ of rank 1 (where $\|U\|_{2}=$ 1),

$$
\psi(X)=\psi(\lambda) U U^{T} \quad[\text { since } \psi(0)=0]
$$

hence $\tilde{\Sigma}_{2 n}(\tilde{\theta})=\frac{1}{2 n \tilde{\theta}} \sum_{j=1}^{2 n} \psi\left(\tilde{\theta}\left\|Z_{j}\right\|_{2}^{2}\right) \frac{Z_{j} Z_{j}^{T}}{\left\|Z_{j}\right\|_{2}^{2}}$. In particular, this expression is easy to evaluate numerically; in general, computation of the estimator (3.5) requires $n$ singular value decompositions.
2. Parameter $\sigma$ is closely related to the effective rank defined as $r(\Sigma)=\frac{\operatorname{tr}(\Sigma)}{\|\Sigma\|}$ [44]; clearly, it always true that $\mathrm{r}(\Sigma) \leq d$. The quantity $\sqrt{\mathrm{r}(\Sigma)}\|\Sigma\|$ has been shown to control the expected error of the sample covariance estimator in the Gaussian setting [26]. Under the additional assumption that the kurtosis of the linear forms $\langle Z, v\rangle, v \neq 0$, is uniformly bounded by $K$, it is possible to show that (see Lemma 2.3 in [37]) that $\sigma^{2} \leq K r(\Sigma)\|\Sigma\|^{2}$. On the other hand, fluctuations of the error around its expected value in the Gaussian case [26] are controlled by the "weak variance" $\sup _{v \in \mathbb{R}^{d}:\|v\|_{2}=1} \mathbb{E}^{1 / 2}\langle Z, v\rangle^{4} \leq \sqrt{K}\|\Sigma\|$, while in our bounds fluctuations are controlled by the "strong variance" $\sigma^{2}$; this fact leaves room for improvement in our construction and proof techniques.

Of course, the initial assumption that $\mu$ is known is often unrealistic, hence we modify the estimator as follows. Given $\theta>0$, set

$$
\begin{aligned}
Y_{j} & =\frac{1}{2}\left(Z_{2 j-1}-Z_{2 j}\right)\left(Z_{2 j-1}-Z_{2 j}\right)^{T}, \\
\widehat{\Sigma}_{2 n}(\theta) & =\frac{1}{n \theta} \sum_{j=1}^{n} \psi\left(\theta Y_{j}\right) .
\end{aligned}
$$

Let $\hat{\sigma}^{2} \geq \frac{1}{2}\left\|\mathbb{E}\left((Z-\mu)(Z-\mu)^{T}\right)^{2}+\operatorname{tr}(\Sigma) \Sigma+2 \Sigma^{2}\right\|$, and $\hat{\theta}=\sqrt{\frac{t}{n}} \frac{1}{\hat{\sigma}}$. Our covariance estimator is then defined as $\widehat{\Sigma}_{2 n}:=\widehat{\Sigma}_{2 n}(\hat{\theta})$. The following result can be deduced from Theorem 3.1.

Corollary 4.1. With probability $\geq 1-2 d e^{-t}$,

$$
\left\|\widehat{\Sigma}_{2 n}-\Sigma\right\| \leq \sqrt{2} \hat{\sigma} \sqrt{\frac{t}{n}}
$$

Before presenting the proof, let us make several additional remarks.

REmARK 7. 1. It is not hard to show that (see Corollary 7.1 of the Supplementary Material [36]) that $\left\|\mathbb{E}\left((Z-\mu)(Z-\mu)^{T}\right)^{2}\right\| \geq \operatorname{tr}(\Sigma)\|\Sigma\|$; hence it is enough to choose $\hat{\sigma}^{2} \geq\|\Sigma\|^{2}+\sigma_{0}^{2}=\|\Sigma\|^{2}+\left\|\mathbb{E}\left((Z-\mu)(Z-\mu)^{T}\right)^{2}\right\|$. In view of Remark 6 , this expression can be further simplified under the bounded kurtosis assumption, and one can choose $\hat{\sigma}^{2} \geq\|\Sigma\|^{2}(1+K r(\Sigma))$, where $K$ is the uniform bound on the kurtosis of the coordinates of $Z$, and $\mathrm{r}(\Sigma)$ is the effective rank.
2. Construction of $\widehat{\Sigma}_{2 n}(\theta)$ essentially halves the effective sample size. While the loss of a constant factor can be deemed insignificant in non-asymptotic theoretical bounds, it is undesirable in applications. A more natural version of the estimator based on a sample of size $2 n$ is the U-statistic

$$
\bar{\Sigma}_{2 n}(\theta)=\frac{1}{\binom{2 n}{2}} \sum_{1 \leq i<j \leq 2 n} \frac{1}{\theta} \psi\left(\frac{\theta}{2}\left(Z_{i}-Z_{j}\right)\left(Z_{i}-Z_{j}\right)^{T}\right)
$$

Another possibility to avoid "halving" the sample size is to center the data using a robust estimator of location, such as the spatial median or the median-of-means estimator [23, 33, 35]. Analysis of the estimators of these types is not covered in the present paper, and requires a slightly different set of technical tools to deal with dependent summands; see [37] for results in this direction.

Proof of Corollary 4.1. Note that for all $j=1, \ldots, n, \mathbb{E} Y_{j}=\Sigma$. Since $Y_{1}, \ldots, Y_{n}$ are i.i.d. random matrices, Theorem 3.1 applies (see Remark 2), giving that

$$
\operatorname{Pr}\left(\|\hat{\Sigma}(\hat{\theta})-\Sigma\| \geq \hat{\sigma} \sqrt{\frac{2 t}{n}}\right) \leq 2 d e^{-t}
$$

where $\hat{\sigma}^{2} \geq\left\|\mathbb{E} Y_{1}^{2}\right\|$. It is easy to check that

$$
\left\|\mathbb{E} Y_{1}^{2}\right\|=\frac{1}{2}\left\|\mathbb{E}\left((Z-\mu)(Z-\mu)^{T}\right)^{2}+\operatorname{tr}(\Sigma) \Sigma+2 \Sigma^{2}\right\|
$$

and the result follows.
4.2. Estimation of the covariance matrix in Frobenius norm. Next, we present an estimator which achieves strong deviation guarantees in the Frobenius norm. Estimation of the covariance matrix with respect to this norm has been previously investigated in the literature, for instance, see [28], [8] and references therein; Frobenius norm is a natural choice when one wants to understand the effect of the rank of an unknown covariance matrix on the estimation error [32]. Let $\hat{S}_{2 n}$ be the sample covariance estimator based on $Z_{1}, \ldots, Z_{2 n}$ :

$$
\hat{S}_{2 n}=\frac{1}{\binom{2 n}{2}} \sum_{1 \leq i<j \leq 2 n} \frac{\left(Z_{i}-Z_{j}\right)\left(Z_{i}-Z_{j}\right)^{T}}{2}
$$

The following "soft thresholding" estimator has been studied in [32]; here, $\tau>0$ is a fixed threshold parameter:

$$
\begin{equation*}
\hat{S}_{2 n}^{\tau}=\underset{A \in \mathbb{R}^{d \times d}}{\operatorname{argmin}}\left[\left\|A-\hat{S}_{2 n}\right\|_{\mathrm{F}}^{2}+\tau\|A\|_{1}\right] . \tag{4.1}
\end{equation*}
$$

We propose to replace the sample covariance $\hat{S}_{2 n}$ by $\widehat{\Sigma}_{2 n}$, and consider

$$
\begin{equation*}
\widehat{\Sigma}_{2 n}^{\tau}=\underset{A \in \mathbb{R}^{d \times d}}{\operatorname{argmin}}\left[\left\|A-\widehat{\Sigma}_{2 n}\right\|_{\mathrm{F}}^{2}+\tau\|A\|_{1}\right] . \tag{4.2}
\end{equation*}
$$

It is not hard to see (e.g., see the proof of Theorem 1 in [32]) that $\widehat{\Sigma}_{2 n}^{\tau}$ can be written explicitly as

$$
\widehat{\Sigma}_{2 n}^{\tau}=\sum_{j=1}^{d} \max \left(\lambda_{j}\left(\widehat{\Sigma}_{2 n}\right)-\tau / 2,0\right) v_{j}\left(\widehat{\Sigma}_{2 n}\right) v_{j}\left(\widehat{\Sigma}_{2 n}\right)^{T}
$$

where $\lambda_{j}\left(\widehat{\Sigma}_{2 n}\right)$ and $v_{j}\left(\widehat{\Sigma}_{2 n}\right)$ are the eigenvalues and corresponding eigenvectors of $\widehat{\Sigma}_{2 n}$. The following result holds.

Theorem 4.1. For any

$$
\begin{gather*}
\tau \geq 4 \hat{\sigma} \sqrt{\frac{t+\log (2 d)}{2 n}}, \\
\left\|\widehat{\Sigma}_{2 n}^{\tau}-\Sigma\right\|_{\mathrm{F}}^{2} \leq \inf _{A \in \mathbb{R}^{d \times d}}\left[\|A-\Sigma\|_{\mathrm{F}}^{2}+\frac{(1+\sqrt{2})^{2}}{8} \tau^{2} \operatorname{rank}(A)\right] \tag{4.3}
\end{gather*}
$$

with probability $\geq 1-e^{-t}$.
The result stated above mimics the (almost) optimal rates obtained in [32] (in the situation when no data is missing) under significantly weaker assumptions on the underlying distribution.

Proof of Theorem 4.1. The proof is based on the following lemma.

Lemma 4.1. Inequality (4.4) holds on the event $\mathcal{E}=\left\{\tau \geq 2\left\|\widehat{\Sigma}_{2 n}-\Sigma\right\|\right\}$.
To verify this statement, it is enough to repeat the steps of the proof of Theorem 1 in [32], replacing each occurrence of the sample covariance $\hat{S}_{2 n}$ by its robust counterpart $\widehat{\Sigma}_{2 n}^{\tau}$.

The result then follows from Corollary 4.1 that $\operatorname{Pr}(\mathcal{E}) \geq 1-e^{-t}$ whenever $\tau \geq$ $4 \hat{\sigma} \sqrt{\frac{t+\log (2 d)}{2 n}}$.
4.3. Matrix completion. Let $A_{0} \in \mathbb{R}^{d_{1} \times d_{2}}$ be an unknown matrix, and assume that we observe a random subset of its entries contaminated by noise. The goal is to estimate $A_{0}$ from a small number of such noisy measurements under an additional assumption that $A_{0}$ is likely to be of low rank (or can be well approximated by a low rank matrix). More specifically, let

$$
\mathcal{X}=\left\{e_{j}\left(d_{1}\right) e_{k}^{T}\left(d_{2}\right), 1 \leq j \leq d_{1}, 1 \leq k \leq d_{2}\right\}
$$

where $e_{j}\left(d_{1}\right)$ and $e_{k}\left(d_{2}\right)$ are the elements of the canonical bases of $\mathbb{R}^{d_{1}}$ and $\mathbb{R}^{d_{2}}$, respectively. Let $X$ have uniform distribution $\Pi:=\operatorname{Unif}(\mathcal{X})$ on $\mathcal{X}$, and assume that the noisy linear measurement $Y$ has the form

$$
Y=\operatorname{tr}\left(X^{T} A_{0}\right)+\xi
$$

where $\mathbb{E}(\xi \mid X)=0$. Finally, assume that $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ are i.i.d. copies of ( $X, Y$ ).

It is easy to check that $\mathbb{E}(Y X)=\frac{1}{d_{1} d_{2}} A_{0}$, hence the natural unbiased estimator of $A_{0}$ is

$$
\widehat{A}=\frac{d_{1} d_{2}}{n} \sum_{j=1}^{n} Y_{j} X_{j}
$$

To incorporate the structural (low-rank) assumption on $A_{0}$, the following estimator has been considered in the literature: let $\tau>0$, and define

$$
\begin{aligned}
\widehat{A}^{\tau} & =\underset{A \in \mathbb{R}^{d_{1} \times d_{2}}}{\operatorname{argmin}}\left[\frac{1}{d_{1} d_{2}}\|A-\widehat{A}\|_{\mathrm{F}}^{2}+\tau\|A\|_{1}\right] \\
& =\underset{A \in \mathbb{R}^{d_{1} \times d_{2}}}{\operatorname{argmin}}\left[\frac{1}{d_{1} d_{2}}\|A\|_{\mathrm{F}}^{2}-\left\langle\frac{2}{n} \sum_{j=1}^{n} Y_{j} X_{j}, A\right\rangle+\tau\|A\|_{1}\right] .
\end{aligned}
$$

Note that one can use the symmetric version $\widehat{A}_{s} \in \mathbb{R}^{\left(d_{1}+d_{2}\right) \times\left(d_{1}+d_{2}\right)}$ of $\widehat{A}$ instead, defined as

$$
\widehat{A}_{s}=\frac{d_{1} d_{2}}{n} \sum_{j=1}^{n} Y_{j} \mathcal{H}\left(X_{j}\right)
$$

so that $\mathbb{E} \widehat{A}_{s}=\mathcal{H}\left(A_{0}\right)$, and consider the equivalent convex minimization problem

$$
\begin{aligned}
\widehat{A}^{\tau} & =\underset{A \in \mathbb{R}^{d_{1} \times d_{2}}}{\operatorname{argmin}}\left[\frac{1}{d_{1} d_{2}}\left\|\mathcal{H}(A)-\mathcal{H}\left(\widehat{A}_{s}\right)\right\|_{\mathrm{F}}^{2}+2 \tau\|A\|_{1}\right] \\
& =\underset{A \in \mathbb{R}^{d_{1} \times d_{2}}}{\operatorname{argmin}}\left[\frac{1}{d_{1} d_{2}}\|\mathcal{H}(A)\|_{\mathrm{F}}^{2}-\left\langle\frac{2}{n} \sum_{j=1}^{n} Y_{j} \mathcal{H}\left(X_{j}\right), \mathcal{H}(A)\right\rangle+2 \tau\|A\|_{1}\right] .
\end{aligned}
$$

However, strong theoretical guarantees for this estimator exist only when the "noise term" $\xi_{j}$ is either bounded with probability 1, or has sub-exponential tails. We propose to replace $\widehat{A}_{s}$ with a robust estimator

$$
\widehat{R}=\frac{d_{1} d_{2}}{n \theta} \sum_{j=1}^{n} \psi\left(\theta Y_{j} \mathcal{H}\left(X_{j}\right)\right)
$$

where $\psi(\cdot)$ satisfies (3.1) and

$$
\theta:=\theta\left(t, n, A_{0}\right)=\frac{1}{\left\|A_{0}\right\|_{\max } \vee \sqrt{\operatorname{Var}(\xi)}} \sqrt{\frac{\left(t+\log \left(2\left(d_{1}+d_{2}\right)\right)\right)\left(d_{1} \wedge d_{2}\right)}{n}}
$$

The reasoning behind this choice of $\theta$ is explained below. Consider

$$
\widehat{R}^{\tau}=\underset{A \in \mathbb{R}^{d_{1} \times d_{2}}}{\operatorname{argmin}}\left[\frac{1}{d_{1} d_{2}}\|\mathcal{H}(A)\|_{\mathrm{F}}^{2}-\left\langle\frac{2}{d_{1} d_{2}} \widehat{R}, \mathcal{H}(A)\right\rangle+2 \tau\|A\|_{1}\right] .
$$

Finally, set

$$
M=\widehat{R}-\mathbb{E}(Y \mathcal{H}(X))
$$

The following result holds.
THEOREM 4.2. Assume that $\xi_{j}$ is independent of $X_{j}, j=1, \ldots, n$, and that $\operatorname{Var}(\xi)<\infty$. For any

$$
\begin{gathered}
\tau \geq 4\left(\left\|A_{0}\right\|_{\max } \vee \sqrt{\operatorname{Var}(\xi)}\right) \sqrt{\frac{t+\log \left(2\left(d_{1}+d_{2}\right)\right)}{n\left(d_{1} \wedge d_{2}\right)}}, \\
\frac{1}{d_{1} d_{2}}\left\|\widehat{R}^{\tau}-A_{0}\right\|_{F}^{2} \leq \inf _{A \in \mathbb{R}^{d_{1} \times d_{2}}}\left[\frac{1}{d_{1} d_{2}}\left\|A-A_{0}\right\|_{\mathrm{F}}^{2}+\left(\frac{1+\sqrt{2}}{2}\right)^{2} d_{1} d_{2} \tau^{2} \operatorname{rank}(A)\right]
\end{gathered}
$$

with probability $\geq 1-e^{-t}$.
Note that we only assume that $\operatorname{Var}(\xi)<\infty$, while in [16], a similar result is obtained under a slightly stronger assumption requiring that $\mathbb{E}|\xi|^{2+\varepsilon}<\infty$ for some $\varepsilon>0$.

Proof. Define $\mathbb{A} \subseteq \mathbb{R}^{\left(d_{1}+d_{2}\right) \times\left(d_{1}+d_{2}\right)}$ to be the image of $\mathbb{R}^{d_{1} \times d_{2}}$ under $\mathcal{H}(\cdot)$ :

$$
\mathbb{A}=\left\{B \in \mathbb{R}^{\left(d_{1}+d_{2}\right) \times\left(d_{1}+d_{2}\right)}: B=\mathcal{H}(A) \text { for some } A \in \mathbb{R}^{d_{1} \times d_{2}}\right\}
$$

We begin with the following inequality.

Lemma 4.2. Assume that $\tau \geq 2\|M\|$. Then

$$
\begin{aligned}
\frac{1}{d_{1} d_{2}} & \left\|\mathcal{H}\left(\widehat{R}^{\tau}\right)-\mathcal{H}\left(A_{0}\right)\right\|_{\mathrm{F}}^{2} \\
& \leq \inf _{B \in \mathbb{A}}\left[\frac{1}{d_{1} d_{2}}\left\|B-\mathcal{H}\left(A_{0}\right)\right\|_{\mathrm{F}}^{2}+\left(\frac{1+\sqrt{2}}{2}\right)^{2} d_{1} d_{2} \tau^{2} \operatorname{rank}(B)\right]
\end{aligned}
$$

Proof. By the definition of $\widehat{R}^{\tau}$, we see that

$$
\mathcal{H}\left(\widehat{R}^{\tau}\right)=\underset{B \in \mathbb{A}}{\operatorname{argmin}}\left[\frac{1}{d_{1} d_{2}}\|B\|_{\mathrm{F}}^{2}-\left\langle\frac{2}{d_{1} d_{2}} \widehat{R}, B\right\rangle+\tau\|B\|_{1}\right] .
$$

If we replace $\frac{1}{d_{1} d_{2}} \widehat{R}$ by $\frac{1}{d_{1} d_{2}} \widehat{A}_{s}=\frac{1}{n} \sum_{j=1}^{n} Y_{j} \mathcal{H}\left(X_{j}\right)$, the result follows from Theorem 1 in [27] immediately. To obtain the current statement, it is enough to repeat the argument of Theorem 1 in [27], replacing each occurrence of the matrix $\frac{1}{d_{1} d_{2}} \widehat{A}_{s}$ by $\frac{1}{d_{1} d_{2}} \widehat{R}$.

To complete the proof, we will estimate each side of the inequality of Lemma 4.2. First, it is obvious from the definition of the Frobenius norm that

$$
\begin{equation*}
\frac{1}{d_{1} d_{2}}\left\|\mathcal{H}\left(\widehat{R}^{\tau}\right)-\mathcal{H}\left(A_{0}\right)\right\|_{\mathrm{F}}^{2}=\frac{2}{d_{1} d_{2}}\left\|\widehat{R}^{\tau}-A_{0}\right\|_{\mathrm{F}}^{2} \tag{4.4}
\end{equation*}
$$

Next, $\operatorname{since} \operatorname{rank}(\mathcal{H}(A))=2 \operatorname{rank}(A)$,

$$
\begin{align*}
\inf _{B \in \mathbb{A}} & {\left[\frac{1}{d_{1} d_{2}}\left\|B-\mathcal{H}\left(A_{0}\right)\right\|_{\mathrm{F}}^{2}+\left(\frac{1+\sqrt{2}}{2}\right)^{2} d_{1} d_{2} \tau^{2} \operatorname{rank}(B)\right] }  \tag{4.5}\\
& =2 \inf _{A \in \mathbb{R}^{d_{1} \times d_{2}}}\left[\frac{1}{d_{1} d_{2}}\left\|A-A_{0}\right\|_{\mathrm{F}}^{2}+\left(\frac{1+\sqrt{2}}{2}\right)^{2} d_{1} d_{2} \tau^{2} \operatorname{rank}(A)\right] .
\end{align*}
$$

It remains to estimate the probability of the event $\mathcal{E}=\{\tau \geq 2\|M\|\}$. Let

$$
\sigma^{2}:=\max \left(\left\|\mathbb{E}\left[Y^{2} X X^{T}\right]\right\|,\left\|\mathbb{E}\left[Y^{2} X^{T} X\right]\right\|\right)
$$

Lemma 4.3. Assume that $\xi_{j}$ is independent of $X_{j}, j=1, \ldots, n$. Then

$$
\sigma^{2} \leq\left(\operatorname{Var}(\xi) \vee\left\|A_{0}\right\|_{\max }^{2}\right) \frac{2}{d_{1} \wedge d_{2}}
$$

Proof. Note that $\mathbb{E}\left[Y^{2} X X^{T}\right]=\mathbb{E}\left[\xi^{2} X X^{T}\right]+\mathbb{E}\left[\left(\operatorname{tr}\left(X^{T} A_{0}\right)\right)^{2} X X^{T}\right]$. Moreover, $\left|\operatorname{tr}\left(X^{T} A_{0}\right)\right| \leq \max _{i, j}\left|\left(A_{0}\right)_{i, j}\right|=\left\|A_{0}\right\|_{\text {max }}$, and $\left\|\mathbb{E} X X^{T}=\frac{1}{d_{1}}\right\|$, hence

$$
\left\|\mathbb{E}\left[Y^{2} X X^{T}\right]\right\| \leq \operatorname{Var}(\xi) \frac{1}{d_{1}}+\left\|A_{0}\right\|_{\max }^{2} \frac{1}{d_{1}}
$$

Similarly,

$$
\left\|\mathbb{E}\left[Y^{2} X^{T} X\right]\right\| \leq \operatorname{Var}(\xi) \frac{1}{d_{2}}+\left\|A_{0}\right\|_{\max }^{2} \frac{1}{d_{2}}
$$

Applying Theorem 3.1 (see Remark 2) with

$$
\begin{aligned}
\theta & =\sqrt{\frac{2\left(t+\log \left(2\left(d_{1}+d_{2}\right)\right)\right)}{n}} \frac{1}{\left(\left(\operatorname{Var}(\xi) \vee\left\|A_{0}\right\|_{\max }^{2}\right) \frac{2}{d_{1} \wedge d_{2}}\right)^{1 / 2}} \\
& =\frac{1}{\left\|A_{0}\right\|_{\max } \vee \sqrt{\operatorname{Var}(\xi)}} \sqrt{\frac{\left(t+\log \left(2\left(d_{1}+d_{2}\right)\right)\right)\left(d_{1} \wedge d_{2}\right)}{n}}
\end{aligned}
$$

we see that

$$
\|M\| \leq 2\left(\left\|A_{0}\right\|_{\max } \vee \sqrt{\operatorname{Var}(\xi))} \sqrt{\frac{t+\log \left(2\left(d_{1}+d_{2}\right)\right)}{n\left(d_{1} \wedge d_{2}\right)}}\right.
$$

with probability $\geq 1-e^{-t}$. The final result now follows from the combination of this inequality with (4.4), (4.5) and Lemma 4.2.

## 5. Optimal choice of $\boldsymbol{\theta}$ and adaptation to the unknown second moment.

To make results of Theorem 3.1 useful, one has to set the value for the parameter $\theta$ which in turn depends on the (usually unknown) norm $\sigma_{n}^{2}=\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right\|$. To address this problem, we develop a simple adaptive solution based on Lepski's method.

Lepski's method [29] is a powerful general technique that allows to adapt to the unknown structure of the problem, for example, bandwidth selection in nonparametric estimation, or an unknown second moment in our case. Let $Y_{1}, \ldots, Y_{n} \in$ $\mathbb{C}^{d \times d}$ be independent self-adjoint random matrices with $\sigma_{n}^{2}=\left\|\sum_{j=1}^{n} \mathbb{E} Y_{j}^{2}\right\|$, and assume that $\sigma_{\min }, \sigma_{\max }$ are such that

$$
\sigma_{\min } \leq \frac{\sigma_{n}}{\sqrt{n}} \leq \sigma_{\max }
$$

Parameters $\sigma_{\min }$ and $\sigma_{\max }$ are "crude" preliminary bounds that can differ from $\sigma_{n} / \sqrt{n}$ by several orders of magnitude. Let $\sigma_{j}=\sigma_{\min } 2^{j}$ and

$$
\mathcal{J}=\left\{j \in \mathbb{Z}: \sigma_{\min } \leq \sigma_{j}<2 \sigma_{\max }\right\}
$$

be a set of cardinality $|\mathcal{J}| \leq 1+\log _{2}\left(\sigma_{\max } / \sigma_{\min }\right)$, and for each $j \in \mathcal{J}$ set $\theta_{j}=$ $\theta(j, t)=\sqrt{\frac{2 t}{n}} \frac{1}{\sigma_{j}}$. Define

$$
T_{n, j}=\frac{1}{n \theta_{j}} \sum_{i=1}^{n} \psi\left(\theta_{j} Y_{i}\right)
$$

where $\psi(\cdot)$ satisfies (3.1). Finally, set

$$
\begin{equation*}
j_{*}:=\min \left\{j \in \mathcal{J}: \forall k>j \text { s.t. } k \in \mathcal{J},\left\|T_{n, k}-T_{n, j}\right\| \leq 2 \sigma_{k} \sqrt{\frac{2 t}{n}}\right\} \tag{5.1}
\end{equation*}
$$

and $T_{n}^{*}:=T_{n, j_{*}}$.
The next result shows that adaptation is possible at the cost of an additional multiplicative constant factor 6 in the deviation bound.

THEOREM 5.1. The following inequality holds for any $t>0$ :

$$
\operatorname{Pr}\left(\left\|T_{n}^{*}-\mathbb{E} Y\right\| \geq 6\left(\sigma_{n} / \sqrt{n}\right) \sqrt{\frac{2 t}{n}}\right) \leq 2 d \log _{2}\left(\frac{2 \sigma_{\max }}{\sigma_{\min }}\right) e^{-t}
$$

Proof. Let $\bar{j}=\min \left\{j \in \mathcal{J}: \sigma_{j} \geq \frac{\sigma_{n}}{\sqrt{n}}\right\}$ (hence $\sigma_{\bar{j}} \leq 2 \frac{\sigma_{n}}{\sqrt{n}}$. First, we will show that $j_{*} \leq \bar{j}$ with high probability. Indeed,

$$
\begin{aligned}
\operatorname{Pr}\left(j_{*}>\bar{j}\right) & \leq \operatorname{Pr}\left(\bigcup_{k \in \mathcal{J}: k>\bar{j}}\left\{\left\|T_{n, k}-T_{n, \bar{j}}\right\|>2 \sigma_{k} \sqrt{\frac{2 t}{n}}\right\}\right) \\
& \leq \operatorname{Pr}\left(\left\|T_{n, \bar{j}}-\mathbb{E} Y\right\|>\sigma_{\bar{j}} \sqrt{\frac{2 t}{n}}\right)+\sum_{k \in \mathcal{J}: k>\bar{j}} \operatorname{Pr}\left(\left\|T_{n, k}-\mathbb{E} Y\right\|>\sigma_{k} \sqrt{\frac{2 t}{n}}\right) \\
& \leq 2 d e^{-t}+2 d \log _{2}\left(\frac{\sigma_{\max }}{\sigma_{\min }}\right) e^{-t},
\end{aligned}
$$

where we used Theorem 3.1 to bound each of the probabilities in the sum. The display above implies that the event

$$
\mathcal{B}=\bigcap_{k \in \mathcal{J}: k \geq \bar{j}}\left\{\left\|T_{n, k}-\mathbb{E} Y\right\| \leq \sigma_{k} \sqrt{\frac{2 t}{n}}\right\}
$$

of probability $\geq 1-2 d \log _{2}\left(\frac{2 \sigma_{\max }}{\sigma_{\min }}\right) e^{-t}$ is contained in $\mathcal{E}=\left\{j_{*} \leq \bar{j}\right\}$. Hence, on $\mathcal{B}$ we have that

$$
\begin{aligned}
\left\|T_{n}^{*}-\mathbb{E} Y\right\| & \leq\left\|T_{n}^{*}-T_{n, \bar{j}}\right\|+\left\|T_{n, \bar{j}}-\mathbb{E} Y\right\| \leq 2 \sigma_{\bar{j}} \sqrt{\frac{2 t}{n}}+\sigma_{\bar{j}} \sqrt{\frac{2 t}{n}} \\
& \leq 4 \frac{\sigma_{n}}{\sqrt{n}} \sqrt{\frac{2 t}{n}}+2 \frac{\sigma_{n}}{\sqrt{n}} \sqrt{\frac{2 t}{n}}=6 \frac{\sigma_{n}}{\sqrt{n}} \sqrt{\frac{2 t}{n}}
\end{aligned}
$$

and result follows.
REMARK 8. It follows from the proof that constant factor 6 in Theorem 5.1 can be reduced to $3+\varepsilon$ for any $\varepsilon>0$ by considering the "finer grid", that is,
replacing $\mathcal{J}$ by $\left\{j \in \mathbb{Z}: \sigma_{\min } \leq \kappa^{j} \sigma_{\min }<\kappa \sigma_{\max }\right\}$ for some $1<\kappa<2$, at the cost of replacing $\log _{2}\left(\frac{2 \sigma_{\max }}{\sigma_{\text {min }}}\right)$ by $\log _{2}\left(\frac{\kappa \sigma_{\max }}{\sigma_{\min }}\right) / \log _{2} \kappa$.
6. From bounds depending on $\left\|\mathbb{E} Y^{2}\right\|$ to bounds depending on $\| \mathbb{E}(Y-$ $\mathbb{E} \boldsymbol{Y})^{2} \|$. Assume that $Y_{1}, \ldots, Y_{n}$ are i.i.d. copies of $Y \in \mathbb{C}^{d \times d}$. In this section, we build upon previously established bounds to provide performance guarantees for the estimator defined via (3.3), (3.4). To this end, we study a version of the steepest descent scheme for the problem (3.3) initialized at the point $\widehat{T}_{\theta}^{(0)}$, namely, $\hat{T}_{0}:=\widehat{T}_{\theta_{0}}^{(0)}$ and

$$
\hat{T}_{k}=\hat{T}_{k-1}+\frac{1}{n \theta_{k}} \sum_{j=1}^{n} \psi\left(\theta_{k}\left(Y_{j}-\hat{T}_{k-1}\right)\right), \quad k \geq 1
$$

for an appropriate choice of $\theta_{k}, k \geq 0$. Note that for any nonrandom self-adjoint matrix $S$ and $\theta_{S}=\sqrt{\frac{s}{n}} \frac{1}{\left\|\mathbb{E}(Y-S)^{2}\right\|^{1 / 2}}$, Theorem 3.1 implies that

$$
\operatorname{Pr}\left(\left\|T_{n}(S)-\mathbb{E} Y\right\| \geq\left\|\mathbb{E}(Y-S)^{2}\right\|^{1 / 2} \sqrt{\frac{s}{n}}\right) \leq 2 d \exp (-s / 2)
$$

where $T_{n}(S)=S+\frac{1}{n \theta_{S}} \sum_{j=1}^{n} \psi\left(\theta_{S}\left(Y_{j}-S\right)\right)$. Hence, if we use random $S$ which is "not too far" from $\mathbb{E} Y$ with high probability, we expect that the deviation guarantees will still hold with the "variance parameter" close to $\left\|\mathbb{E}(Y-\mathbb{E} Y)^{2}\right\|$.

Everywhere in this section, we will assume that one has access to some known (possibly very crude) bounds for $\sigma^{2}=\left\|\mathbb{E} Y^{2}\right\|$ and $\sigma_{0}^{2}=\left\|\mathbb{E}(Y-\mathbb{E} Y)^{2}\right\|$.

ASSUMPTION 1. Let $\sigma_{\text {min }}, \sigma_{0, \text { min }}$ and $\sigma_{\max }, \sigma_{0, \max }$ be known constants such that

$$
\sigma_{\min } \leq \sigma \leq \sigma_{\max } \quad \text { and } \quad \sigma_{0, \min } \leq \sigma_{0} \leq \sigma_{0, \max }
$$

6.1. Two-step estimation based on sample splitting. We will first discuss the simplest (but not the most efficient) approach based on splitting the sample $Y_{1}, \ldots, Y_{n}$ into two disjoint subsets $G_{1}$ and $G_{2}$ of cardinality $\geq\lfloor n / 2\rfloor$ each, and performing one step of the steepest descent. The main advantage of this approach is the fact that it requires very mild assumptions. The idea is to apply Lepski's method (as discussed in Section 5) twice: on the first step, we obtain an estimator $\hat{T}_{0}$ based on subsample $G_{1}$, and on the second step we apply Lepski's method again to the subsample $\left\{Y_{j}-\hat{T}_{0}: 1 \leq j \leq n, Y_{j} \in G_{2}\right\}$.

Here is the more detailed description: set $\sigma_{j}=2^{j} \sigma_{\text {min }}$,

$$
\mathcal{J}_{1}=\left\{j \in \mathbb{Z}: \sigma_{\min } \leq \sigma_{j}<2 \sigma_{\max }\right\}
$$

and $\sigma_{0, j}=2^{j} \sigma_{0, \text { min }}$,

$$
\mathcal{J}_{2}=\left\{j \in \mathbb{Z}: \sigma_{0, \min } \leq \sigma_{0, j}<2\left(\sigma_{0, \max }+12 \sigma_{\max } \sqrt{\frac{t}{n}}\right)\right\}
$$

and let $\hat{T}_{0}$ be the "Lepski-type" adaptive estimator based on the subsample $G_{1}$ defined as

$$
\hat{T}_{0}=T_{\left|G_{1}\right|, j_{1}^{*}}\left(0 ; G_{1}\right)
$$

where

$$
T_{\left|G_{1}\right|, j}\left(S ; G_{1}\right)=\frac{1}{\left|G_{1}\right| \theta_{j}} \sum_{i=1}^{\left|G_{1}\right|} \psi\left(\theta_{j}\left(Y_{i}-S\right)\right)
$$

$\theta_{j}=\sqrt{\frac{2 t}{n / 2}} \frac{1}{\sigma_{j}}, \psi(\cdot)$ satisfies (3.1) and

$$
\begin{aligned}
j_{1}^{*}:= & \min \left\{j \in \mathcal{J}_{1}: \forall k \in \mathcal{J}_{1} \text { s.t. } k>j,\right. \\
& \left.\left\|T_{\left|G_{1}\right|, k}\left(0 ; G_{1}\right)-T_{\left|G_{1}\right|, j}\left(0 ; G_{1}\right)\right\| \leq 2 \sigma_{k} \sqrt{\frac{2 t}{\left|G_{1}\right|}}\right\}
\end{aligned}
$$

$\hat{T}_{1}$ is then defined as follows:

$$
\hat{T}_{1}=\hat{T}_{0}+T_{\left|G_{2}\right|, j_{2}^{*}}\left(\hat{T}_{0} ; G_{2}\right)
$$

where

$$
T_{\left|G_{2}\right|, j}\left(S ; G_{2}\right)=\frac{1}{\left|G_{2}\right| \theta_{0, j}} \sum_{i=\left|G_{1}\right|+1}^{n} \psi\left(\theta_{0, j}\left(Y_{i}-S\right)\right), \quad \theta_{0, j}=\sqrt{\frac{2 t}{n / 2}} \frac{1}{\sigma_{0, j}}
$$

and

$$
\begin{aligned}
j_{2}^{*}:= & \min \left\{j \in \mathcal{J}_{2}: \forall k \in \mathcal{J}_{2} \text { s.t. } k>j,\right. \\
& \left.\left\|T_{\left|G_{2}\right|, k}\left(\hat{T}_{0} ; G_{2}\right)-T_{\left|G_{2}\right|, j}\left(\hat{T}_{0} ; G_{2}\right)\right\| \leq 2 \sigma_{0, k} \sqrt{\frac{2 t}{\left|G_{2}\right|}}\right\} .
\end{aligned}
$$

THEOREM 6.1. With probability at least

$$
1-2 d\left(2+\log _{2}\left(\frac{\sigma_{\max }}{\sigma_{\min }}\right)+\log _{2}\left(\frac{\sigma_{0, \max }+12 \sigma_{\max } \sqrt{t / n}}{\sigma_{0, \min }}\right)\right) e^{-t}
$$

the following inequality holds:

$$
\left\|\hat{T}_{1}-\mathbb{E} Y\right\| \leq 12\left(\sigma_{0}+12 \sigma \sqrt{\frac{t}{n}}\right) \sqrt{\frac{t}{n}}
$$

Proof. See Section 4 in the Supplementary Material [36].
The main feature of this result is the variance term $\sigma_{0}+12 \sigma \sqrt{\frac{t}{n}}$ that can be much smaller compared to $\sigma$ as long as $t \ll n$.
6.2. Results for the estimator $\widehat{T}_{\theta}^{*}$ defined via equation (3.4). We will next show how to design an estimator with deviations controlled by the "correct" variance term without sample splitting (however, subject to the condition that the sample size is sufficiently large). In what follows, we will make an additional assumption about the function $\psi$.

AsSumption 2. Function $\psi(\cdot)$ satisfies (3.1) and is operator Lipschitz, meaning that $\|\psi(A)-\psi(B)\| \leq L\|A-B\|$ for all self-adjoint $A, B \in \mathbb{C}^{d \times d}$, with Lipschitz constant $L$ independent of the dimension $d$.

For example, we may take $\psi=\psi_{1}$ or $\psi=\psi_{2}$ (see Lemma A. 3 for details). As before, let $t>0$ be fixed, set $\sigma_{0, j}=2^{j} \sigma_{0, \text { min }}$,

$$
\begin{aligned}
\mathcal{J} & =\left\{j \in \mathbb{Z}: \sigma_{0, \min } \leq \sigma_{0, j}<2 \sigma_{0, \max }\right\} \\
\theta & =\sqrt{\frac{2 t}{n}} \frac{1}{\sigma_{\max }} \quad \text { and } \quad \theta_{j}=\sqrt{\frac{2 t}{n}} \frac{1}{\sigma_{0, j}} \quad \text { for } j \in \mathcal{J}
\end{aligned}
$$

For all $j \in \mathcal{J}$, define $\delta_{j}^{(0)}=\sigma_{\max } \sqrt{\frac{2 t}{n}}$ and

$$
\begin{equation*}
\delta_{j}^{(k)}=\frac{12}{5} \sigma_{0, j} \sqrt{\frac{2 t}{n}}+6^{-k}\left(\sigma_{\max } \sqrt{\frac{2 t}{n}}-\frac{12}{5} \sigma_{0, j} \sqrt{\frac{2 t}{n}}\right) \tag{6.1}
\end{equation*}
$$

for $k \geq 1$. Next, for each $j \in \mathcal{J}$, we define

$$
\begin{equation*}
T_{n, j}^{(0)}:=T_{n}^{(0)}=\frac{1}{n \theta} \sum_{i=1}^{n} \psi\left(\theta Y_{i}\right) \tag{6.2}
\end{equation*}
$$

(independent of $j$ ), ${ }^{4}$ and

$$
T_{n, j}^{(k)}:=T_{n, j}^{(k-1)}+\frac{1}{n \theta_{j}} \sum_{i=1}^{n} \psi\left(\theta_{j}\left(Y_{i}-T_{n, j}^{(k-1)}\right)\right)
$$

for $k \geq 1$. Finally, we apply Lepski's method to the collection of estimators $\left\{T_{n, j}^{(k)}\right.$ : $j \in \mathcal{J}\}$. To this end, define $\hat{T}_{k}:=T_{n, j_{k}^{*}}^{(k)}$, where

$$
j_{k}^{*}=\min \left\{j \in \mathcal{J}: \forall l \in \mathcal{J} \text { s.t. } l>j,\left\|T_{n, l}^{(k)}-T_{n, j}^{(k)}\right\| \leq 2 \delta_{l}^{(k)}\right\}
$$

Note that the estimator $\hat{T}_{k}$ is completely data-dependent. We are ready to state the main result of this section.

[^3]Theorem 6.2. Let

$$
\tau=1.1 K \sqrt{\frac{d^{2}+L t}{n}}+\sqrt{\frac{2 t}{n}} \frac{1}{2 \sigma_{0}}
$$

where $K>0$ is an absolute constant, and assume that $\tau \leq 1 / 6$. Moreover, assume that

$$
\begin{equation*}
\left(\frac{24}{5} \sigma_{0, \max } \vee \sigma_{\max }\right) \sqrt{\frac{2 t}{n}} \leq 1 \tag{6.3}
\end{equation*}
$$

Then for all $k \geq 0$ simultaneously,

$$
\left\|\hat{T}_{k}-\mathbb{E} Y\right\| \leq 3\left[\left(1-6^{-k}\right) \frac{24}{5} \sigma_{0} \sqrt{\frac{2 t}{n}}+6^{-k} \sigma_{\max } \sqrt{\frac{2 t}{n}}\right]
$$

with probability $\geq 1-8 d\left(1+2 \log _{2}\left(\frac{12 \sigma_{\max }}{5 \sigma_{0, \text { min }}}\right)\right) \log _{2}\left(\frac{2 \sigma_{0, \text { max }}}{\sigma_{0, \text { min }}}\right) e^{-t}$.
Proof. See Section 5 in the Supplementary Material [36].
The next corollary easily follows from the preceding result. Let $\mathcal{A}$ be the event of probability

$$
\operatorname{Pr}(\mathcal{A}) \geq 1-8 d\left(1+2 \log _{2}\left(\frac{12 \sigma_{\max }}{5 \sigma_{0, \min }}\right)\right) \log _{2}\left(\frac{2 \sigma_{0, \max }}{\sigma_{0, \min }}\right) e^{-t}
$$

defined in Theorem 6.2. Since by the properties of the steepest descent scheme $T_{n, j}^{(k)}$ converges to the solution (denoted $\widehat{T}_{\theta_{j}}^{*}$ ) of the problem (3.3), we can easily deduce the following inequality.

Corollary 6.1. Let $\left\{\widehat{T}_{\theta_{j}}^{*}\right\}_{j \in \mathcal{J}}$ satisfy the equations

$$
\frac{1}{n \theta_{j}} \sum_{i=1}^{n} \psi\left(\theta_{j}\left(Y_{i}-\widehat{T}_{\theta_{j}}^{*}\right)\right)=0_{d \times d}, \quad j \in \mathcal{J}
$$

Then on event $\mathcal{A},\left\|\widehat{T}_{\theta_{j}}^{*}-\mathbb{E} Y\right\| \leq \lim _{k \rightarrow \infty} \delta_{j}^{(k)}=\frac{12}{5} \sigma_{0, j} \sqrt{\frac{2 t}{n}}$.
One can further apply Lepski's method (see Section 5) to the collection $\left\{\widehat{T}_{\theta_{j}}^{*}\right\}_{j \in \mathcal{J}}$ to obtain a completely data-dependent estimator $\widehat{T}^{*}$ that satisfies

$$
\left\|\widehat{T}^{*}-\mathbb{E} Y\right\| \leq \frac{72}{5} \sigma_{0} \sqrt{\frac{2 t}{n}}
$$

with high probability (in particular, on event $\mathcal{A}$ ).
7. Numerical simulation results. Numerical simulation was performed for covariance estimation problem. Data was simulated as follows: let $U=$ $\left(U^{(1)}, \ldots, U^{(100)}\right)^{T} \in \mathbb{R}^{100}$ be a vector with i.i.d. coordinates such that $U^{(j)} \stackrel{\mathrm{d}}{=}$ $\frac{1}{\sqrt{2 c(q)}}\left(\xi_{j, 1}-\xi_{j, 2}\right)$, where $\xi_{j, 1}$ and $\xi_{j, 2}, j=1, \ldots, 100$, are independent random variables with probability density function

$$
p_{\xi}(t ; q)=\frac{q}{(1+t)^{1+q}} I\{t \geq 0\}
$$

(which belongs to the Pareto family), $c(q)=\operatorname{Var}(\xi)=\frac{q}{(q-1)^{2}(q-2)}$ and $q=4.01$; in particular, $\operatorname{Var}\left(U^{(j)}\right)=1$. Finally, let $Z=\sqrt{\Sigma} U$, where $\Sigma$ is a diagonal matrix with $\Sigma_{11}=10, \Sigma_{22}=5, \Sigma_{33}=1$ and $\Sigma_{j j}=\frac{1}{97}, j \geq 4$, in particular, $\mathbb{E} Z=0$ and $\mathbb{E} Z Z^{T}=\Sigma$.

The goal of numerical experiment was to evaluate the quality of estimation of the covariance matrix $\Sigma$ as well as its first eigenvector $e_{1}$ corresponding to $\lambda_{1}=$ 10. We tested two scenarios with sample sizes equal $n$ to 100 and 1000. In both cases, we generated $Z_{1}, \ldots, Z_{n}$, i.i.d. copies of $Z$ and centered the data via the spatial (or geometric) median defined as

$$
\widehat{M}_{n}=\underset{y \in \mathbb{R}^{100}}{\operatorname{argmin}} \sum_{j=1}^{100}\left\|y-Z_{j}\right\|_{2} .
$$

We compared two estimators, $\widehat{S}_{n}$ and $\widehat{\Sigma}_{n}$ constructed as follows: set $Z_{j}^{0}:=Z_{j}-$ $\widehat{M}_{n}$ for brevity, and

$$
\widehat{S}_{n}=\frac{1}{n} \sum_{j=1}^{n} Z_{j}^{0} Z_{j}^{0^{T}}
$$

which is the analogue of sample covariance with "robust centering".
Next, $\widehat{\Sigma}_{n}$ was constructed using a version of Lepski's method described in Section 5 . We provide details for completeness: set

$$
\begin{aligned}
\sigma_{\max } & :=2 \sqrt{\left\|\frac{1}{n} \sum_{j=1}^{n}\right\| Z_{j}^{0}\left\|_{2}^{2} Z_{j}^{0} Z_{j}^{0^{T}}\right\|}, \quad \sigma_{\min }=\frac{\sigma_{\max }}{100} \\
\mathcal{J} & =\left\{j \in \mathbb{Z}: \sigma_{\min }<1.3^{j} \leq \sigma_{\max }\right\},
\end{aligned}
$$

and let $\psi(\cdot)$ be the function defined in (3.6). Let $t=\log 10$, and for $j \in \mathcal{J}$, set $\theta_{j}=\sqrt{\frac{2 t}{n}} \frac{1}{1.3^{j}}$ and $\hat{\Sigma}_{n, j}=\frac{1}{n \theta_{j}} \sum_{i=1}^{n} \psi\left(\theta_{j} Z_{i}^{0} Z_{i}^{0^{T}}\right)$. Finally, define

$$
j_{*}:=\min \left\{j \in \mathcal{J}: \forall k>j,\left\|\hat{\Sigma}_{n, k}-\hat{\Sigma}_{n, j}\right\| \leq 1.3^{k} \sqrt{\frac{t}{n}}\right\}
$$

(note that we modified some constants compared to the "theoretical" version), and finally set $\widehat{\Sigma}_{n}:=\hat{\Sigma}_{n, j_{*}}$.


FIG. 1. Sample size $n=100$, dimension $d=100$.
Quality of covariance estimation was evaluated via comparing $\frac{\left\|\widehat{S}_{n}-\Sigma\right\|}{\|\Sigma\|}$ with $\frac{\left\|\widehat{\Sigma}_{n}-\Sigma\right\|}{\|\Sigma\|}$ over 500 runs of simulations. We also compared errors of estimation of projectors onto the first principal component,

$$
\left\|u_{1}\left(\widehat{S}_{n}\right) u_{1}\left(\widehat{S}_{n}\right)^{T}-u_{1}(\Sigma) u_{1}(\Sigma)^{T}\right\| \quad \text { and } \quad\left\|u_{1}\left(\widehat{\Sigma}_{n}\right) u_{1}\left(\widehat{\Sigma}_{n}\right)^{T}-u_{1}(\Sigma) u_{1}(\Sigma)^{T}\right\|,
$$

where $u_{1}(\cdot)$ denotes the eigenvector corresponding to the largest eigenvalue of a matrix. Histograms illustrating performance of both estimators are presented in Figure 1(a) and (b) (for the sample size $n=100$ ), and in Figure 2(a) and (b) (for the sample size $n=1000$ ). It is clear from the graphs that in all scenarios, $\widehat{\Sigma}_{n}$ performs significantly better than $\widehat{S}_{n}$.

## APPENDIX: SUPPLEMENTARY RESULTS

LEMmA A.1. Let $F: \mathbb{R} \mapsto \mathbb{R}$ be a continuously differentiable function, and $S \in \mathbb{C}^{d \times d}$ be a self-adjoint matrix. Then the gradient of $G(S):=\operatorname{tr} F(S)$ is

$$
\nabla G(S)=F^{\prime}(S),
$$



FIG. 2. Sample size $n=1000$, dimension $d=100$.
where $F^{\prime}$ is the derivative of $F$ and $F^{\prime}(S): \mathbb{C}^{d \times d} \mapsto \mathbb{C}^{d \times d}$ is the matrix function in the sense of Definition 2.1.

Proof. We will first check the claim assuming that $F$ is a polynomial of the form $F(x)=x^{k}, k \in \mathbb{N}$. Let $H=H^{*}$ be a self-adjoint operator, and consider the directional derivative $d G(S ; H)$ of $G$ in direction $H$ :

$$
\begin{aligned}
d G(S ; H) & =\lim _{t \rightarrow 0} \frac{1}{t} \operatorname{tr}\left((S+t H)^{k}-S^{k}\right)=\sum_{j=1}^{k} \operatorname{tr}\left(S^{j-1} H S^{k-j}\right) \\
& =\operatorname{tr}\left(k S^{k-1} H\right)=\left\langle F^{\prime}(S), H\right\rangle
\end{aligned}
$$

hence the claim holds for monomials. By linearity, it also holds for arbitrary polynomials. It remains to extend the claim to arbitrary continuously differentiable function via a standard approximation argument (for instance, see [4], Chapter 5, Section 3).

LEMMA A.2. Let $1<\alpha \leq 2$ and $c_{\alpha}=\frac{\alpha-1}{\alpha} \vee \sqrt{\frac{2-\alpha}{\alpha}}$. Then $1+y+c_{\alpha}|y|^{\alpha}>0$ and

$$
-\log \left(1+y+c_{\alpha}|y|^{\alpha}\right) \leq \log \left(1-y+c_{\alpha}|y|^{\alpha}\right) \quad \text { for all } y \in \mathbb{R}
$$

Proof. To check the first claim, it is enough to note that $f(y)=1+y+$ $c_{\alpha}|y|^{\alpha}$ is convex and its minimum is attained for $y_{m}=-\left(\frac{1}{\alpha c_{\alpha}}\right)^{1 /(\alpha-1)}$. It is easy to check that $f\left(y_{m}\right)=1-y_{m}+\frac{y_{m}}{\alpha}$, which implies that $f\left(y_{m}\right)>0 \Longleftrightarrow c_{\alpha}>\frac{\alpha-1}{\alpha^{2}}$ which always holds since $c_{\alpha} \geq \frac{\alpha-1}{\alpha}$ and $\alpha>1$.

For the second part, it is enough to show that $\left(1+c_{\alpha}|y|^{\alpha}+y\right)\left(1+c_{\alpha}|y|^{\alpha}-y\right) \geq$ 1 for all $y \in \mathbb{R}$, which is equivalent to claiming that $c_{\alpha}^{2} y^{2 \alpha}+2 c_{\alpha} y^{\alpha} \geq y^{2}, y \geq 0$. Note that for any $\tau \in(-1,1), p, q>0$ such that $1 / p+1 / q=1$, and $y \geq 0$,

$$
y^{2}=y^{1-\tau} y^{1+\tau} \leq \frac{y^{p(1-\tau)}}{p}+\frac{y^{q(1+\tau)}}{q}
$$

Choosing $p:=\frac{\alpha}{2(\alpha-1)}, q:=\frac{\alpha}{2-\alpha}$, we get $y^{2} \leq \frac{2(\alpha-1)}{\alpha} y^{\alpha}+\frac{2-\alpha}{\alpha} y^{2 \alpha}$ which is further bounded above by $2 c_{\alpha} y^{\alpha}+c_{\alpha}^{2} y^{2 \alpha}$ for $c_{\alpha}=\frac{\alpha-1}{\alpha} \vee \sqrt{\frac{2-\alpha}{\alpha}}$.

Lemma A.3. Functions $\psi_{1}(x)$ and $\psi_{2}(x)$ defined in Remark 1 are operator Lipschitz, with Lipschitz constants independent of the dimension.

Proof. The Lipshitz property of $\psi_{1}(x)$ follows from Theorem 1.6.1 in [2]. The result for $\psi_{2}(x)$ follows from Theorem 1.1.1 in the same paper.
A.1. Proof of Lemma 2.1. For a self-adjoint matrices $R, Q,\|R\| \geq\|Q\|$ iff $\left\|R^{2}\right\| \geq\left\|Q^{2}\right\|$. Clearly,

$$
\left(\begin{array}{cc}
S & A \\
A^{*} & T
\end{array}\right)^{2}=\left(\begin{array}{cc}
S^{2}+A A^{*} & S A+A T \\
A^{*} S+T A^{*} & T^{2}+A^{*} A
\end{array}\right)
$$

It implies that $\left\|\left(\underset{A^{*}}{S}{ }_{T}^{A}\right)^{2}\right\| \geq\left\|S^{2}+A A^{*}\right\| \geq\left\|A A^{*}\right\|$ and $\left\|\left(\begin{array}{c}S \\ A^{*}\end{array} T_{T}^{A}\right)^{2}\right\| \geq \| T^{2}+$ $A^{*} A\|\geq\| A^{*} A \|$. Since $\left(\begin{array}{cc}0 & A \\ A^{*} & 0\end{array}\right)^{2}=\left(\begin{array}{cc}A A^{*} & 0 \\ 0 & A^{*} A\end{array}\right)$, we obtain

$$
\left\|\left(\begin{array}{cc}
S & A \\
A^{*} & T
\end{array}\right)^{2}\right\| \geq\left\|\left(\begin{array}{cc}
0 & A \\
A^{*} & 0
\end{array}\right)^{2}\right\|
$$

and the result follows.
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