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PATHWISE UNIQUENESS OF THE STOCHASTIC HEAT
EQUATION WITH SPATIALLY INHOMOGENEOUS WHITE NOISE

BY EYAL NEUMAN

Imperial College London

We study the solutions of the stochastic heat equation driven by spatially
inhomogeneous multiplicative white noise based on a fractal measure. We
prove pathwise uniqueness for solutions of this equation when the noise co-
efficient is Hölder continuous of index γ > 1 − η

2(η+1)
. Here η ∈ (0,1) is a

constant that defines the spatial regularity of the noise.
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1. Introduction and main results. We study solutions of the stochastic heat
equation with spatially inhomogeneous white noise which is given by

(1.1)
∂

∂t
u(t, x) = 1

2
�u(t, x) + σ

(
t, x, u(t, x)

)
Ẇ , t ≥ 0, x ∈ R.

Here � denotes the Laplacian and σ(t, x, u) :R+ ×R
2 →R is a continuous func-

tion with at most linear growth in the u variable. We assume that the noise Ẇ is
white noise on R+ ×R based on a σ -finite measure μ(dx)dt . Equations like (1.1)
may arise from scaling limits of critical interacting branching particle systems.
For example, in the case where σ(t, x, u) = √

u and μ(dx) := dx, the equation
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describes the evolution in time and space of the density of the classical super-
Brownian motion (see, e.g., [20]). If μ is any finite measure and σ(u) = √

u, then
(1.1) describes the evolution of the density of catalytic super-Brownian motion
with catalyst μ(dx) (see, e.g., [25]).

In this work consider the problem of pathwise uniqueness for solutions of (1.1)
where σ(·, ·, u) is Hölder continuous in u and Ẇ is a spatially inhomogeneous
Gaussian white noise based on a measure μ(dx)dt . More precisely W is a mean
zero Gaussian process defined on a filtered probability space (�,F, (Ft ),P ),
where (Ft ) satisfies the usual hypothesis and we assume that W has the following
properties. We denote by

Wt(φ) =
∫ t

0

∫
R

φ(s, y)W(dy ds), t ≥ 0,

the stochastic integral of a function φ with respect to W . We denote by C∞
c (R+ ×

R) the space of compactly supported infinitely differentiable functions on R+ ×R.
We assume that W has the following covariance structure

E
(
Wt(φ)Wt(ψ)

)= ∫ t

0

∫
R

φ(s, y)ψ(s, y)μ(dy)ds, t ≥ 0,

for φ,ψ ∈ C∞
c (R+ × R). Assume that the measure μ satisfies the following con-

ditions:

(i) There exists η ∈ (0,1) such that

(1.2) sup
x∈R

∫
R

|x − y|−η+εμ(dy) < ∞ ∀ε > 0,

(ii)

cardim(μ) = η.

Note that (ii) means that there exists a Borel set A ⊂ R of Minkowski dimension
η such that μ(Ac) = 0, and this fails for η′ < η (see Definition 1.3).

In what follows, if a white noise is based on the measure dx × dt [i.e., μ(dx) is
the Lebesgue measure], we will call it a homogenous white noise. The stochastic
heat equation with homogeneous white noise was studied among many others, by
Cabaña [2], Dawson [4, 5], Krylov and Rozovskii [11–13], Funaki [9, 10] and
Walsh [22]. Pathwise uniqueness of the solutions for the stochastic heat equation,
when the white noise coefficient σ is Lipschitz continuous was derived in [22].

In recent years there has been substantial work on the pathwise uniqueness of
the stochastic heat equations with Hölder continuous noise coefficients (see, e.g.,
[1, 3, 14–16, 18]). The pathwise uniqueness for the solutions of the stochastic heat
equation, when the white noise coefficient σ(·, ·, u) is Hölder continuous in u of
index γ > 3/4 was established in [15]. Pathwise uniqueness for the solutions of
the d-dimensional stochastic heat equation driven by colored noise, with Hölder
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continuous noise coefficients, was studied in [16]. The result in [16] was later
improved by Rippl and Sturm in [18]. Note that in both [15] and [18] the criti-
cal Hölder exponent of the noise coefficient which is required for uniqueness is
1 − c/2, where c is the Hölder continuity index in space of the solutions. In this
work we obtain weaker conditions for the pathwise uniqueness of (1.1) driven by
spatially inhomogeneous white noise. More precisely, we show that in our case,
the linear relation between the spatial regularity of the solutions and the condition
on Hölder continuity of σ can be improved (see Theorem 1.5 and Remark 1.9).
The main reason for the improvement arises from the fact that W is based on a
fractal measure μ. This allows us to give a more efficient covering argument than
the one in [15] (see Remark 3.1).

The method of proof in [15, 16] and [18] is the Yamada–Watanabe argument for
stochastic PDEs (see Section 2 of [15]). The argument relies on the regularly of
the difference between two solutions of (1.1) near their zero set. In the case where
(1.1) is driven by spatially inhomogeneous white noise, this method does not go
through. The singular nature of the noise causes the solutions to (1.1) to be rougher
than the solutions in the white noise case, and drives us to change the argument
which was developed in [15] (see Remark 4.1 for a more accurate explanation).

Zähle in [25] studied (1.1) driven by spatially inhomogeneous white noise and
σ(t, x, u) = √

u. In this setting he proved that (1.1) arises as scaling limits of
a critical branching particle system which is known as a catalytic super Brownian
motion with catalyst μ. Zähle’s work contributed to our main motivation to choose
μ that satisfies (1.2).

Before we describe in more detail the known uniqueness results for the case of
equations driven by homogeneous and inhomogeneous white noises, we introduce
additional notation and definitions.

NOTATION. For every E ⊂ R we denote by C(E) the space of continuous
functions on E. In addition, a superscript k (respectively, ∞) indicates that func-
tions are k times (respectively, infinite times), continuously differentiable. A sub-
script b (respectively, c) indicates that they are also bounded (respectively, have
compact support). For f ∈ C(R) set

(1.3) ‖f ‖λ = sup
x∈R

∣∣f (x)
∣∣e−λ|x|,

and define

Ctem := {
f ∈ C(R),‖f ‖λ < ∞ for every λ > 0

}
.

The topology on this space is induced by the norms ‖ · ‖λ for λ > 0.

For I ⊂ R+ let C(I,E) be the space of all continuous functions on I taking
values in a topological space E endowed with the topology of uniform convergence



PATHWISE UNIQUENESS OF THE STOCHASTIC HEAT EQUATION 3093

on compact subsets of I . u ∈ C(R+,Ctem) means that u is a continuous function
on R+ ×R and

sup
t∈[0,T ]

sup
x∈R

∣∣u(t, x)
∣∣e−λ|x| < ∞ ∀λ > 0, T > 0.

In many cases, it is possible to show that solutions to (1.1) are in C(R+,Ctem) (see,
e.g., Theorem 1.1 in [15] and Theorem 2.2 in [21]).

We set

(1.4) Gt(x) = 1√
2πt

e
−x2

2t , x ∈ R, t > 0.

We extend the definitions of strong solutions and pathwise uniqueness of solutions
to (1.1), which are given in Section 1 of [15].

DEFINITION 1.1. Let (�,F, (Ft ),P ) be a probability space and let W be
a white noise process defined on (�,F, (Ft ),P ). Let FW

t ⊂ Ft be the filtration
generated by W . A stochastic process u : � ×R+ ×R→R which is jointly mea-
surable and (FW

t )-adapted, is said to be a stochastically strong solution to (1.1)
with initial condition u0 on (�,F, (Ft ),P ), if for all t ≥ 0 and x ∈ R,

u(t, x) = Gtu0(x)

+
∫ t

0

∫
R

Gt−s(x − y)σ
(
s, y, u(s, y)

)
W(ds, dy), P -a.s.

(1.5)

Here Gtf (x) = ∫
R

Gt(x − y)f (y) dy, for all f such that the integral exists.

In this work we study uniqueness for (1.1) in the sense of pathwise uniqueness.
The definition of pathwise uniqueness is given below.

DEFINITION 1.2. We say that pathwise uniqueness holds for solutions of (1.1)
in C(R+,Ctem) if for every deterministic initial condition, u0 ∈ Ctem, any two solu-
tions to (1.1) with sample paths a.s. in C(R+,Ctem) are equal with probability 1.

CONVENTION. Constants whose values are unimportant and may change
from line to line are denoted by Ci , Mi , i = 1,2, . . . , while constants whose val-
ues will be referred to later and appear initially in say, Lemma i.j [respectively,
equation (i.j)] are denoted by Ci.j (respectively, C(i.j)).

Next we present in more detail some results on pathwise uniqueness for the
solutions of (1.1) driven by homogeneous white noise which are relevant to our
context. If σ is Lipschitz continuous in the u-variable, the existence and unique-
ness of a strong solution to (1.1) in C(R+,Ctem) is well known (see, e.g., [21]). The
proof uses the standard tools that were developed in [22] for solutions to SPDEs. In
[15], Lipschitz assumptions on σ were relaxed and the following conditions were
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introduced: for every T > 0, there exists a constant C(1.6)(T ) > 0 such that for all
(t, x, u) ∈ [0, T ] ×R

2,

(1.6)
∣∣σ(t, x, u)

∣∣≤ C(1.6)(T )
(
1 + |u|);

for some γ > 3/4 there are R̄1, R̄2 > 0 and for all T > 0 there is an R̄0(T ) so that
for all t ∈ [0, T ] and all (x,u,u′) ∈ R

3,

(1.7)
∣∣σ(t, x, u) − σ

(
t, x, u′)∣∣≤ R̄0(T )eR̄1|x|(1 + |u| + ∣∣u′∣∣)R̄2

∣∣u − u′∣∣γ .

Mytnik and Perkins in [15] proved that if u0 ∈ Ctem, μ(dx) = dx, and σ : R+ ×
R

2 → R satisfy (1.6), (1.7) then there exists a unique strong solution of (1.1) in
C(R+,Ctem). It was also shown in [15] that addition of a Lipschitz continuous drift
term to the right-hand side of (1.1) does not affect the uniqueness result.

Before we introduce our results, let us define some spaces of measures that will
be used in the definition of spatially inhomogeneous white noise.

NOTATION. Let η ∈ (0,1). For a measure μ on (R,B(R)), let us define

(1.8) φη,μ(x) :=
∫
R

|x − y|−ημ(dy).

Let dimB(A) be the Minkowski dimension (also known as the box-counting di-
mension) of any set A ⊂ B(R).

DEFINITION 1.3. A measure μ is said to have carrying dimension

cardim(μ) = l,

if there exists a Borel set A such that μ(Ac) = 0 and dimB(A) = l, and this fails
for any l′ < l.

Loosely speaking, Definition 1.3 implies that for arbitrary small δ > 0, the set
A can be covered by δ−l balls of diameter δ. However, it would be impossible to
cover A with δ−l+ε amount of δ-balls for any ε > 0. This means that the measure
μ is singular and concentrated on a fractal set. The choice of a fractal μ is moti-
vated by the study of catalytic reaction diffusion systems. In several biological and
chemical reactions, the catalyst is concentrated on a zero Lebesgue measure set.
In some cases, these systems formally correspond to the stochastic heat equations
driven by white noise which is based on a fractal measure (see [6] and references
therein).

Denote by Mf (R) the space of finite measures on (R,B(R)). We introduce the
following subset of Mf (R):

M
η
f (R) :=

{
μ ∈ Mf (R)

∣∣ sup
x∈R

φη−ε,μ(x) < ∞,∀ε > 0, and cardim(μ) = η
}
.(1.9)

Next we define the inhomogeneous white noise that we are going to work with.
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DEFINITION 1.4. A white noise W based on the measure μ(dx) × dt , where
μ ∈ M

η
f (R), is called a spatially inhomogeneous white noise based on μ. The

corresponding white noise process Wt(A) := W((0, t] × A), where t ≥ 0 and A ∈
B(R), is called a spatially inhomogeneous white noise process based on μ.

Now we are ready to state the main result of the paper: the pathwise uniqueness
to the stochastic heat equation (1.1) with spatially inhomogeneous white noise
holds for a class of Hölder continuous noise coefficients. The existence of a weak
solution to this equation under similar assumptions on μ and less restrictive as-
sumptions on σ was proved by Zähle in [25].

THEOREM 1.5. Let Ẇ be a spatially inhomogeneous white noise based on
a measure μ ∈ M

η
f (R), for some η ∈ (0,1). Let u(0, ·) ∈ Ctem(R). Assume that

σ :R+ ×R
2 →R satisfies (1.6) and (1.7), for some γ satisfying

(1.10) γ > 1 − η

2(η + 1)
;

then pathwise uniqueness holds for the solutions to (1.1) with sample paths a.s. in
C(R+,Ctem(R)).

A few remarks about the theorem are in order.

REMARK 1.6. The result of Theorem 1.5 still applies if we add a drift term
b(t, x, u(t, x)) to the right-hand side of (1.1), assuming that b is Lipschitz contin-
uous in u and has at most linear growth (as in (1.2) and (1.4) of [15]). The changes
in the proof of Theorem (1.5) when (1.1) has an additional drift term follows the
same lines as the proof in Section 8 of [15].

REMARK 1.7. Assume that the condition cardim(μ) = η is omitted from the
assumptions of Theorem 1.5. Then from the proof of Theorem 1.5 one can obtain
that, in this case, pathwise uniqueness holds for the solutions of (1.1) if γ > 1 −
η/4. Note that assumptions on cardim(μ) and φη−ε,μ(·) in (1.9) are related in the
following manner. Let

Iη(μ) :=
∫
R

φη,μ(x)μ(dx).

φη,μ(·) [in (1.8)] and Iη,μ(·) are often called the η-potential and η-energy of the
measure μ, respectively. In Section 4.3 of [8], the connection between the sets of
measures above and the Hausdorff dimension of sets that contain their support is
introduced. Theorem 4.13 in [8] states that if a mass distribution μ on a set F ⊂ R

has finite η-energy, that is,

Iη(μ) < ∞,
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then the Hausdorff dimension of F is at least η. Recall that a measure μ is called
a mass distribution on a set F ⊂ R, if the support of μ is contained in F and
0 < μ(F) < ∞ (see definition in Section 1.3 of [8]). For the relation between
Hausdorff dimension and Minkowski dimension we refer to Proposition 4.1 in [8].

REMARK 1.8. Let us discuss the connection between Theorem 1.5 and The-
orem 1.2 in [15]. The case of η = 1 formally corresponds to the “homogeneous”
white noise case that was studied in [15]. We see that in Theorem 1.5, our lower
bound on γ coincides with the bound 3/4 obtained in [15]. Note that it was shown
in [1] and [14], that the 3/4 bound is optimal in the homogeneous case (i.e., coun-
terexamples for any 0 ≤ γ < 1/2 and 1/2 ≤ γ < 3/4 were constructed, respec-
tively). We mentioned earlier that when (1.1) is driven by inhomogeneous white
noise, it introduces a different connection between the spatial regularity of the so-
lutions and the Hölder index of σ which ensures uniqueness (see more details in
Remark 1.9). Therefore, it would be very interesting to investigate in the future if
the Yamada–Watanabe argument for the stochastic heat equation derives an opti-
mal condition for uniqueness as it did in [15].

In our proof we use the Yamada–Watanabe argument for the stochastic heat
equation that was carried out in [15] for equations driven by homogeneous white
noise. We describe very briefly the main idea of the argument. Let ũ ≡ u1 − u2

be the difference between two solutions to (1.1). The proof of uniqueness relies on
the regularity of ũ at the points x0 where ũ(t, x0) is “small.” To be more precise we
need to show that there exists a certain ξ , such that for points x0 where ũ(t, x0) ≈ 0
and for points x nearby, we have

(1.11)
∣∣ũ(t, x) − C1(ω)(x − x0)

∣∣≤ C2(ω)|x − x0|ξ ,
for some (random) constants C1, C2. Moreover, we will show that in our case, for
any ξ such that

ξ <
η

2(1 − γ )
∧ (1 + η),

(1.11) holds for x0 such that ũ(t, x0) ≈ 0. This will allow us to derive the following
condition for the pathwise uniqueness

γ > 1 − η

2(1 + η)
.

Note that in [15] the corresponding condition was ξ < 2, which is what one gets
by setting η = 1 and γ = 3/4.

REMARK 1.9. Recall that in Theorem 1.2 of [15] it was proved that when the
Hölder exponent of the noise coefficient γ is larger than 3/4, then pathwise unique-
ness holds for (1.1) with space-time white noise. In this case, the spatial Hölder
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continuity index of the solutions is 1/2 − ε, for any arbitrary small ε > 0. In Theo-
rem 1.2 of [18], pathwise uniqueness for the solutions of (1.1) with coloured noise
was proved when γ > (2 + α)/4. The constant α ∈ (0,1) in [18] controls the spa-
tial correlation of the noise. In the setting of [18], the solutions have spatial Hölder
continuity index 1 − α/2 − ε, for any small ε > 0 (see Proposition 1.8(b) in [16]).
Note that in both [15] and [18] the Hölder exponent of the noise coefficient which
is required for uniqueness is larger than 1 − c/2, where the solutions are Hölder
continuous in space, with any exponent less than c. It was proved in Theorem 2.5 in
[24] that when μ satisfies (1.2), the solution to (1.1) is Hölder continuous with any
exponent ξ < η/2 in space. Note that Theorem 1.5 proves that the Hölder index
of σ which is required for uniqueness is strictly smaller than 1 − η/4. Therefore,
the linear connection between the spatial regularity of the solution and the Hölder
continuity of σ which is implied by the results in [15] and [18] do not apply here.

One of the by-products of the proof of Theorem 1.5 is the following theorem.
We prove under milder assumptions that the difference of two solutions of (1.1) is
Hölder continuous in the spatial variable with any exponent ξ < 1 at the points of
the zero set.

THEOREM 1.10. Assume the hypotheses of Theorem 1.5. However instead of
(1.10) suppose

(1.12) γ > 1 − η

2
.

Let u1 and u2 be two solutions of (1.1) with sample paths in C(R+,Ctem) a.s. and
with the same initial condition u1(0) = u2(0) = u0 ∈ Ctem. Let u ≡ u1 − u2,

(1.13) TK = inf
{
s ≥ 0 : sup

y∈R
(∣∣u1(s, y)

∣∣∨ ∣∣u2(s, y)
∣∣)e−|y| > K

}
∧ K,

for some constant K > 0 and

S0(ω) = {
(t, x) ∈ [0, TK ] ×R : u(t, x) = 0

}
.

Then at every (t0, x0) ∈ S0, u is Hölder continuous with exponent ξ in space and
with exponent ξ/2 in time, for any ξ < 1.

REMARK 1.11. Theorem 1.10 corresponds to Theorem 2.3 in [15]. It was
proved in [15] that when (1.1) is driven by homogeneous space-time white noise
and γ > 1/2, then u is Hölder continuous with exponent ξ for any ξ < 1, for points
in S0. In Theorem 1.10 we show that when γ > 1 − η

2 , then u is Hölder continuous
with exponent ξ < 1 for points in S0. Note that these two conditions on γ coincide
when η = 1, that is when the inhomogeneous space-time white noise formally
corresponds to homogeneous white noise. Another version of Theorem 1.10 for
(1.1) driven by coloured noise was proved in [16]. It follows from Theorem 4.1 in
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[16] that if γ > α/2, then u is Hölder continuous with exponent ξ for any ξ < 1,
where α ∈ (0,1) controls the spatial correlation of the noise (see (8) in [16]). Recall
that when α = 1 coloured noise formally corresponds to homogeneous white noise.
We observe that for the above regularity results, when α = 1 the conditions on γ

for the homogeneous white noise and for coloured noise are similar.

Zähle in [24] considered (1.1) when Ẇ is an inhomogeneous white noise based
on μ(dx) × dt , where μ satisfies conditions which are slightly more general than
(1.2). The existence and uniqueness of a strong C(R+,Ctem) solution to (1.1) when
σ is continuous on R

2 × R+, Lipschitz continuous in u and satisfies (1.6) was
proved in [24]. The Hölder continuity of the solutions to (1.1) with inhomogeneous
white noise based on μ(dx) × dt as above was also derived under some more
relaxed assumptions on σ . In fact, it was proved in [24] that the solution to (1.1),
when μ satisfies (1.2), is Hölder continuous with any exponent ξ < η/2 in space
and ξ < η/4 in time.

Organization of the paper. The rest of this paper is devoted to the proofs of
Theorems 1.5 and 1.10. In Section 2 we prove Theorem 1.5 under the hypothesis of
Proposition 2.3. Since the verification of this hypothesis is rather long, in Section 3,
we discuss the heuristics of the proof. In Section 4, we prove the hypothesis of
Proposition 2.3 under certain regularity assumptions on the difference between
solutions to (1.1) (see Proposition 4.8). In Section 5, we introduce some integral
bounds for the heat kernel which will be essential for the proof of Proposition 4.8.
In Section 6, we prove some local bounds on the difference of solutions, which
are needed for the proof of Proposition 4.8. Section 7 is dedicated to the proof
of Proposition 4.8. In Section 8, we prove Proposition 7.1, which is one of the
ingredients for the proofs of Proposition 4.8 and Theorem 1.10. Finally, Section 9
is devoted to the proofs of Theorems 6.5 and Theorem 1.10. The proofs of Lemmas
2.4, 4.6 and Lemmas 5.6–5.8 are available in the Appendix. A list of notation
appears at the end of this paper.

2. Proof of Theorem 1.5. Let us introduce the following useful proposition.

PROPOSITION 2.1. Let u0 ∈ Ctem. Let σ be a continuous function satisfying
(1.6). Then any solution u ∈ C(R+,Ctem) to (1.1) satisfies the following property.
For any T ,λ > 0 and p ∈ (0,∞),

E
(

sup
0≤t≤T

sup
x∈R

∣∣u(t, x)
∣∣pe−λ|x|)< ∞.

The proof of Proposition 2.1 follows the same lines as the proof of Proposi-
tion 1.8 in [16]. It uses the factorization method developed by Da Prato, Kwapien
and Zabczyk in [7]. In fact, in our case, the calculations become simpler because of
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the orthogonality of the white noise. Since the proof of Proposition 2.1 is straight-
forward and technical, it is omitted.

PROOF OF THEOREM 1.5. The proof follows the similar lines as the proof
of Theorem 1.2 in [15]. In what follows let u1 and u2 be two solutions of (1.1)
on (�,F, (Ft ),P ) with sample paths in C(R+,Ctem) P -a.s., with the same initial
condition u1(0) = u2(0) = u0 ∈ Ctem and the same white noise. By Proposition 4.4
in [24], (1.5) is equivalent to the distributional form of (1.1). That is, for i = 1,2
and for every φ ∈ C∞

c (R):

〈
ui(t), φ

〉= 〈u0, φ〉 + 1

2

∫ t

0

〈
ui(s),�φ

〉
ds

+
∫ t

0

∫
R

σ
(
s, x, ui(s, x)

)
φ(x)W(ds, dx) ∀t ≥ 0,P -a.s.

(2.1)

Let R0 = R̄0(K) and R1 = R̄1 + R̄2. By the same truncation argument as in Sec-
tion 2 of [15], it is enough to prove Theorem 1.5 with the following condition
instead of (1.7):

There are R0,R1 > 1 so that for all t > 0 and all (x,u,u′) ∈ R
3,

(2.2)
∣∣σ(t, x, u) − σ

(
t, x, u′)∣∣≤ R0e

R1|x|∣∣u − u′∣∣γ .

We use the following definitions and notation from [16]. Let

(2.3) an = e−n(n+1)/2

so that

(2.4) an+1 = ane
−n−1 = ana

2/n
n .

Define functions ψn ∈ C∞
c (R) such that supp(ψn) ⊂ (an/2, an−1/2),

(2.5) 0 ≤ ψn(x) ≤ 2

nx
∀x ∈R,

and

(2.6)
∫ an−1/2

an/2
ψn(x) dx = 1.

Finally, set

(2.7) φn(x) =
∫ |x|

0

∫ y

0
ψn(z) dz dy.

Note that φn(x) ↑ |x| uniformly in x and φn(x) ∈ C∞(R). We also have

φ′
n(x) = sign(x)

∫ |x|
0

ψn(y) dy,(2.8)

φ′′
n(x) = ψn

(|x|).(2.9)
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Thus,

(2.10)
∣∣φ′

n(x)
∣∣≤ 1 ∀x ∈ R, n ∈ N,

and for any function h which is continuous at zero

lim
n→∞

∫
R

φ′′
n(x)h(x) dx = h(0).

Define

u ≡ u1 − u2.

Let 〈·, ·〉 denote the scalar product on L2(R). Let m ∈ N and recall that Gt(x)

denotes the heat kernel. We also use the notation G′′
t (x) = d2

dx2 Gt(x). Apply Itô’s

formula to the semimartingales 〈ui
t ,Gm−2(x − ·)〉 = Gm−2ui

t (x), i = 1,2 in (2.1)
to get

φn

(
Gm−2ut (x)

)
=
∫ t

0

∫
R

φ′
n

(
Gm−2us(x)

)(
σ
(
s, y, u1(s, y)

)− σ
(
s, y, u2(s, y)

))
× Gm−2(x − y)W(ds, dy)

+
∫ t

0
φ′

n

(
Gm−2us(x)

)〈
us,

1

2
G′′

m−2(x − ·)
〉
ds

+ 1

2

∫ t

0

∫
R

ψn

(∣∣Gm−2us(x)
∣∣)

× (
σ
(
s, y, u1(s, y)

)− σ
(
s, y, u2(s, y)

))2
× Gm−2(x − y)2μ(dy)ds.

(2.11)

REMARK 2.2. In Section 2 of [15], after equation (2.35), the following
mollifier was used for the same purpose that we use Gm−2 in this proof. Let
� ∈ C∞

c (R) satisfy 0 ≤ � ≤ 1, supp(�) ⊂ (−1,1),
∫
R

�(x)dx = 1, and set
�m

x (y) = m�(m(x − y)). We would like to emphasize here that �m from [15]
has a compact support, while Gm−2 is the heat kernel which has an unbounded
support. This choice of mollifier will help us later on (see Remark 4.1).

Fix t0 ∈ (0,∞) and let us integrate (2.11) with respect to the x-variable, against
another nonnegative test function � ∈ Cc([0, t0] × R). Choose K1 ∈ N large
enough so that for λ = 1,

(2.12) ‖u0‖λ < K1 and � ≡ {
x : �s(x) > 0 for some s ≤ t0

} ∈ (−K1,K1).
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Now apply the stochastic Fubini theorem (see Theorem 2.6 in [22]) and Proposi-
tion 2.5.7 in [17] to 〈φn(Gm−2ut (·)),�t 〉 as in [15] to get,〈

φn

(
Gm−2ut (·)),�t

〉
=
∫ t

0

∫
R

〈
φ′

n

(
Gm−2us(·))Gm−2(· − y),�s

〉
× (

σ
(
s, y, u1(s, y)

)− σ
(
s, y, u2(s, y)

))
W(ds, dy)

+
∫ t

0

∫
R

φ′
n

(
Gm−2us(x)

)〈
us,

1

2
G′′

m−2(x − ·)
〉
�s(x) dx ds

+ 1

2

∫ t

0

∫
R

∫
R

ψn

(∣∣Gm−2us(x)
∣∣)(2.13)

× (
σ
(
s, y, u1(s, y)

)− σ
(
s, y, u2(s, y)

))2
× Gm−2(x − y)2μ(dy)�s(x) dx ds

+
∫ t

0

〈
φn

(
Gm−2us(·)), �̇s

〉
ds

=: Im,n
1 (t) + I

m,n
2 (t) + I

m,n
3 (t) + I

m,n
4 (t).

Note that for i = 2,4, I
m,n
i (t) look exactly like the terms considered in [15]. The

only difference is that we chose here the heat kernel as a mollifier instead of the
compact support mollifier that was chosen in [15]. For I

m,n
1 , I

m,n
3 , the expressions

are different since here we use the inhomogeneous white noise, which is based on
the measure μ(dy)ds. The main difficulty in this work, is to show that I

m,n
3 (t)

converges to 0 when n,m → ∞. The convergence of I
m,n
3 (t) relies on the reg-

ularity of the difference between two solutions of (1.1) near their zero set (see
Section 3 for the heuristic explanation). As mentioned earlier, since the solutions
to (1.1) are rougher than the solutions in the white noise case, we needed to change
the argument which was developed in [15] (see Remark 4.1).

NOTATION. We fix the following positive constants ε1, ε0 satisfying

(2.14) 0 < ε1 <
1

100

(
γ − 1 + η

2(η + 1)

)
, 0 < ε0 <

η2ε1

100
.

Let

(2.15) κ0 = 1

η + 1
.

Note that by our assumption on η, κ0 ∈ [1/2,1). The choice of κ0 will become
clear in Section 3. Set mn = a

−κ0−ε0
n−1 = exp{(κ0 + ε0)(n − 1)n/2}, for n ∈ N.
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From this point on, we focus on I
m,n+1
i , where m is set to m = mn+1. Note that

for I
mn+1,n+1
3 we may assume |x| ≤ K1 by (2.12). Recall that TK was defined in

(1.13). If s ≤ TK , then we have

(2.16)
∣∣ui(s, y)

∣∣≤ Ke|y|, i = 1,2.

By (2.2), (2.5) and supp(ψn) ⊂ (an/2, an−1/2), we get for t ∈ [0, t0],
I

mn+1,n+1
3 (t ∧ TK)

≤ C(R0)

(n + 1)

∫ t∧TK

0

∫
R

∫
R

∣∣〈us,G
a

2(κ0+ε0)
n

(x − ·)〉∣∣−1

× 1{an+1/2≤|〈us,G
a

2(κ0+ε0)
n

(x−·)〉|≤an/2}e2R1|y|∣∣u(s, y)
∣∣2γ

× G2
a

2(κ0+ε0)
n

(x − y)μ(dy)�s(x) dx ds.

(2.17)

Moreover, since supx∈R |G
a

2(κ0+ε0)
n

(x)| ≤ mn+1/
√

2π it follows that for all t ∈
[0, t0],

I
mn+1,n+1
3 (t ∧ TK)

≤ C(R0)
mn+1

(n + 1)

∫ t∧TK

0

∫
R

∫
R

∣∣〈us,G
a

2(κ0+ε0)
n

(x − ·)〉∣∣−1

× 1{an+1/2≤|〈us,G
a

2(κ0+ε0)
n

(x−·)〉|≤an/2}e2R1|y|∣∣u(s, y)
∣∣2γ

× G
a

2(κ0+ε0)
n

(x − y)μ(dy)�s(x) dx ds

≤ C(R0)a
−κ0−ε0
n 2a−1

n+1

×
∫ t∧TK

0

∫
R

∫
R

1{an+1/2≤|〈us,G
a

2(κ0+ε0)
n

(x−·)〉|≤an/2}e2R1|y|∣∣u(s, y)
∣∣2γ

× G
a

2(κ0+ε0)
n

(x − y)μ(dy)�s(x) dx ds

≤ C(R0)a
−1−κ0−ε0−2/n
n

×
∫ t∧TK

0

∫
R

∫
R

1{an+1/2≤|〈us,G
a

2(κ0+ε0)
n

(x−·)〉|≤an/2}e2R1|y|∣∣u(s, y)
∣∣2γ

× G
a

2(κ0+ε0)
n

(x − y)μ(dy)�s(x) dx ds,

(2.18)

where we used (2.4) in the last inequality. Define

In(t) := a−1−κ0−ε0−2/n
n

∫ t∧TK

0

∫
R

∫
R

1{|〈us,G
a

2(κ0+ε0)
n

(x−·)〉|≤an/2}

× e2R1|y|∣∣u(s, y)
∣∣2γ

G
a

2(κ0+ε0)
n

(x − y)μ(dy)�s(x) dx ds.

(2.19)
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The following proposition is crucial for the proof of Theorem 1.5. Recall that t0
was fixed before (2.12).

NOTATION. Let N≥K1 = {K1,K1 + 1, . . .}.

PROPOSITION 2.3. Suppose {UM,n,K : M,n,K ∈ N,K ≥ K1} are (Ft )-
stopping times such that for each K ∈ N

≥K1 ,

UM,n,K ≤ TK, UM,n,K ↑ TK as M → ∞ for each n and

lim
M→∞ sup

n
P (UM,n,K < TK) = 0.

(2.20)

Also

(2.21) for all M ∈ N, lim
n→∞E

(
In(t0 ∧ UM,n,K)

)= 0.

Then, the conclusion of Theorem 1.5 holds.

PROOF. The proof of Proposition 2.3 follows the same lines as the proof of
Proposition 2.1 in [15]. Fix an arbitrary K ∈N

≥K1 , and t ∈ [0, t0]. Let

(2.22) Zn(t) =
∫
R

φn

(〈
ut ,G

a
2(κ0+ε0)
n

(x − ·)〉)�t(x) dx.

From Lemma 6.2(ii) in [21] we have

(2.23) sup
t∈(0,T ]

sup
y∈R

e−λ|y|
∫
R

Gt(y − z)eλ|z| dy < C(λ) for all λ ∈ R.

By similar lines as in the proof of Proposition 2.1 in [15] and with (2.23) we have

(2.24) 0 ≤ Zn(t ∧ TK) ≤ 2KeK1+1C2.24(�).

Let gmn+1,n(s, y) = 〈φ′
n(Ga

2(κ0+ε0)
n

us(·))G
a

2(κ0+ε0)
n

(· − y),�s〉. Recall that � is a

nonnegative function, then from (2.10) we have

(2.25)
∣∣gmn+1,n(s, y)

∣∣≤ 〈
G

a
2(κ0+ε0)
n

(· − y),�s

〉
.

We will use the following lemma to bound E(〈Imn,n
1 〉t∧TK

).

LEMMA 2.4. Let μ ∈ M
η
f (R). Then for every K > 0 we have

(2.26) sup
ε∈(0,1]

∫
R

∫
R

e|y|Gε(z − y)1{|z|≤K}μ(dy)dz < ∞.

The proof of Lemma 2.4 is given in the Appendix.
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By (1.6), (2.25), Jensen’s inequality, Proposition 2.1, and Lemma 2.4 we have

E
(〈
I

mn+1,n

1

〉
t∧TK

)
= E

(∫ t∧TK

0

∫
R

(
gmn+1,n(s, y)

)2
× (

σ
(
s, y, u1(s, y)

)− σ
(
s, y, u2(s, y)

))2
μ(dy)ds

)

≤ C(T )

∫ t

0

∫
R

(〈
G

a
2(κ0+ε0)
n

(· − y),�s

〉)2
× e|y|E

(
e−|y|(1 + ∣∣u1(s, y)

∣∣2 + ∣∣u2(s, y)
∣∣2))μ(dy)ds

≤ C(T )

∫ t

0

∫
R

∫
R

e|y|G
a

2(κ0+ε0)
n

(z − y)�2
s (z)μ(dy) dz ds

≤ C(T )‖�‖2∞
∫ t

0

∫
R

∫
R

e|y|G
a

2(κ0+ε0)
n

(z − y)1{|z|≤K1+1}μ(dy)dz ds

≤ C
(
T ,‖�‖∞,K1

)
.

(2.27)

Since TK ∧ t → t , as K → ∞, it follows that{
I

mn+1,n

1 (s) : s ≤ t0
}

is an L
2-bounded sequence of L2-martingales.

We can handle I
mn+1,n

2 similarly to (2.46)–(2.47) in [15] (see also Lemma 2.2(b)
in [16]), and get for any stopping time T ,

(2.28) I
mn+1,n

2 (t ∧T ) →
∫ t∧T

0

∫
R

∣∣u(s, x)
∣∣1
2
��s(x) dx ds in L

1 as n → ∞.

By applying the same steps as in the proof of Lemma 2.2(c) in [16], we get that
for any stopping time T

I
mn+1,n

4 (t ∧ T ) →
∫ t∧T

0

∫
R

∣∣u(s, x)
∣∣�̇s(x) dx ds in L

1 as n → ∞.

The rest of the proof is identical to the proof of Proposition 2.1 in [15], and hence
it is omitted. �

The rest of this work is devoted to the verification of the hypothesis of Propo-
sition 2.3. Verifying this hypothesis is long and involved. In the next section, we
provide short heuristics for this proof.

3. Heuristics for the verification of the hypothesis of Proposition 2.3. We
have shown in Section 2 that the proof of Theorem 1.5 depends only on the ver-
ification of the hypothesis of Proposition 2.3. In this section, we give a heuristic
explanation for this proof. We adapt the argument from Section 2 of [15] to the
case of inhomogeneous white noise.
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For the sake of simplicity, we omit ε0, 2/n and the exponent e2R1|y| from In,
in the calculations of this section. We also replace an/2 with an in the indica-
tor function in In. For the same reasons, we replace the mollifier function in In

from G
a

2(κ0+ε0)
n

(x − ·) to the following compact support mollifier, which was used
in Section 2 of [15]. Let � ∈ C∞

c (R) satisfy 0 ≤ � ≤ 1 supp(�) ∈ (−1,1) and∫
R

�(x)dx = 1, and set �m
x (y) = m�(m(x − y)). Our goal is to show that

In(t) ≈ a−1−κ0
n

∫ t

0

∫
R

∫
R

1|〈us,�
mn
x 〉|≤an}

∣∣u(s, y)
∣∣2γ

× �
mn+1
x (y)�s(x)μ(dy) dx ds

→ 0 as n → ∞.

(3.1)

Note that the term In corresponds to the local time term in the proof of the
Yamada–Watanabe argument for SDEs (i.e., I3 in the proof of Theorem 1 in [23]).
Just as in the SDEs case, the uniqueness of (1.1) depends on the convergence to 0
of the “local time” term In when n → ∞.

The following discussion is purely formal. To simplify the exposition, we as-
sume that u′ (the spatial derivative of u) exists. The key to derive (3.1) is to control
u near its zero set. We will show in Section 6 a rigorous analog for the following
statement:

γ > 1 − η

2(η + 1)

⇒ u′(s, ·) is ζ -Hölder continuous on
{
x : u(s, x) ≈ u′(s, x) ≈ 0

}
∀ζ < η.

(3.2)

For the rest of this section, we assume that (3.2) holds.
Let us expand In in (3.1) to get,

In(t) ≈ a−1−κ0
n

∑
β

∫ t

0

∫
R

∫
R

1{|u(s,x)|≤an,u′(s,x)≈±a
β
n }
∣∣u(s, y)

∣∣2γ

× �
mn+1
x (y)�s(x)μ(dy) dx ds

≡ ∑
β

In
β (t),

(3.3)

where
∑

β is a summation over a finite grid βi ∈ [0, β̄] where β̄ will be specified
later. The notation u′(s, x) ≈ ±a

βi
n refers to a partition of the space-time to sets

where |u′(s, x)| ∈ [aβi+1
n , a

βi
n ]. In what follows, assume that u′(s, x) ≈ a

βi
n (the

negative values are handled in the same way). Let us expand u(s, y) in (3.3) to a
Taylor series. In this step, we will also motivate the choice of κ0 in (2.15). The fact
that

(3.4) supp
(
�

mn+1
x

)⊂ [
x − aκ0

n , x + aκ0
n

]
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and (3.2) imply that for any y ∈ supp (�
mn+1
x ),∣∣u(s, y)

∣∣≤ ∣∣u(s, x)
∣∣+ (∣∣u′(s, x)

∣∣+ M|x − y|ζ )|x − y|
≤ an + aβ+κ0

n + Ma(ζ+1)κ0
n

≤ Ca(β∧κ0ζ )+κ0
n .

(3.5)

In order to get an optimal upper bound on |u(s, y)|, we compared the first and third
summands in the second line of (3.5), and obtained the condition (ζ + 1)κ0 = 1.
This condition together with (3.2) leads to (2.15). From now on, we assume (2.15).

From (3.3) and (3.5) we have

(3.6)
In
β (t) ≤ Ca−1−κ0+2γ [(β∧κ0ζ )+κ0]

n

∫ t

0

∫
R

∫
R

1{|u(s,x)|≤an,u′(s,x)≈±a
β
n }

× �
mn+1
x (y)�s(x)μ(dy) dx ds.

Recall that cardim (μ) = η. Hence by Definition 1.3, there exists a set A ⊂ R,
such that μ(Ac) = 0 and dimB(A) = η. From this, (3.4), the fact that supp(�s) ⊂
[−K1,K1], and the definition of the Minkowski dimension (box-counting dimen-
sion) in Section 3.1 of [8], we can construct a set Vβ which is a union of at most
N(β) ≤ C(K1)a

−β−ε
n balls of diameter 3a

β/η
n , such that it contains A∩[−K1,K1].

Here ε > 0 is arbitrarily small. We conclude that the integration with respect to the
x-axis on the right-hand side of (3.6) could be done over the set Vβ , instead of the
whole real line.

NOTATION. For a set B ⊂ R, let |B| denote the Lebesgue of B .

From the discussion above we have

(3.7)
∣∣Vβ

∣∣≤ 3C(K1)a
−β+β/η−ε
n .

Integration over Vβ will help us to improve the argument from [15] for the case
of inhomogeneous noise, since it takes into account that the noise “lives” on a
“smaller” set.

Note that by the definitions of �
mn+1
x and the fact that μ ∈ M

η
f (R) we have∫

R

�
mn+1
x (y)μ(dy) ≤ a−κ0

n

∫
R

1{|x−y|≤a
κ0
n }|x − y|η−ε|x − y|−η+εμ(dy)

≤ Ca−κ0(1−η+ε)
n .

(3.8)

From (3.6) and (3.8) we have

(3.9)

In
β (t) ≤ Ca−1−κ0+2γ [(β∧κ0ζ )+κ0]−κ0(1−η+ε)

n

×
∫ t

0

∫
Vβ

1{|u(s,x)|≤an,u′(s,x)≈±a
β
n }�s(x) dx ds.
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Note that from (3.3) we get that the convergence of In
β (t) to 0 when n → ∞ en-

sures the convergence of In(t). Our goal is therefore to show that the right-hand
side of (3.9) goes to zero as n → ∞, for any β ≥ 0. The value β = 0 is a little bit
special, so we will concentrate here on β > 0. Fix some β̄ > 0 whose value will
be verified at the end of the section. For β ≥ β̄ , we get from (3.7) and (3.9),

In
β (t) ≤ Cta−1−κ0+2γ [(β∧κ0ζ )+κ0]−κ0(1−η+ε)

n

∣∣Vβ
∣∣

≤ Cta−1−κ0+2γ [(β̄∧κ0ζ )+κ0]−κ0(1−η+ε)
n

∣∣Vβ̄
∣∣

≤ C(K1)ta
−1−κ0+2γ [(β̄∧κ0ζ )+κ0]−κ0(1−η+ε)−β̄+β̄/η−ε
n .

(3.10)

Consider the case where 0 < β < β̄ . Let

(3.11) Sn(s) = {
x ∈ [−K1,K1] : ∣∣u(s, x)

∣∣< an,u
′(s, x) ≥ aβ

n

}
.

From (3.2) we have that if n is large enough, then for every x ∈ Sn(s), u′(s, y) ≥
a

β
n /2 if |y − x| ≤ L−1a

β/ζ
n [where L = (2M)1/ζ and M is from (3.5)]. By the

Fundamental Theorem of Calculus we get,

(3.12) u(s, y) > an for all 4a1−β
n < |y − x| ≤ L−1aβ/ζ

n .

The covering argument in Section 2 of [15] [above equation (2.60)] suggests that
|Sn(s)| can be covered by 4K1La

−β/ζ
n disjoint balls of diameter 8a

1−β
n . Since we

are interested in bounding In
β (t), from (3.9) it is sufficient to cover Sn(s) ∩ V

β .
We will assume for now that a

β/η
n ≥ a

1−β
n for β ∈ [0, β̄]. This inequality will be

verified when we fix all our constants at the end of this section. From the discussion
above and the construction of Vβ and Sn(s), we get that Sn(s)∩V

β can be covered
with C(M,K1)a

−β−ε
n balls of diameter 8a

1−β
n . From the discussion above we have

for 0 < β < β̄ ,

(3.13)
∣∣Sn(s) ∩V

β
∣∣≤ C(M,K1)a

−β−ε
n a1−β

n .

From (3.9) and (3.13), we get,

(3.14) In
β (t) ≤ C(M,K1, t)a

−1−κ0+2γ [(β∧κ0ζ )+κ0]−κ0(1−η+ε)−β−ε+1−β
n .

Recall that ε > 0 is arbitrarily small. Hence from (3.10) and (3.14), we get that
limn→∞ In

β = 0 if

(3.15) γ
[
(β ∧ κ0η) + κ0

]
>

(2 − η)κ0 + 2β

2
∀β ≤ β̄,

and

(3.16) γ
[
(β̄ ∧ κ0η) + κ0

]
>

(2 − η)κ0 + β̄ + 1 − β̄/η

2
.

Now recall that γ > 1 − η
2(η+1)

. In this case the choice β̄ = 1 − β̄/η together with
β̄ = κ0η are optimal for (3.15) and (3.16). Since κ0 = 1

1+η
was fixed, we get that
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β̄ = η
η+1 and then by substituting β̄ = η

η+1 , κ0 = 1
η+1 in (3.15) and (3.16) we get

limn→∞ In
β = 0, if (1.10) holds.

REMARK 3.1. Note that (3.9) corresponds to (2.58) in Section 2 of [15]. In the
case of (1.1) driven by homogeneous white noise, the integral in (2.58) is bounded
by a constant times the Lebesgue measure of the covering of Sn. In (3.9) we im-
proved the bound on In

β by using a covering of a smaller set Sn(s) ∩ V
β . The

improved upper bound allowed us to get (1.10) as a condition for pathwise unique-
ness for the solutions of (1.1) driven by inhomogeneous white noise. A direct im-
plementation of the cover from Section 2 of [15] to our case would give us the
condition γ > 1 − η/4 which is more restrictive than (1.10).

4. Verification of the hypotheses of Proposition 2.3. This section is devoted
to the verification of the hypothesis of Proposition 2.3. The proof follows the same
lines as the proof of Proposition 2.1 in Section 3 of [15]. Let u1 and u2 be as in
Section 2. We assume also the hypothesis of Theorem 1.5 and (2.2).

Let

(4.1) D(s, y) = σ
(
s, y, u1(s, y)

)− σ
(
s, y, u2(s, y)

)
.

From (1.5) and (4.1) we have

(4.2) u(t, x) =
∫ t

0

∫
R

Gt−s(y − x)D(s, y)W(ds, dy), P -a.s. for all (t, x).

By (2.2) we have

(4.3)
∣∣D(s, y)

∣∣≤ R0(T )eR1|y|∣∣u(s, y)
∣∣γ .

Let δ ∈ (0,1]. Recall that Gt(·) was defined as the heat kernel. Let

(4.4) u1,δ(t, x) = Gδ(u(t−δ)+)(x)

and

(4.5) u2,δ(t, x) = u(t, x) − u1,δ(t, x).

Note that by the same argument as in Section 3 of [15], both u1,δ and u2,δ have
sample paths in C(R+,Ctem). From (4.2) and (4.4) we have

(4.6)
u1,δ(t, x) =

∫
R

(∫ (t−δ)+

0

∫
R

G(t−δ)+−s(y − z)D(s, y)W(ds, dy)

)

× Gδ(z − x)dz.

By the stochastic Fubini theorem, we get

(4.7)
u1,δ(t, x) =

∫ (t−δ)+

0

∫
R

Gt−s(y − x)D(s, y)W(ds, dy),

P -a.s. for all (t, x) ∈ R+ ×R.
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From (4.5) and (4.7) we have

(4.8)
u2,δ(t, x) =

∫ t

(t−δ)+

∫
R

Gt−s(y − x)D(s, y)W(ds, dy),

P -a.s. for all (t, x) ∈ R+ ×R.

Let ε ∈ (0, δ) and

(4.9)
ũ2,δ(t, ε, x) =

∫ t

(t+ε−δ)+

∫
R

Gt+ε−s(y − x)D(s, y)W(ds, dy),

P -a.s. for all (t, x) ∈R+ ×R.

From (4.2), (4.7) and Fubini’s theorem we have

(4.10)
〈
ut ,Gε(x − ·)〉= u1,δ(t + ε, x) + ũ2,δ(t, ε, x).

REMARK 4.1. The verification of the hypothesis of Proposition 2.3 relies on
the regularity of u at space-time points (t, x) where Gεut (x) ≤ an (see Section 3
for heuristics). In [15] a sufficient regularity for u was obtained by the following
decomposition

(4.11) u(t, x) = u1,δ(t, ·) + u2,δ(t, ·),
and by deriving the regularity of u1,δn(t, ·) and u2,δn(t, ·) (see Lemmas 6.5 and
6.7 in [15]). In our case, we could not show that u2,δn(t, ·) is “regular enough”
to get the criterion (1.10) for uniqueness. Therefore, we had to change the ar-
gument from [15]. The crucial observation is that the integral on the right-hand
side of (2.19) is taken over points where 〈ut ,G

a
2(κ0+ε0)
n

(x − ·)〉 ≤ an. Therefore by

the decomposition in (4.10), to bound (2.19) it is enough to use the regularity of
u1,δn(s + εn, x), ũ2,δn(s, εn, x) (for particular δn, εn). It turns out that ũ2,δ(t, ε, x)

is “regular enough” so that the proof of Proposition 2.3 goes through, and as a
result we get the condition (1.10) for the pathwise uniqueness.

We adopt the following notation from Section 3 of [15].

NOTATION. If s, t, δ ≥ 0 and x ∈ R, let Gδ(s, t, x) = G(t−s)++δ(u(s−δ)+)(x)

and Fδ(s, t, x) = − d
dx
Gδ(s, t, x) ≡ −G

′
δ(s, t, x), if the derivative exists.

We will need the following lemma.

LEMMA 4.2. G
′
δ(s, t, x) exists for all (s, t, x) ∈ R

2+ ×R, is jointly continuous
in (s, t, x), and satisfies

(4.12)
Fδ(s, t, x) =

∫ (s−δ)+

0

∫
R

G′
(t∨s)−r (y − x)D(r, y)W(dr, dy)

for all s ∈ R+,P -a.s. for all (t, x) ∈R+ ×R.
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The proof of Lemma 4.2 is similar to the proof of Lemma 3.1 in [15] and hence
is omitted.

REMARK 4.3. Since Gδ(t, t, x) = u1,δ(t, x), as a special case of Lemma 4.2
we get that u′

1,δ(t, x) is a.s. jointly continuous and satisfies

(4.13)
u′

1,δ(t, x) = −
∫ (t−δ)+

0

∫
R

G′
t−s(y − x)D(s, y)W(ds, dy),

P -a.s. for all (t, x) ∈ R+ ×R.

Recall that ε0 and ε1 were defined in (2.14). Next we define some constants that
are used repeatedly throughout the proof.

NOTATION. We introduce the following grid of β . Let

(4.14) L = L(ε0, ε1) =
⌊(

η

η + 1
− 6ηε1

)
1

ε0

⌋
,

and

βi = iε0 ∈
[
0,

η

η + 1
− 6ηε1

]
,

αi = 2
(

βi

η
+ ε1

)
∈
[
0,

2

η + 1

]
, i = 0, . . . ,L,

βL+1 = η

η + 1
− ηε1.

(4.15)

Note that β = βi , i = 0, . . . ,L + 1, satisfies

(4.16) 0 ≤ β ≤ η

η + 1
− ηε1.

DEFINITION 4.4. For (t, x) ∈ R+ ×R,

x̂n(t, x) = inf
{
y ∈ [x − aκ0

n , x + aκ0
n

] :∣∣u(t, y)
∣∣= inf

{∣∣u(t, z)
∣∣ : |z − x| ≤ aκ0

n

}}
∈ [x − aκ0

n , x + aκ0
n

]
.

(4.17)

In what follows we introduce some notation which is relevant to the support
of the measure μ. Recall that K1 was defined in (2.12) and that κ0 was defined
in (2.15).

NOTATION. We fix K0 ∈ N
≥K1 . Let ρ ∈ (0,1 − κ0]. Since cardim(μ) = η,

then, by Definition 1.3, there exists a set A ⊂ R such that μ(Ac) = 0 and
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dimB(A) = η. Then for all n sufficiently large, there exists N(n,K0, η, ρ, ε0) ∈ N

such that

(4.18) N(n,K0, η, ρ, ε0) ≤ 2K0a
−ρ−ε0
n ,

and a covering, {Ṽ n,ρ
i }N(n,K0,η,ρ,ε0)

i=1 , such that Ṽ
n,ρ
i is an open interval of length

bounded by |Ṽ n,ρ
i | ≤ a

ρ/η
n , for all i = 1, . . . ,N(n,K0, η, ρ, ε0) and

(4.19)
(
A ∩ [−K0,K0])⊂

N(n,K0,η,ρ,ε0)⋃
i=1

Ṽ
n,ρ
i .

We refer to Section 2.1 in [8] for the definition of the Minkowski dimension. Note
that (4.18) and (4.19) follow immediately from those definitions.

REMARK 4.5. Note that 1 − κ0 = η
1+η

= β̄ , hence the range of ρ ∈ (0, β̄] is
similar to the range of the βi ’s in (3.3).

We define the following extension of the covering above. Let V
n,ρ
i = {x : |x −

y| ≤ a
ρ/η
n for some y ∈ Ṽ

n,ρ
i }. Note that |V n,ρ

i | ≤ 3a
ρ/η
n , for all i = 1, . . . ,N(n,

K0, η, ρ, ε0). From (4.18) and (4.19), we get∣∣V n,ρ
i

∣∣N(n,K0, η, ρ, ε0) ≤ 6K0a
ρ/η
n a−ρ−ε0

n ,

= 6K0a
(1/η−1)ρ−ε0
n .

(4.20)

Let V
n,η,ρ,ε0 = ⋃N(n,K0,η,ρ,ε0)

i=1 V
n,ρ
i . We will use the set V

n,η,ρ,ε0 repeatedly
throughout this proof.

We define the following sets. If s ≥ 0 set

Jn,0(s) =
{
x : |x| ≤ K0,

∣∣〈us,G
a

2κ0+2ε0
n

(x − ·)〉∣∣≤ an

2
,

u′
1,a

2κ0
n

(
s, x̂n(s, x)

)≥ a
ε0
n

4

}
,

Jn,L(s) =
{
x : |x| ≤ K0,

∣∣〈us,G
a

2κ0+2ε0
n

(x − ·)〉∣∣≤ an

2
,

u′
1,a

2κ0
n

(
s, x̂n(s, x)

) ∈ [0,
a

βL
n

4

]}
.

(4.21)

For i = 1, . . . ,L − 1 set

(4.22)

Jn,i(s) =
{
x ∈ V

n,η,βi ,ε0 : ∣∣〈us,G
a

2κ0+2ε0
n

(x − ·)〉∣∣≤ an

2
,

u′
1,a

2κ0
n

(
s, x̂n(s, x)

) ∈ [a
βi+1
n

4
,
a

βi
n

4

]}
.
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For i = 0, . . . ,L, define

(4.23) Jn,i = {
(s, x) : 0 ≤ s, x ∈ Jn,i(s)

}
.

We also define

(4.24) Ĵn(s) =
{
x : |x| ≤ K0, and x /∈

L−1⋃
i=1

V
n,η,βi ,ε0

}
.

Note that{
x : |x| ≤ K0, u

′
1,a

2κ0
n

(
s, x̂n(s, x)

)≥ 0,
∣∣〈us,G

a
2κ0+2ε0
n

(x − ·)〉∣∣≤ an

2

}

⊂
(

L⋃
i=0

Jn,i(s)

)
∪ Ĵn(s),∀s ≥ 0.

Recall that t0 was fixed before (2.12). If 0 ≤ t ≤ t0, let

(4.25)
Î n(t) = a

−1−κ0−ε0− 2
n

n

∫ t

0

∫
R

∫
R

1
Ĵn(s)

(x)e2R1|y|∣∣u(s, y)
∣∣2γ

× G
a

2κ0+2ε0
n

(x − y)�s(x)μ(dy) dx ds,

and

(4.26)
In
i (t) = a

−1−κ0−ε0− 2
n

n

∫ t

0

∫
R

∫
R

1Jn,i (s)(x)e2R1|y|∣∣u(s, y)
∣∣2γ

× G
a

2κ0+2ε0
n

(x − y)�s(x)μ(dy) dx ds.

The following lemma gives us an essential bound on the heat kernel.

LEMMA 4.6. Let T > 0. Let μ ∈ M
η
f (R) for some η ∈ (0,1). For any ν1 ∈

(0,1/2), there is a C4.6(η, ν1, λ, T ) > 0 so that∫
R

eλ|x−y|Gt(x − y)1{|x−y|>t1/2−ν1 }μ(dy)

≤ C4.6(η, ν1, λ, T ) exp
{−t−2ν1/8

} ∀x ∈R, t ∈ (0, T ], λ > 0.

The proof of Lemma 4.6 is given in the Appendix.
The following lemma is one of the ingredients in the proof of (2.21) in Proposi-

tion 2.3. Recall that t0 is a positive constant which was fixed before (2.12).

LEMMA 4.7. For any K ∈ N
≥K1 we have

(4.27) lim
n→∞ Î n(t ∧ TK) = 0 ∀t ≤ t0.
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PROOF. Let y ∈ A ∩ [−K1,K1], where K1 was defined in (2.12) and A was
defined before (4.18). Note that by (2.15), (4.15) and the construction of Vn,η,βi ,ε0 ,
if x ∈ Ĵn(s) then |x − y| > a

κ0
n . Use this and Lemma 4.6 to get

Î n(t ∧ TK) ≤ C(K)a
−1−κ0−ε0− 2

n
n

∫ t0

0

∫
R

∫
R

1
Ĵn(s)

(x)e2R1|y|e2|y|

× G
a

2κ0+2ε0
n

(x − y)�s(x)μ(dy) dx ds

≤ C(K)a
−1−κ0−ε0− 2

n
n

∫ t0

0

∫
R

∫
R

1{|x−y|>a
κ0
n }e

2(R1+1)|y|

× G
a

2κ0+2ε0
n

(x − y)�s(x)μ(dy) dx ds

≤ C4.6(K,η, ε0,R1, t0)a
−1−κ0−ε0− 2

n
n

×
∫ t0

0

∫
R

e−a
−ε0
n /8�s(x) dx ds

≤ C
(
K,η, ε0,R1, t0,K1,‖�‖∞

)
a

−1−κ0−ε0− 2
n

n e−a
−ε0
n /8.

(4.28)

From (2.3) and (4.28) we get (4.27). �

Let

In+ = a
−1−κ0−ε0− 2

n
n

∫ t0

0

∫
R

∫
R

1{u′
1,a

2κ0
n

(s,x̂n(s,x))≥0}

× 1{|〈us,G
a

2κ0+2ε0
n

(x−·)〉|≤an/2}e2R1|y|∣∣u(s, y)
∣∣2γ

× G
a

2κ0+2ε0
n

(x − y)�(x)μ(dy)dx ds.

(4.29)

Then, to verify the hypothesis of Proposition 2.3, it suffices to construct the se-
quence of stopping times {UM,n ≡ UM,n,K0 : M,n ∈N} satisfying (2.20) and

(4.30) for each M ∈ N, lim
n→∞E

(
In+(t0 ∧ UM,n)

)= 0.

Note that (4.30) implies (2.21) by symmetry. By (4.24)–(4.26) and (4.29) we have

(4.31) In+ ≤
L∑

i=0

In
i (t) + Î n(t) ∀t ≤ t0.

Therefore, from (4.31) and Lemma 4.7, to prove (2.21) it is enough to show that
for i = 0, . . . ,L,

(4.32) for all M ∈N, lim
n→∞E

(
In
i (t0 ∧ UM,n)

)= 0.

NOTATION. Let l̄(β) = a
β/η+5ε1
n .
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We introduce the sets {J̃n,i(s)}i=1,...,L to be defined as follows. In each of
these sets we consider the points x ∈ [−K0,K0] such that |〈us,G

a
2κ0+2ε0
n

(· −
x)〉| ≤ an

2 as in {Jn,i(s)}i=1,...,L. Motivated by (3.3) and (4.10), in each of

these sets we restrict u′
1,a

α0
n

(s + a
2κ0+2ε0
n , x′) to certain intervals, for x′ ∈ [x −

5l̄(β0), x + 5l̄(β0)], and bound the increment of ũ2,a
α0
n

(s, a
2κ0+2ε0
n , ·). The bound

on
∫
R

e2R1|y||u(s, y)|2γ G
a

2κ0+2ε0
n

(x − y)μ(dy) in the definition of {J̃n,i(s)}i=1,...,L

will be used for technical reasons [see (4.42) and (4.43)].

J̃n,0(s) =
{
x ∈ [−K0,K0] : ∣∣〈us,G

a
2κ0+2ε0
n

(· − x)
〉∣∣≤ an

2
,

u′
1,a

α0
n

(
s + a2κ0+2ε0

n , x′)≥ a
β1
n

16
,

∀x′ ∈ [x − 5l̄(β0), x + 5l̄(β0)
]
,∣∣ũ2,a

α0
n

(
s, a2κ0+2ε0

n , x′)− ũ2,a
α0
n

(
s, a2κ0+2ε0

n , x′′)∣∣
≤ 2−75aβ1

n

(∣∣x′ − x′′∣∣∨ an

)
,

∀x′ ∈ [x − 4aκ0
n , x + 4aκ0

n

]
,

x′′ ∈ [x′ − l̄(β0), x
′ + l̄(β0)

]
, and∫

R

e2R1|y|∣∣u(s, y)
∣∣2γ

G
a

2κ0+2ε0
n

(x − y)μ(dy)

≤ C(R1,K0, η, ε0)a
2γ κ0−κ0(1−η)−2ε0
n

}
,

J̃n,L(s) =
{
x ∈ [−K0,K0] : ∣∣〈us,G

a
2κ0+2ε0
n

(· − x)
〉∣∣≤ an

2
,

u′
1,a

αL
n

(
s + a2κ0+2ε0

n , x′)≤ aβL
n ,

∀x′ ∈ [x − 5l̄(βL), x + 5l̄(βL)
]
,∣∣ũ2,a

αL
n

(
s, a2κ0+2ε0

n , x′)− ũ2,a
αL
n

(
s, a2κ0+2ε0

n , x′′)∣∣
≤ 2−75a

βL+1
n

(∣∣x′ − x′′∣∣∨ an

)
,

∀x′ ∈ [x − 4aκ0
n , x + 4aκ0

n

]
,

x′′ ∈ [x′ − l̄(βL), x′ + l̄(βL)
]
, and∫

R

e2R1|y|∣∣u(s, y)
∣∣2γ

G
a

2κ0+2ε0
n

(x − y)μ(dy)

≤ C(R1,K0, η, ε0)a
2γ (κ0+βL)−κ0(1−η)−2ε0
n

}
,

(4.33)
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and for i ∈ {1, . . . ,L − 1},
J̃n,i(s) =

{
x ∈V

η,βi ,ε0 : ∣∣〈us,G
a

2κ0+2ε0
n

(· − x)
〉∣∣≤ an

2
,

u′
1,a

αi
n

(
s + a2κ0+2ε0

n , x′) ∈ [aβi+1
n /16, aβi

n

]
,

∀x′ ∈ [x − 5l̄(βi), x + 5l̄(βi)
]
,∣∣ũ2,a

αi
n

(
s, a2κ0+2ε0

n , x′)− ũ2,a
αi
n

(
s, a2κ0+2ε0

n , x′′)∣∣
≤ 2−75a

βi+1
n

(∣∣x′ − x′′∣∣∨ an

)
,(4.34)

∀x′ ∈ [x − 4aκ0
n , x + 4aκ0

n

]
,

x′′ ∈ [x′ − l̄(βi), x
′ + l̄(βi)

]
, and∫

R

e2R1|y|∣∣u(s, y)
∣∣2γ

G
a

2κ0+2ε0
n

(x − y)μ(dy)

≤ C(R1,K0, η, ε0)a
2γ (κ0+βi)−κ0(1−η)−2ε0
n

}
.

Finally for 0 ≤ i ≤ L, set

(4.35) J̃n,i = {
(s, x) : s ≥ 0, x ∈ J̃n,i(s)

}
.

NOTATION. Let nM(ε1) = inf{n ∈ N : a
ε1
n ≤ 2−M−8}, n0(ε1, ε0) = sup{n ∈

N : aκ0
n < 2−a

−ε0ε1/4
n }, where sup∅ = 1 and

(4.36)

n1(ε0,K0) = inf
{
n ∈ N :

an

∫ a
−ε0
n

−a
−ε0
n

G1(y) dy − 2K0e
K0

∫ ∞
a

−ε0
n

e|y|G1(y) dy >
an

2

}
.

The following proposition corresponds to Proposition 3.3 in [15]. We will prove
this proposition in Section 7.

PROPOSITION 4.8. J̃n,i(s) is a compact set for all s ≥ 0. There exist stop-
ping times {UM,n = UM,n,K0 : M,n ∈ N}, satisfying (2.20) and n2(ε0, κ0, γ, η,

K0,R1) ∈ N such that for i ∈ {0,1, . . . ,L}, J̃n,i(s) contains Jn,i(s) for all 0 ≤ s ≤
UM,n and

(4.37) n > nM(ε1) ∨ n0(ε0, ε1) ∨ n1(ε0,K0) ∨ n2(ε0, κ0, γ, η,K0,R1).

Throughout the rest of this section we assume that the parameters M,n ∈ N

satisfy (4.37).
The following lemma corresponds to Lemma 3.4 in [15].
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LEMMA 4.9. Assume i ∈ {0, . . . ,L}, x ∈ J̃n,i(s) and |x − x′| ≤ 4a
κ0
n .

(a) If i > 0, then∣∣〈us,G
a

2κ0+2ε0
n

(· − x′′)〉− 〈
us,G

a
2κ0+2ε0
n

(· − x′)〉∣∣
≤ 2aβi

n

(∣∣x′ − x′′∣∣∨ an

) ∀∣∣x′′ − x′∣∣≤ l̄n(βi).

(b) If i < L, and an ≤ |x′′ − x′| ≤ l̄n(βi), then〈
us,G

a
2κ0+2ε0
n

(· − x′′)〉

− 〈
us,G

a
2κ0+2ε0
n

(· − x′)〉 {≥ 2−5a
βi+1
n

(
x′′ − x′) if x′′ ≥ x′,

≤ 2−5a
βi+1
n

(
x′′ − x′) if x′ ≥ x′′.

The proof follows the same lines as the proof of Lemma 3.4 in [15], hence it is
omitted.

NOTATION. Let ln(βi) = 65a
1−βi+1
n . The following lemma corresponds to

Lemma 3.6 in [15].

LEMMA 4.10. If i ∈ {0, . . . ,L}, then

(4.38) ln(βi) < aκ0
n <

1

2
l̄n(βi).

The proof of Lemma 4.10 is similar to the proof of Lemma 3.6 in [15], hence it
is omitted.

LEMMA 4.11. (a) For all s ≥ 0,∣∣J̃n,0(s)
∣∣≤ 10K0 l̄n(β0)

−1ln(β0).

(b) For all i ∈ {1, . . . ,L − 1} and s ≥ 0,∣∣J̃n,i(s)
∣∣≤ 10K0 l̄n(βi)

−ηln(βi).

PROOF. The proof of (a) follows the same lines as the proof of Lemma 3.7
in [15] for the case where i = 0. The proof (b) also follows the same lines as
the proof of Lemma 3.7 in [15] for the case where i = {1, . . . ,L − 1}. The major
difference is that in our case J̃n,i(s) ⊂ V

n,η,βi ,ε0 , so instead of covering J̃n,i(s)

with l̄n(βi)
−1 balls as in [15], we can cover it with a smaller number of balls

which is proportional to l̄n(βi)
−η. �

PROOF OF (2.21) IN PROPOSITION 2.3. Recall that to prove (2.21) in Propo-
sition 2.3, it is enough to show (4.32), for i = 0, . . . ,L. In fact, we will prove a
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stronger result. Recall that nM , n0, n1, n2 were defined before and in Proposi-
tion 4.8. We will show that for

n > nM(ε1) ∨ n0(ε0, ε1) ∨ 2

ε1
∨ n1(ε0,K0) ∨ n2(ε0, κ0, γ, η,K0,R1),(4.39)

In
i (t0 ∧ UM,n) ≤ C

(
η,K0, t0,‖�‖∞

)
a

γ−1+ η
2(η+1)

−13ε1
n ,(4.40)

which implies (4.32) since γ > 1 − η
2(η+1)

+ 100ε1. By Proposition 4.8, 2
n

< ε1

[by (4.39)] and (2.14) we have

In
i (t0 ∧ UM,n)

= a
−1−κ0−ε0− 2

n
n

∫ t0∧UM,n

0

∫
R

∫
R

e2R1|y|1Jn,i (s)(x)
∣∣u(s, y)

∣∣2γ

× G
a

2κ0+2ε0
n

(x − y)�s(x)μ(dy) dx ds

≤ a−1−κ0−2ε1
n

∫ t0

0

∫
R

∫
R

e2R1|y|1{s<UM,n}1J̃n,i (s)
(x)

× G
a

2κ0+2ε0
n

(x − y)
∣∣u(s, y)

∣∣2γ
�s(x)μ(dy) dx ds.

(4.41)

Consider first the case where i = 0. For x ∈ J̃n,0(s) we have

(4.42)

∫
R

e2R1|y|∣∣u(s, y)
∣∣2γ

G
a

2κ0+2ε0
n

(x − y)μ(dy)

≤ C(R1,K0, η, ε0)a
2γ κ0−κ0(1−η)−2ε0
n .

We get from (4.41), (4.42) and Lemma 4.11(a),

In
0 (t0 ∧ UM,n)

≤ C(R1,K0, η, ε0)a
−1−κ0−2ε1
n a2γ κ0−κ0(1−η)−2ε0

n ‖�‖∞

×
∫ t0

0

∫
R

1
J̃n,0(s)

(x)1[−K0,K0](x) dx ds

≤ C(R1,K0, η, ε0, t0,‖�‖∞)

× a−1−κ0−2ε1
n a2γ κ0−κ0(1−η)−2ε0

n 10K0 l̄n(β0)
−1ln(β0).

(4.43)

From the definitions of l̄n(βi), ln(βi) we get

In
0 (t0 ∧ UM,n) ≤ C

(
R1,K0, η, ε0, t0,‖�‖∞

)
× a−1−κ0−2ε1

n a2γ κ0−κ0(1−η)−2ε0
n a−5ε1

n 65a1−ε0
n

≤ C
(
R1,K0, η, ε0, t0,‖�‖∞

)
aρ0
n .

(4.44)
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From (2.14), (2.15) and (1.10) we have

ρ0 = −1 − κ0 − 2ε1 + 2γ κ0 + κ0(η − 1) − 5ε1 + 1 − 3ε0

≥ 2κ0γ − 2κ0 + κ0η − 8ε1

≥ γ − 1 + η

2
− 8ε1.

(4.45)

Consider now i = {1, . . . ,L}. Assume x ∈ J̃n,i(s). Repeat the same steps as in
(4.43) to get

In
i (t0 ∧ UM,n)

≤ C
(
R1,K0, η, ε0, t0,‖�‖∞

)
× a−1−κ0−2ε1

n a2γ (βi+κ0)+κ0(η−1)−2ε0
n

∫ t0

0

∣∣J̃n,i(s)
∣∣ds.

(4.46)

For i = {1, . . . ,L − 1} apply Lemma 4.11(b) to (4.46) to get

In
i (t0 ∧ UM,n)

≤ C
(
K0, η, ε0, t0,‖�‖∞,ω

)
× a−1−κ0−2ε1+2γ (βi+κ0)+κ0(η−1)−2ε0

n 10K0 l̄n(βi)
−ηln(βi)

≤ C
(
K0, η, ε0, t0,‖�‖∞,ω

)
× a−1−κ0−2ε1+2γ (βi+κ0)+κ0(η−1)−2ε0

n a−βi−5ε1
n 65a

1−βi+1
n

≤ C
(
K0, η, ε0, t0,‖�‖∞,ω

)
a

ρ1,i
n .

(4.47)

Use (2.15), (2.14), (1.10) and (4.15) to get βi < 1 − κ0, and

ρ1,i = 2κ0γ − 2βi(1 − γ ) − (2 − η)κ0 − 3ε0 − 7ε1

> 2κ0γ − 2(1 − κ0)(1 − γ ) − (2 − η)κ0 − 3ε0 − 7ε1

≥ 2γ − 2η

η + 1
− 2 − η

η + 1
− 15ε1

≥ γ − 1 + η

2(η + 1)
− 8ε1.

(4.48)

For i = L we repeat the same steps as in (4.46). We also use V
n,η,ρ,ε0 with ρ =

1 − βL+1 = ηκ0 + ε1η, to cover the integration region. Then we use (4.20), (2.14),
(4.16), (2.15) and (1.10) to get

In
L(t0 ∧ UM,n)

≤ C
(
R1,K0, η, ε0,‖�‖∞

)
t0

× a(η−2)κ0−1−3ε1+2γ (βL+κ0)
n

N(n,K0,η,ηκ0,ε0)∑
i=1

∣∣V n,κ0
i

∣∣(4.49)
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≤ C
(
R1,K0, η, ε0, t0,‖�‖∞

)
a−1−κ0−3ε1+2γ−12ε1−ε0
n

≤ C
(
R1,K0, η, ε0, t0,‖�‖∞

)
a

γ−1+ η
2(η+1)

−13ε1
n .

From (4.44), (4.45), (4.47), (4.48) and (4.49), it follows that,

(4.50)
In
i (t0 ∧ UM,n)

≤ C
(
R1,K0, η, ε0, t0,‖�‖∞

)
a

γ−1+ η
2(1+η)

−13ε1
n ∀i = 0, . . . ,L,

and we proved (4.40). �

5. Some integral bounds for the heat kernel. In this section we introduce
some integral bounds for the heat kernel. These bounds will be useful for the proofs
in the following sections. First, let us recall some useful lemmas from [15, 19] and
[24].

For 0 ≤ p ≤ 1, q ∈ R and 0 ≤ �2 ≤ �1 ≤ t , define

Jp,q(�1,�2,�) =
∫ t−�2

t−�1

(t − s)q
(

1 ∧ �

t − s

)p

ds.

We will use Lemmas 4.1, 4.2 from [15].

LEMMA 5.1. (a) If q > p − 1, then

Jp,q(�1,�2,�) ≤ 2

q + 1 − p
(� ∧ �1)

p�
q+1−p
1 .

(b) If −1 < q < p − 1, then

Jp,q(�1,�2,�) ≤ (
(p − 1 − q)−1 + (q + 1)−1)[(� ∧ �1)

q+11{�2≤�}

+ (� ∧ �1)
p�

q−p+1
2 1{�2>�}

]
≤ (

(p − 1 − q)−1 + (q + 1)−1)�p(� ∨ �2)
q−p+1.

(c) If q < −1, then

Jp,q(�1,�2,�) ≤ 2|q + 1|−1(� ∧ �2)
p�

q+1−p
2 .

Let

G′
t (x) = ∂Gt(x)

∂x
.

LEMMA 5.2. ∣∣G′
t (z)

∣∣≤ C5.2t
−1/2G2t (z).
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The inequalities in the following lemma were introduced as equations (2.4e)
and (2.4f) in Section 2 of [19].

LEMMA 5.3. For any 0 ≤ δ ≤ 1, there exists a constant C5.3 > 0 such that

(a)

(5.1)

∣∣Gt(x − y) − Gt

(
x′ − y

)∣∣
≤ C5.3

∣∣x − x′∣∣δt−(1+δ)/2(e− (x−y)2

2t + e− (x′−y)2

2t
)
,

for all t ≥ 0, x, x′ ∈ R.
(b)

(5.2)

∣∣G′
t (x − y) − G′

t

(
x′ − y

)∣∣
≤ C5.3

∣∣x − x′∣∣δt−(2+δ)/2(e− (x−y)2

2t + e− (x′−y)2

2t
)
,

for all t ≥ 0, x, x′ ∈ R.

We will use the following upper bound on the exponential function.

LEMMA 5.4. Let a > 0, then for any δ > 0, there exists a constant C5.4(a, δ) >

0 such that

e− x2
at ≤ C5.4(a, δ)tδ/2|x|−δ,

for all t > 0, x ∈ R.

The proof of Lemma 5.4 is trivial, hence it is omitted.
The following lemma puts together the results of Lemma 3.4(c) and Lemma 3.7

from [24].

LEMMA 5.5. Let μ ∈ M
η
f (R) for some η ∈ (0,1). Let � ∈ (0, η) and T > 0.

Then for every λ ≥ 0, r ∈ (0,2 + η − �) and t ∈ [0, T ],
(a) There exists a constant C(5.3)(r, λ, T , η,�) > 0 such that

(5.3)

e−λ|x|
∫
R

eλ|y|Gr
t−s(x − y)μ(dy)

<
C(5.3)(r, λ, T , η,�)

(t − s)(r−η+�)/2 ∀s ∈ [0, t), x ∈R.

(b) There exists a constant C(5.4)(r, λ, T , η,�) > 0 such that

(5.4)
sup
x∈R

e−λ|x|
∫ t

0

∫
R

eλ|y|Gr
t−s(x − y)μ(dy)ds

< C(5.4)(r, λ, T , η,�) ∀t ∈ [0, T ].
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(c) For every δ ∈ (0, η − �), there exists a constant C(5.5)(δ, T , η,�,λ) > 0
such that∫ t∨t ′

0

∫
R

eλ|y|(Gt−s(x − y) − Gt ′−s

(
x′ − y

))2
μ(dy)ds

≤ C(5.5)(δ, T , η,�,λ)
(∣∣t − t ′

∣∣δ/2 + ∣∣x − x′∣∣δ)eλ|x|eλ|x−x′|

∀t, t ′ ∈ [0, T ], x, x′ ∈ R, λ > 0.

(5.5)

(d) For every a ∈ [0,2], ε ∈ (0, η/2) and θ ≥ 0, there exists a constant
C(5.6)(θ, a, η, T , ε) > 0 such that

(5.6)

∫
R

eθ |x−y|(x − y)2αGt(y − x)2μ(dy)

≤ C(5.6)(θ, a, η, T , ε)

t1−α−η/2+ε
∀t ∈ (0, T ], x ∈R.

PROOF. (a) follows immediately from Lemma 3.4(c) in [24]. (b) follows from
(a) by integration. (c) was introduced as equation 8 in Lemma 3.7 of [24]. The
proof of (d) follows from Lemma 5.4 with δ = 2α + η − ε along with (1.2). �

NOTATION. Let

(5.7) d
(
(t, x),

(
t ′, x′))= ∣∣t − t ′

∣∣1/2 + ∣∣x′ − x
∣∣.

The following lemma is a modification of Lemma 4.3 from [15].

LEMMA 5.6. Let μ ∈ M
η
f (R) for some η ∈ (0,1) and let ε ∈ (0, η/2).

(a) Then, there exists a constant C5.6(η, ε) > 0 such that 0 ≤ s < t ≤ t ′, x, x′ ∈
R, ∫

R

(
Gt ′−s

(
x′ − y

)− Gt−s(x − y)
)2

μ(dy)

≤ C5.6(η, ε)(t − s)η/2−1−ε

[
1 ∧ d((t, x), (t ′, x′))2

t − s

]
.

(b) For any R > 2 there is a C5.6(R,η, ε, ν0, ν1) > 0 so that for any 0 ≤ p, r ≤
R, ν0, ν1 ∈ (1/R,1/2), 0 ≤ s < t ≤ t ′ ≤ R, x, x′ ∈ R,∫

R

er|x−y||x − y|p(Gt ′−s

(
x′ − y

)− Gt−s(x − y)
)2

× 1{|x−y|>(t ′−s)1/2−ν0∨2|x′−x|}μ(dy)

≤ C5.6(R,η, ε, ν0, ν1)|t − s|η/2−1−ε exp
{−ν1

(
t ′ − s

)−2ν0/32
}

×
[
1 ∧ d((t, x), (t ′, x′))2

t − s

]1−(ν1/2)

.
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The following lemma is a modification of Lemma 4.4 from [15].

LEMMA 5.7. Let μ ∈ M
η
f (R) for some η ∈ (0,1) and let ε ∈ (0, η/2).

(a) Then, there exists a constant C5.7(η, ε) > 0 such that s < t ≤ t ′, x, x′ ∈ R,∫
R

(
G′

t ′−s

(
x′ − y

)− G′
t−s(x − y)

)2
μ(dy)

≤ C5.7(η, ε)(t − s)η/2−ε−2
[
1 ∧ d((t, x), (t ′, x′))2

t − s

]
.

(b) For any R > 2 there is a C5.7(R, ν0, ν1, η, ε) > 0 so that for any 0 ≤ p, r ≤
R, ν0, ν1 ∈ (1/R,1/2), 0 ≤ s < t ≤ t ′ ≤ R, x, x′ ∈R,∫

R

er|x−y||x − y|p(G′
t ′−s

(
x′ − y

)− G′
t−s(x − y)

)2
× 1{|x−y|>(t ′−s)1/2−ν0∨2|x′−x|}μ(dy)

≤ C5.7(R, ν0, ν1, η, ε)(t − s)η/2−2−ε exp
{−ν1

(
t ′ − s

)−2ν0/64
}

×
[
1 ∧ d((t, x), (t ′, x′))2

t − s

]1−(ν1/2)

.

The following lemma follows from Lemmas 5.5 and 5.6(a).

LEMMA 5.8. Let μ ∈ M
η
f (R) for some η ∈ (0,1). Let λ > 0 and ε ∈ (0, η/2).

There is a C5.8(η, ε, λ) > 0 such that for any 0 ≤ s < t ≤ t ′, x, x′ ∈R,∫
R

eλ|y|(Gt−s

(
x′ − y

)− Gt ′−s(x − y)
)2

μ(dy)

≤ C5.8(η, ε, λ)(t − s)η/2−ε−2d
(
(t, x),

(
t ′, x′))2e2λ|x|e2λ|x′−x|.

The proofs of Lemmas 5.6–5.8 are rather long and technical, so they are given
in the Appendix.

6. Local bounds on the difference of solutions. This section is devoted to
establishing local bounds on the difference of two solutions of (1.1). These bounds
are crucial for the construction of the stopping times in Proposition 4.8. In this
section we assume again that u1, u2 are two solutions of (1.1). We denote u =
u1 − u2 and we assume the hypotheses of Theorem 1.5 and (2.2). Our argument
follows the same lines as the argument in Section 5 of [15].
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NOTATION. For all K,N,n ∈ N, ξ ∈ (0,1) and β ∈ (0,
η

η+1 ], let

Z(K,N, ξ)(ω) = {
(t, x) ∈ [0, TK ] × [−K,K] :

there is a (t̂0, x̂0) ∈ [0, TK ] ×R,

such that d
(
(t, x), (t̂0, x̂0)

)≤ 2−N and∣∣u(t̂0, x̂0)
∣∣≤ 2−Nξ },

Z(N,n,K,β) = {
(t, x) ∈ [0, TK ] × [−K,K] :

there is a (t̂0, x̂0) ∈ [0, TK ] ×R

such that d
(
(t̂0, x̂0), (t, x)

)≤ 2−N,∣∣u(t̂0, x̂0)
∣∣≤ an ∧ (

a1−κ0
n 2−N ), and∣∣u′

1,a
2κ0
n

(t̂0, x̂0)
∣∣≤ aβ

n

}
,

(6.1)

and for β = 0 define Z(N,n,K,0)(ω) = Z(N,n,K)(ω) as above, but with the
condition on |u′

1,an
(t̂0, x̂0)| ≤ a

β
n omitted.

Recall that we fixed η ∈ (0,1) and γ ∈ (1 − η
2(η+1)

,1) in (1.10). Let

(6.2) γm = (γ − 1 + η/2)(1 − γ m)

1 − γ
+ 1, γ̃m = γm ∧ (1 + η).

From (6.2) we get

(6.3) γm+1 = γ γm + η/2, γ0 = 1.

Note that γm increases to γ∞ = (γ−1+η/2)
1−γ

+1 = η
2(1−γ )

> η+1 [the last inequality
follows by (1.10)] and therefore we can define a finite natural number, m̄ > 1, by

(6.4) m̄ = min{m : γm+1 > η + 1} = min
{
m : γ γm > 1 + η

2

}
.

Note that

(6.5) γ̃m̄+1 = η + 1.

REMARK 6.1. In this section we often use the constraint γ > 1 − η/2. Note
that it holds trivially for γ satisfying (1.10).

DEFINITION 6.2. A collection of [0,∞]-valued random variables, {N(α) :
α ∈ A}, is stochastically bounded uniformly in α if

(6.6) lim
M→∞ sup

α∈A

P
(
N(α) ≥ M

)= 0.
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Recall that K1 was chosen to satisfy (2.12).

PROPERTY (Pm). For m ∈ Z+ we let (Pm) denote the following property:

For any n ∈ N, ξ, ε0 ∈ (0,1),K ∈ N
≥K1 and β ∈

[
0,

η

η + 1

]
, there is an

N1(ω) = N1(m,n, ξ, ε0,K,β,η) in N a.s. such that for all N ≥ N1,

if (t, x) ∈ Z(N,n,K,β), t ′ ≤ TK and d
(
(t, x),

(
t ′, x′))≤ 2−N,

then |u(x′, t ′
)| ≤ a−ε0

n 2−Nξ [(aκ0
n ∨ 2−N )γ̃m−1 + aβ

n 1{m>0}
]
.

Moreover N1 is stochastically bounded uniformly in (n,β).

(6.7)

The goal of this section is to prove the following proposition.

PROPOSITION 6.3. For any m ≤ m̄ + 1, (Pm) holds.

REMARK 6.4. We will prove Proposition 6.3 by induction.

We introduce the following theorem, that will help us to prove (P0).

THEOREM 6.5. Assume the same assumptions as in Theorem 1.5 except now
allow γ ≥ 1 − η/2. For each K ∈ N and ξ ∈ (0,1) there is an N0(ξ,K,ω) ∈ N

a.s. such that for all natural numbers N ≥ N0 and all (t, x) ∈ Z(K,N, ξ),

d
((

t ′, x′), (t, x)
)≤ 2−N and t ′ ≤ TK implies

∣∣u(t ′, x′)− u(t, x)
∣∣≤ 2−Nξ .

The proof of Theorem 6.5 is given in Section 9. Theorem 6.5 was proved in [15]
for the case of homogeneous white noise (see Theorem 2.3 therein).

PROOF OF (P0). The proof of (P0) is similar to the proof of (P0) in Section 5
of [15]: just replace Theorem 2.3 in [15] with Theorem 6.5. Exactly as in the proof
of (P0) in Section 5 of [15] we get that N1 = N1(0, ξ,K,η). That is, N1 does not
depend on (n,β). �

To carry out the induction we first use (Pm) to get a local modulus of continuity
for Fδ (as in Section 5 of [15]).

Recall that Fδ was given by (4.12) where

D(r, y) = σ
(
r, y, u1(r, y)

)− σ
(
r, y, u2(r, y)

)
.
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From (4.12) we get for s ≤ t ≤ t ′ and s ≤ s ′ ≤ t ′∣∣Fδ(s, t, x) − Fδ

(
s′, t ′, x′)∣∣

≤ ∣∣Fδ

(
s, t ′, x′)− Fδ

(
s′, t ′, x′)∣∣+ ∣∣Fδ

(
s, t ′, x′)− Fδ(s, t, x)

∣∣
=
∣∣∣∣
∫ (s′−δ)+

(s−δ)+

∫
R

G′
t ′−r

(
y − x′)D(r, y)W(dr, dy)

∣∣∣∣
+
∣∣∣∣
∫ (s−δ)+

0

∫
R

(
G′

t ′−r

(
y − x′)− G′

t−r (y − x)
)
D(r, y)W(dr, dy)

∣∣∣∣.

(6.8)

From (6.8) and (4.3) we realize that to get the bound on |Fδ(s, t, x)−Fδ(s
′, t ′, x′)|

we may use the bounds on the following square functions

QT,δ

(
s, s′, t ′, x′)
=
∫ (s∨s′−δ)+

(s∧s′−δ)+

∫
R

G′
t ′−r

(
y − x′)2e2R1|y||u(r, y)|2γ μ(dy)dr,

QS,1,δ,ν0

(
s, t, x, t ′, x′)

=
∫ (s−δ)+

0

∫
R

1{|x−y|>(t ′−r)1/2−ν0∨2|x′−x|}

× (
G′

t ′−r

(
x′ − y

)− G′
t−r (x − y)

)2
e2R1|y||u(r, y)|2γ μ(dy)dr,

QS,2,δ,ν0

(
s, t, x, t ′, x′)

=
∫ (s−δ)+

0

∫
R

1{|x−y|≤(t ′−r)1/2−ν0∨2|x′−x|}

× (
G′

t ′−r

(
x′ − y

)− G′
t−r (x − y)

)2
e2R1|y||u(r, y)|2γ μ(dy)dr,

(6.9)

for ν0 ∈ (0,1/2), δ ∈ (0,1] and s ≤ t ≤ t ′, s′ ≤ t ′.
We will use the following lemmas to bound the terms in (6.9).

LEMMA 6.6. Let 0 ≤ m ≤ m̄ + 1 and assume (Pm). For any n, ξ, ε0,K

and β as in (Pm), if d̄N = d((s, y), (t, x)) ∨ 2−N and
√

C6.6(ω) = (4a
−ε0
n +

22N1(ω)2KeK), then for any N ∈ N, on

(6.10)
{
ω : (t, x) ∈ Z(N,n,K,β),N > N1(m,n, ξ, ε0,K,β)

}
,

we have

(6.11)

∣∣u(s, y)
∣∣≤√

C6.6(ω)e|y−x|d̄ξ
N

[(
aκ0
n ∨ d̄N

)γ̃m−1 + 1{m>0}aβ
n

]
∀s ≤ TK,y ∈ R.

The proof of Lemma 6.6 is similar to the proof of Lemma 5.2 in [15], hence it
is omitted.
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REMARK 6.7. If m = 0 we may set ε0 = 0 in the above and N1 does not
depend on (n, ε0, β) by the proof of (P0).

LEMMA 6.8. For all K ∈ N
≥K1 , R > 2/η there exists C6.8(K,R,R1, ν0, η) >

0 and an N6.8 = N2(K,ω) ∈ N a.s. such that for all ν0, ν1 ∈ (1/R,1/2), δ ∈ (0,1],
β ∈ [0,

η
1+η

] and N,n ∈ N, for any (t, x) ∈ R+ ×R, on
{
ω : (t, x) ∈ Z(N,n,K,β),N > N6.8

}
,

QS,1,δ,ν0

(
s, t, x, t ′, x′)

≤ C6.824N6.8
[
d2−ν1 + (d ∧ √

δ)2−ν1δ−2+η/2−ε0(d ∧ 1)4γ ]
∀s ≤ t ≤ t ′, x′ ∈R.

Here d = d((t ′, x′), (t, x)).

PROOF. The proof is almost similar to the proof of Lemma 5.4 in [15]. The
only difference is that we use Lemma 5.7(b) instead of Lemma 4.4(b) from [15].
Therefore, we get the exponent −2 + η/2 − ε0 instead of −3/2 for δ. �

LEMMA 6.9. Let 0 ≤ m ≤ m̄ + 1 and assume (Pm). For any K ∈ N
≥K1 ,

R > 2/η, n ∈N, ε0 ∈ (0,1), and β ∈ [0,
η

η+1 ], there exists C6.9(K,R,R1, ν0, η) >

0 and an N6.9 = N6.9(m,n, ε0,K,β,η,ω) ∈ N a.s. such that for any ν1 ∈
(1/R,1/2), ν0 ∈ (0, η1/32), δ ∈ [a2κ0

n ,1], N ∈ N and (t, x) ∈ R+ ×R, on{
ω : (t, x) ∈ Z(N,n,K,β),N > N6.9

}
,

QS,2,δ,ν0

(
s, t, x, t ′, x′)

≤ C6.9
[
a−2ε0
n + 24N6.9

][
d2−ν1

(
δ̄
(γ γ̃m−2+η/2−ε0)∧0
N + a2βγ

n δ̄
γ−2+η/2−ε0
N

)
+ (d ∧ √

δ)2−ν1δ−2+η/2−ε0
(
d̄

2γ γ̃m

N + a2βγ
n d̄

2γ
N

)]
∀s ≤ t ≤ t ′,

∣∣x′∣∣≤ K + 1.

Here d = d((t ′, x′), (t, x)), d̄N = d ∨ 2−N and δ̄N = δ ∨ d̄2
N . Moreover, N6.9 is

stochastically bounded uniformly in (n,β).

PROOF. The proof is similar to the proof of Lemma 5.5 in [15]. First, we use
Lemma 6.6 to bound |u(r, y)| in the integral defining QS,2,δ,ν0 . Since we may
assume s ≥ δ, and from the assumptions we know that δ ≥ a

2κ0
n , therefore we

have d((r, y), (t, x)) ≥ a
κ0
n . Hence, when we use (6.11) to bound |u(r, y)|, we may

drop the max with a
κ0
n in (6.11). Then we proceed as in Lemma 5.5 in [15]. The

only difference is that we use Lemma 5.7(a) instead of Lemma 4.4(a) from [15].
Therefore, we get the power −2 + η/2 − ε0 instead of −3/2 for δ. �
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LEMMA 6.10. Let 0 ≤ m ≤ m̄+ 1 and assume (Pm). For any K ∈ N
≥K1 , R >

2/η, n ∈ N, ε0 ∈ (0,1), and β ∈ [0,
η

η+1 ], there is a C6.10(K,R1,μ(R), η, ε1) >

0 and N6.10 = N6.10(m,n,R, ε0,K,β)(ω) ∈ N a.s. such that for any ν1 ∈
(1/R,1/2), δ ∈ [a2κ0

n ,1], N ∈N and (t, x) ∈ R+ ×R, on{
ω : (t, x) ∈ Z(N,n,K,β),N > N6.10

}
,(6.12)

QT,δ

(
s, s′, t ′, x′)
≤ C6.10

[
a−2ε0
n + 24N6.10

]|s − s′|1−ν1/2

× [
δ̄
(γ γ̃m−2+η/2−ε0)∧0
N + a2βγ

n δ̄
γ−2+η/2−ε0
N

+ 1{δ<d̄2
N }δ

−2+η/2−ε0
(
d̄

2γ γ̃m

N + a2βγ
n d̄

2γ
N

)]
∀s ≤ t ≤ t ′, s′ ≤ t ′ ≤ TK,

∣∣x′∣∣≤ K + 1.

(6.13)

Here d = d((t ′, x′), (t, x)), d̄N = d ∨ 2−N and δ̄N = δ ∨ d̄2
N . Moreover, N6.10 is

stochastically bounded uniformly in (n,β).

The proof of Lemma 6.10 follows the same lines as the proof of Lemma 5.6 in
[15].

PROOF. Let ξ = 1 − ((2R)−1 ∧ η2

2(η+1)
) and define N6.10 = N1(m,n, ξ, ε0,

K,β) so that N6.10 is stochastically bounded uniformly in (n,β), immediately
from (Pm). Assume that s ∨ s′ ≡ s̄ ≥ δ; otherwise, QT,δ(s, s

′, t ′, x′) ≡ 0. Let s =
s ∧ s ′. We use Lemma 6.6 to bound |u(r, y)| in the integrand of QT,δ and the
maximum with a

κ0
n can be ignored since a

κ0
n ≤ √

t ′ − r in the calculations below.
We argue as in the proof of Lemma 5.6 in [15], that for ω as in (6.12) and s, t , s ′,
t ′, x′ as in (6.13) we have

QT,δ

(
s, s′, t ′, x′)
≤ C6.6

∫ s̄−δ

(s−δ)+

∫
R

G′
t ′−r

(
y − x′)2e2R1Ke2(R1+1)|x−y|

× [
2−N ∨ (√

t ′ − r + |y − x|)]2γ ξ

× [
2−N ∨ (√

t ′ − r + |y − x|)γ̃m−1 + aβ
n

]2γ
μ(dy)dr.

(6.14)

Note that

2−N ∨ (√
t ′ − r + |y − x|)≤ (

2−N ∨ ∣∣x − x′∣∣)+ √
t ′ − r + ∣∣y − x′∣∣

≤ d̄N + √
t ′ − r + ∣∣y − x′∣∣,(6.15)

and

(6.16) e(2R1+1)|y−x| ≤ C(K,R1)e
(2R1+1)|y−x′|.
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Apply Lemma 5.2, (6.15) and (6.16) to (6.14) to get

QT,δ

(
s, s′, t ′, x′)
≤ C6.6C(K,R1)

∫ s̄−δ

(s−δ)+

∫
R

(
t ′ − r

)−1
G2(t ′−r)

(
y − x′)2

× e2(R1+1)|y−x′|[d̄2γ ξ
N + (

t ′ − r
)γ ξ + ∣∣y − x′∣∣2γ ξ ]

× [
d̄

2γ (γ̃m−1)
N + (

t ′ − r
)γ (γ̃m−1) + ∣∣y − x′∣∣2γ (γ̃m−1) + a2βγ

n

]
× μ(dy)dr.

(6.17)

Apply Lemma 5.5(d) with a = γ ξ and a = γ (γ̃m − 1) to (6.17) to get

QT,δ

(
s, s′, t ′, x′)
≤ C(K,R1, η)

∫ s̄−δ

(s−δ)+

(
t ′ − r

)−2+η/2−ε0
[
d̄

2γ ξ
N + (

t ′ − r
)γ ξ ]

× [
d̄

2γ (γ̃m−1)
N + (

t ′ − r
)γ (γ̃m−1) + a2βγ

n

]
dr

≤ C(K,R1, η)

∫ s̄−δ

(s−δ)+
1{r≤t ′−d̄2

N }
(
t ′ − r

)−2+η/2−ε0

× [(
t ′ − r

)γ (γ̃m+ξ−1) + a2βγ
n

(
t ′ − r

)γ ξ ]
dr + C(K,R1, η)

×
∫ s̄−δ

(s−δ)+
1{r>t ′−d̄2

N }
(
t ′ − r

)−2+η/2−ε0 dr
[
d̄

2γ (γ̃m+ξ−1)
N + a2βγ

n d̄
2γ ξ
N

]
=: C(K,R1, η)(J1 + J2).

(6.18)

Note that ∫ s̄−δ

(s−δ)+
1{r>t ′−d̄2

N }
(
t ′ − r

)−2+η/2−ε0 dr

≤ 1{δ<d̄2
N }
[(

t ′ − s̄ + δ
)−2+η/2−ε0

∣∣s′ − s
∣∣

∧ 1

1 − η/2 + ε0

(
t ′ − s̄ + δ

)−1+η/2−ε0

]

≤ 1

1 − η/2 − ε0
1{δ<d̄2

N }δ
−2+η/2−ε0

(∣∣s′ − s
∣∣∧ δ

)
.

(6.19)

From (6.18) and (6.19) we get

J2 ≤ C(η)1{δ<d̄2
N }δ

−2+η/2−ε0
(∣∣s′ − s

∣∣∧ δ
)
d̄

(−2γ (1−ξ))
N

[
d̄

2γ γ̃m

N + a2βγ
n d̄

2γ
N

]
≤ C(η)1{δ<d̄2

N }δ
−2+η/2−ε0

(∣∣s′ − s
∣∣∧ δ

)1−ν1/2[
d̄

2γ γ̃m

N + a2βγ
n d̄

2γ
N

]
,

(6.20)

where we have used the fact that γ (1 − ξ) ≤ 1 − ξ ≤ (2R)−1 ≤ ν1/2.
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For J1, let p = γ (γ̃m + ξ − 1) − (2 − η/2 + ε0) or γ ξ − (2 − η/2 + ε0) for
0 ≤ m − 1 ≤ m̄. Recall that γ̃m ∈ [1,1 + η], and η ∈ (0,1). By our choice of ξ and
from the bounds on γ , γ̃m, η we get

p ≥ γ ξ −
(

2 − η

2
+ ε0

)

≥ −2 + η

2
− ε0 + γ

(
1 − η2

2(η + 1)

)

≥ −2 + η

2
− ε0 + γ − η2

2(η + 1)

> −1 + 10ε1,

(6.21)

where we have used (2.14) in the last inequality. From the same bounds on
γ, γ̃m, η, ξ , we also get

p ≤ γ (γ̃m + ξ − 1) −
(

2 − η

2
+ ε0

)

≤ γ (1 + η) − 2 + η

2
− ε0

≤ −1 + 3

2
η − ε0

<
1

2
.

(6.22)

From (6.21) and (6.22) we get

p ∈
(

10ε1 − 1,
1

2

)
.

Let p′ = p ∧ 0 and let 0 ≤ ε ≤ −p′. Since t ′ ≤ K and p′ ∈ [0,1 − 10ε1), we get
similarly to (5.25) in [15],

I (p) :=
∫ s̄−δ

(s−δ)+
1{r≤t ′−d̄2

N }
(
t ′ − r

)p
dr

≤ C(K,ε1)
∣∣s′ − s

∣∣1−ε
(δ̄N )ε+p′

.

(6.23)

Define q = p+γ (1−ξ), so that q = γ γ̃m−2+η/2−ε0 or q = γ −(2−η/2+ε0).
We distinguish between two cases as follows.

The first case is q ≤ 0. Then p′ = p < 0. Choose ε = γ (1 − ξ) ≤ (2R)−1 <

ν1/2, then ε + p′ = q ≤ 0. Thus, we can use (6.23) with this ε to get

I (p) ≤ C(K,ε1)
∣∣s′ − s

∣∣1−ε
(δ̄N )q

≤ C(K,ε1)
∣∣s′ − s

∣∣1−ν1/2
(δ̄N )q.

(6.24)
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The second case is q > 0. Then p′ = (q − γ (1 − ξ)) ∧ 0 ≥ −γ (1 − ξ). Choose
ε = −p′ ≤ γ (1 − ξ) ≤ (2R)−1 < ν1/2 and again we can apply (6.23) to get

I (p) ≤ C(K,ε1)
∣∣s′ − s

∣∣1−ε

≤ C(K,ε1)
∣∣s′ − s

∣∣1−ν1/2
.

(6.25)

From (6.24) and (6.25) we get

(6.26) I (p) ≤ C(K,ε1)
∣∣s′ − s

∣∣1−ν1/2
(δ̄N)q∧0.

From (6.18) and (6.26) we get

(6.27) J1 ≤ C(K,ε1)
∣∣s′ − s

∣∣1−ν1/2[
δ̄
(γ γ̃m−2+η/2−ε0)∧0
N + a2βγ

n δ̄
(γ−2+η/2−ε0)∧0
N

]
.

From (6.18), (6.20) and (6.27), (6.13) follows. �

NOTATION. Let

d
(
(s, t, x),

(
s′, t ′, x′))=

√∣∣s − s′∣∣+√∣∣t − t ′
∣∣+ ∣∣x − x′∣∣

and

�̄u′
1

(
m,n,α, ε0,2−N )
= a−2ε0

n

[
a−α(1−η/4)
n 2−Nγ γ̃m + (

aα/2
n ∨ 2−N )(γmγ−2+η/2)∧0

+ a−α(1−η/4)+βγ
n

(
aα/2
n ∨ 2−N )γ ].

(6.28)

PROPOSITION 6.11. Let 0 ≤ m ≤ m̄ + 1 and assume (Pm). For any n ∈ N,
ν1 ∈ (0, η/2), ε0 ∈ (0,1), K ∈ N

≥K1 , α ∈ [0,2κ0], and β ∈ [0,
η

η+1 ], there exists

N6.11 = N6.11(m,n, ν1, ε0,K,α,β, η,μ(R))(ω) in N
≥2 a.s. such that for all N ≥

N6.11, (t, x) ∈ Z(N,n,K,β), s ≤ t , s ′ ≤ t ′ ≤ TK ,

d
(
(s, t, x),

(
s′, t ′, x′))≤ 2−N,

implies that,∣∣Faα
n
(s, t, x) − Faα

n

(
s′, t ′, x′)∣∣

≤ 2−86d
(
(s, t, x),

(
s′, t ′, x′))1−ν1�̄u′

1

(
m,n,α, ε0,2−N ).

Moreover N6.11 is stochastically bounded uniformly in (n,α,β).

PROOF. The proof of Proposition 6.11 is similar to the proof of Proposi-
tion 5.8 in [15]. Let R = 33/(ν1η) and choose ν0 ∈ (R−1, ν1/32). Let d =
d((t, x), (t ′, x′)), d̄N = d ∨ 2−N and

(6.29) Qaα
n

(
s, t, x, s′, x′, t ′

)= QT,aα
n

(
s, s′, t ′, x′)+ 2∑

i=1

QS,i,aα
n ,ν0

(
s, t, x, t ′, x′).
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We use Lemmas 6.8–6.10 to bound Qaα
n
(s, t, x, s′, x′, t ′). We get that there exists

C(K,ν1) and N2(m,n, ν1, ε0,K,β,η) stochastically bounded uniformly in (n,β),
such that for all N ∈ N and (t, x), on{

ω : (t, x) ∈ Z(N,n,K + 1, β),N ≥ N2
}
,

R
γ
0 Qaα

n

(
s, t, x, s′, x′, t ′

)1/2

≤ C(K,ν1)
[
a−ε0
n + 22N2

](
d +

√∣∣s′ − s
∣∣)1−ν1/2

× {(
aα/2
n ∨ d̄N

)(γ γ̃m−2+η/2−ε0)∧0 + aβγ
n

(
aα/2
n ∨ d̄N

)γ−2+η/2−ε0

+ a−1+η/4−ε0/2
n

(
d̄

γ γ̃m

N + aβγ
n d̄

γ
N

)}
∀s ≤ t ≤ t ′, s′ ≤ t ′ ≤ TK,

∣∣x′∣∣≤ K + 2.

The rest of the proof follows the proof of Proposition 5.8 in [15] after (5.37)
there. Briefly, we use the Dubins–Schwarz theorem to bound |Faα

n
(s, t, x) −

Faα
n
(s′, t ′, x′)|. We get that the power of αn in �̄u′

1
(m,n,α, ε0,2−N) changes

from −3/4α in [15] to −(1 − η/4)α and the power of (a
α/2
n ∨ 2−N) changes to

(γ γm − 2 + η/2) ∧ 0 instead of (γm+1 − 2) ∧ 0 in [15]. �

From Remark 4.3 we have Fδ(t, t, x) = −u′
1,δ(t, x). Hence, the following corol-

lary follows immediately from Proposition 6.11.

COROLLARY 6.12. Let 0 ≤ m ≤ m̄ + 1 and assume (Pm). Let n, ν1, ε0,K,α

and β as in Proposition 6.11. For all N ≥ N6.11, (t, x) ∈ Z(N,n,K,β) and t ′ ≤
TK , if d((t, x), (t ′, x′)) ≤ 2−N then

(6.30)

∣∣u′
1,aα

n
(t, x) − u′

1,aα
n

(
t ′, x′)∣∣

≤ 2−85d
(
(t, x),

(
t ′, x′))1−ν1�̄u′

1

(
m,n,α, ε0,2−N ).

We would like to bound |u′
1,δ − u′

1,a
2κ0
n

|. Let δ ≥ a
2κ0
n and s = t − δ + a

2κ0
n . It is

easy to check that

(6.31) u′
1,δ(t, x) = −F

a
2κ0
n

(
t − δ + a2κ0

n , t, x
)
.

The following lemmas will be used to bound |F
a

2κ0
n

(s, t, x)−F
a

2κ0
n

(t, t, x)|, where

the hypothesis
√

t − s ≤ 2−N from Proposition 6.11 is weakened considerably (see
Proposition 6.14).

LEMMA 6.13. Let 0 ≤ m ≤ m̄ + 1 and assume (Pm). For any K ∈ N
≥K1 ,

R > 2/η, n ∈ N, ε0 ∈ (0,1), and β ∈ [0,
η

η+1 ], there is a C6.13(K,R1,μ(R), η) >
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0 and N6.13 = N6.13(m,n,R, ε0,K,β)(ω) ∈ N a.s. such that for any ν1 ∈
(1/R,η/2),N ∈ N and (t, x) ∈ R+ ×R, on{

ω : (t, x) ∈ Z(N,n,K,β),N > N6.13
}
,

Q
T,a

2κ0
n

(s, t, t, x)

≤ C6.13
[
a−2ε0
n + 24N6.13

]{|t − s|1−ν1/4[((t − s) ∨ a2κ0
n

)γ γ̃m−2+η/2−ε0

+ a2βγ
n

(
(t − s) ∨ a2κ0

n

)γ−2+η/2−ε0
]

(6.32)

+ 1{a2κ0
n <2−2N }

(
(t − s) ∧ a2κ0

n

)
a−2+η/2−ε0
n

× 2Nν1/2(2−2Nγ γ̃m + a2βγ
n 2−2Nγ )} ∀s ≤ t.

Moreover N6.13 is stochastically bounded uniformly in (n,β).

PROOF. The proof follows the same lines as the proof of Lemma 5.10 in [15].
Fix θ ∈ (0, η/2 − ε0) such that γ − θ > 1 − η/2 − ε0. Let ξ = 1 − ((4γR)−1 ∧ θ)

and define N6.13 = N1(m,n, ξ(R), ε0,K,β). Then we get from (Pm) that N6.13

is stochastically bounded uniformly in (n,β). Assume that t ≥ a
2κ0
n ; otherwise

Q
T,a

2κ0
n

(s, t, t, x) ≡ 0. Now repeat the same steps as in Lemma 6.10. Here we

have x′ = x, s′ = t ′ = t and δ = a
2κ0
n . We get that

J1 =
∫ t−a

2κ0
n

(s−a
2κ0
n )+

1{r<t−2−2N }
[
(t − r)γ (γ̃m+ξ−1)−2+η/2−ε0

+ a2βγ
n (t − r)γ ξ−2+η/2−ε0

]
dr,

J2 =
∫ t−a

2κ0
n

(s−a
2κ0
n )+

1{r≥t−2−2N }(t − r)−2+η/2−ε0 dr

× 2−2Nγ ξ [2−2Nγ (γ̃m−1) + a2βγ
n

]
,

(6.33)

and

(6.34) QT,an(s, t, t, x) ≤ C6.6C(K,R1, η)[J1 + J2].
Repeat the same steps as in (6.19) and (6.20) with dN = 2−N, δ = a

2κ0
n , s′ = t , and

use the fact that γ (1 − ξ(R)) ≤ (4R)−1 ∧ θ ≤ ν1/4 to get,

J2 ≤ C(η)1{a2κ0
n <2−2N }a

−2+η/2−ε0
n

(|t − s| ∧ a2κ0
n

)
× 22Nγ (1−ξ)[2−2Nγ γ̃m + a2βγ

n 2−2Nγ ]
≤ C(η)1{a2κ0

n <2−2N }a
−2+η/2−ε0
n

(|t − s| ∧ a2κ0
n

)
× 2Nν1/2[2−2Nγ γ̃m + a2βγ

n 2−2Nγ ].
(6.35)
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For J1, let p = γ (γ̃m +ξ −1)−2+η/2−ε0 or p = γ ξ −2+η/2−ε0. Recall that
η ∈ (0,1), γ ∈ (0,1−η/2− ε0 + θ) and R > 2/η. Therefore, ξ = 1− ((4γR)−1 ∧
θ) ≥ 1 − θ and

(6.36) p ∈
(
θ(η/2 − ε0 − θ) − 1,

1

2

)
.

If we consider the case of p ≥ 0 and p < 0 separately we get, as in the proof of
Lemma 5.10 in [15], that

(6.37)
∫ (t−a

2κ0
n )

(s−a
2κ0
n )+

(t − r)p dr ≤ C(η)(t − s)
(
(t − s) ∨ a2κ0

n

)p
.

Use (6.37) and the fact that γ (1 − ξ(R)) ≤ (4R)−1 ≤ ν1/4 to get

J1 ≤ C(η)(t − s)
[(

(t − s) ∨ a2κ0
n

)γ (γ̃m+ξ−1−ε0)−2+η/2

+ a2βγ
n

(
(t − s) ∨ a2κ0

n

)γ ξ−2+η/2−ε0
]

≤ C(η)(t − s)1−γ (1−ξ)[((t − s) ∨ a2κ0
n

)γ γ̃m−2+η/2−ε0

+ a2βγ
n

(
(t − s) ∨ a2κ0

n

)γ−2+η/2−ε0
]

≤ C(η,K)(t − s)1−ν1/4[((t − s) ∨ a2κ0
n

)γ γ̃m−2+η/2−ε0

+ a2βγ
n

(
(t − s) ∨ a2κ0

n

)γ−2+η/2−ε0
]
.

(6.38)

From (6.33), (6.34), (6.35) and (6.38), we get (6.32). �

PROPOSITION 6.14. Let 0 ≤ m ≤ m̄ + 1 and assume (Pm). For any n ∈ N,
ν1 ∈ (0, η/2), ε0 ∈ (0,1), K ∈ N

≥K1 and β ∈ [0,
η

η+1 ], there is an N6.14 =
N6.14(m,n, ν1, ε0,K,β,η,μ(R))(ω) ∈N a.s. such that for all N ≥ N6.14, (t, x) ∈
Z(N,n,K,β), s ≤ t and

√
t − s ≤ N−4/ν1 implies that∣∣F

a
2κ0
n

(s, t, x) − F
a

2κ0
n

(t, t, x)
∣∣

≤ 2−81a−3ε0
n

{
2−N(1−ν1)

(
aκ0
n ∨ 2−N )(γ γm−2+η/2)∧0

+ 2Nν1a−1+η/4+κ0
n

(
2−N

a
3κ0−κ0η/2−1+η/4
n

+ 1
)

× (
2−Nγ γ̃m + aβγ

n

(
aκ0
n ∨ 2−N )γ )

+ (t − s)(1−ν1)/2((√t − s ∨ aκ0
n

)γ γ̃m−2+η/2

+ aβγ
n

(√
t − s ∨ aκ0

n

)γ−2+η/2)}
.

(6.39)

Moreover N6.14 is stochastically bounded, uniformly in (n,β).
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PROOF. The proof is similar to the proof of Proposition 5.11 in [15]. First, we
bound R

γ
0 Q

T,a
2κ0
n

(s, t, t, x)1/2 as follows. Let N2(m,n, ν1, ε0,K,β) = 8
ν1

[N6.13 +
Ñ0(K)], where Ñ0(K) ∈ N is large enough such that

C6.13R
γ
0

[
a−ε0
n + 22N6.13

]
2−ν1N2/4

≤ C6.13R
γ
0

[
a−ε0
n + 22N6.13

]
2−2N6.13−2Ñ0(K)

≤ 2−100a−ε0
n .

(6.40)

On {
ω : (t, x) ∈ Z(N,n,K,β),N ≥ N6.13(m,n,2/ν1, ε0,K,β)

}
,

we have

R
γ
0 Q

T,a
2κ0
n

(s, t, t, x)1/2

≤ (
√

t − s)1−ν1/2�1
(
m,n,

√
t − s ∨ aκ0

n

)+ 2Nν1/2�2
(
m,n,2−N ),

s ≤ t,
√

t − s ≤ 2−N2,

(6.41)

where

�1
(
m,n,

√
t − s ∨ aκ0

n

)
:= 2−100a−3ε0

n

{(√
t − s ∨ aκ0

n

)γ γ̃m−2+η/2 + aβγ
n

(√
t − s ∨ aκ0

n

)γ−2+η/2}
,

�2
(
m,n,2−N )
:= 2−100a−3ε0−1+η/4+κ0

n

(
2−Nγ γ̃m + aβγ

n 2−Nγ ).
The only difference from the proof in [15] is that we use Lemma 6.13 instead of
Lemma 5.10 in [15]. This gives the values �1, �2 above. The rest of the proof
is similar to the proof of Proposition 5.11 in [15]. We use the Dubins–Schwarz
theorem and Proposition 6.11 with

�̄u′
1

(
m,n,2κ0, ε0,2−(N−1))
= a−2ε0

n

[
a−2κ0(1−η/4)
n 2−(N−1)γ γ̃m + (

aκ0
n ∨ 2(N−1))(γ̃mγ−2+η/2)∧0

+ a−2κ0(1−η/4)+βγ
n

(
aκ0
n ∨ 2−(N−1))γ ].

to get ∣∣F
a

2κ0
n

(s, t, x) − F
a

2κ0
n

(t, t, x)
∣∣

≤ 2−812−N(1−ν1)a−3ε0
n

[
a−2κ0(1−η/4)
n 2−Nγ γ̃m

+ (
aκ0
n ∨ 2−N )(γ̃mγ−2+η/2)∧0 + a−2κ0(1−η/4)+βγ

n

(
aκ0
n ∨ 2−N )γ ](6.42)
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+ 2−99a−3ε0
n (t − s)1−ν1

{(√
t − s ∨ aκ0

n

)γ γ̃m−2+η/2

+ aβγ
n

(√
t − s ∨ aκ0

n

)γ−2+η/2}
+ 2−98a−3ε0−1+η/4+κ0

n 2Nν1
(
2−Nγ γ̃m + aβγ

n 2−Nγ ).
Note that

(6.43)

2−N(1−ν1)a−2κ0(1−η/4)
n + 2Nν1a−1+η/4+κ0

n

≤ 2Nν1a−1+η/4+κ0
n

(
2−N

a
3κ0−κ0η/2−1+η/4
n

+ 1
)
.

From (6.42) and (6.43) we get (6.39). �

We would like to bound the increment of Gαn with α ∈ [0,2κ0]. As in
Lemma 4.2, for Fδ , we get

Gδ(s, t, x) =
∫ (s−δ)+

0

∫
R

G(t∨s)−r (y − x)D(r, y)W(dr, dy)

for all s a.s. for all (t, x).

We need to bound Gaα
n
(s, t, x) − Gaα

n
(t, t, x) with α ∈ [0,2κ0], so we repeat the

same process that led to Proposition 6.11. The difference is that now we deal with
the Gaussian densities Gt−r instead of the derivatives G′

t−r . Recall that Propo-
sition 6.11 followed from Lemmas 6.8–6.10. In order to bound the increment of
G

a
κ0
n

, one needs analogues to the above lemmas with Gaussian densities Gt−r in-
stead of the derivative G′

t−r . The proofs of these lemmas and the proposition fol-
low the same lines as the proof of Lemmas 6.8–6.10 and Proposition 6.11; there-
fore they are omitted. Here, is the final statement.

PROPOSITION 6.15. Let 0 ≤ m ≤ m̄ + 1 and assume (Pm). For any n ∈ N,
ν1 ∈ (0, η/2), ε0 ∈ (0,1), K ∈ N

≥K1 , α ∈ [0,2κ0], and β ∈ [0,
η

η+1 ], there is an
N6.15 = N6.15(m,n, ν1, ε0,K,α,β, η,μ(R))(ω) in N a.s. such that for all N ≥
N6.15, (t, x) ∈ Z(N,n,K,β), s ≤ t and

√
t − s ≤ 2−N ,∣∣Gaα

n
(s, t, x) −Gaα

n
(t, t, x)

∣∣≤ 2−92(t − s)(1−ν1)/2a−3ε0
n a−α(1/2−η/4)

n

× [(
aα/2
n ∨ 2−N )γ γ̃m + aβγ

n

(
aα/2
n ∨ 2−N )γ ].

We will use the modulus of continuity of u′
1,aα

n
from Corollary 6.12 to get the

modulus of continuity for u1,aα
n

.

NOTATION. Define

�̄u1

(
m,n,α, ε0,2−N,η

)
= a−3ε0−(1−η/4)α

n

[
aβ
n a(1−η/4)α

n + aβγ
n

(
aα/2
n ∨ 2−N )γ+1

+ (
aα/2
n ∨ 2−N )γ γ̃m+1 + 1{m≥m̄}aα(1−η/4)

n

(
aα/2
n ∨ 2−N )η].
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If ν > 0, let N ′
6.16(ν) be the smallest natural number such that 21−N ≤ N−4/ν

whenever N > N ′
6.16(ν).

PROPOSITION 6.16. Let 0 ≤ m ≤ m̄ + 1 and assume (Pm). For any n ∈ N,
ν1 ∈ (0, γ − 1 + η/2), ε0, ε1 ∈ (0,1), K ∈ N

≥K1 , α ∈ [0,2κ0], and β ∈ [0,
η

η+1 ],
there is an N6.16 = N6.16(m,n, ν1, ε0,K,α,β, η,μ(R))(ω) in N a.s. such that for
all N ≥ N6.16, n,α satisfying

(6.44)
a2κ0
n ≤ 2−2(N6.14(m,n,ν1/2,ε0,K,β,η,μ(R))+1) ∧ 2

−2(N ′
6.16(

ν1ε1
2κ0

)+1)
and

α ≥ ε1,

(t, x) ∈ Z(N,n,K,β), t ′ ≤ TK ,

d
(
(t, x),

(
t ′, x′))≤ 2−N,

implies,

(6.45)

∣∣u1,aα
n
(t, x) − u1,aα

n

(
t ′, x′)∣∣

≤ 2−90d
(
(t, x),

(
t ′, x′))1−ν1�̄u1

(
m,n,α, ε0,2−N,η

)
.

Moreover N6.16 is stochastically bounded uniformly in n ∈ N, α ∈ [0,2κ0] and
β ∈ [0,

η
η+1 ].

REMARK 6.17. Although n appears in both sides of (6.44), the fact that N6.14
is stochastically bounded ensures that (6.44) holds for infinitely many n.

PROOF. The proof of Proposition 6.16 follows the same lines as the proof of
Proposition 5.13 in [15].

Let

N ′′
6.16

(
m,n, ν1, ε0,K,α,β, η,μ(R)

)
= ((2N6.11)

(
m,n, ν1/2, ε0,K + 1, α,β, η,μ(R)

)
∨ N6.15

(
m,n, ν1, ε0,K + 1, α,β, η,μ(R)

))+ 1.

(6.46)

Hence, N ′′
6.16 is stochastically bounded in (n,α,β). Assume (6.44) and

(6.47)
N ≥ N ′′

6.16, (t, x) ∈ Z(N,n,K,β), t ′ ≤ TK and

d
(
(t, x),

(
t ′, x′))≤ 2−N.

As in the proof of Proposition 5.13 in [15], (t ′, x′) ∈ Z(N − 1, n,K + 1, β) and
we may assume t ′ ≤ t .

Recall that

(6.48) Gaα
n

(
t ′, t, x

)= Gt−t ′+aα
n

(
u
(
t ′ − aα

n , ·))(x) = Gt−t ′
(
u1,aα

n

(
t ′, ·))(x).
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From (6.48) we get that the increment of u1,aα
n

can be bounded by∣∣u1,aα
n

(
t ′, x′)− u1,aα

n
(t, x)

∣∣≤ ∣∣u1,aα
n

(
t ′, x′)− u1,aα

n

(
t ′, x

)∣∣
+ ∣∣u1,aα

n

(
t ′, x

)− Gt−t ′
(
u1,aα

n

(
t ′, ·))(x)

∣∣
+ ∣∣Gaα

n

(
t ′, t, x

)−Gaα
n
(t, t, x)

∣∣
≡ T1 + T2 + T3.

(6.49)

For T1 let (t̂0, x̂0) be as in the definition of (t, x) ∈ Z(N,n,K,β). Let y be be-
tween x′ and x. Therefore, d((t ′, y), (t, x)) ≤ 2−N and d((t̂0, x̂0), (t, x)) ≤ 2−N .
Use Corollary 6.12 twice, with ν1/2 in place of ν1, (6.31) and the definition of
(t̂0, x̂0) in Z(N,n,K,β), to get∣∣u′

1,aα
n

(
t ′, y

)∣∣≤ ∣∣u′
1,aα

n

(
t ′, y

)− u′
1,aα

n
(t, x)

∣∣
+ ∣∣u′

1,aα
n
(t, x) − u′

1,aα
n
(t̂0, x̂0)

∣∣
+ ∣∣u′

1,aα
n
(t̂0, x̂0) − u′

1,a
2κ0
n

(t̂0, x̂0)
∣∣

+ ∣∣u′
1,a

2κ0
n

(t̂0, x̂0)
∣∣

≤ 2−842−N(1−ν1/2)�̄u′
1

(
m,n,α, ε0,2−N )

+ ∣∣F
a

2κ0
n

(
t̂0 − aα

n + a2κ0
n , t̂0, x̂0

)− F
a

2κ0
n

(t̂0, t̂0, x̂0)
∣∣

+ aβ
n .

(6.50)

We would like to bound the increment of F
a

2κ0
n

in (6.50) with the use of Proposi-

tion 6.14, but we need some adjustments first. Choose N ′ such that

(6.51) 2−N ′−1 ≤ aκ0
n ≤ 2−N ′

.

From (6.44) we have

(6.52) aκ0
n ≤ 2−N6.14(m,n,ν1/2,ε0,K,β,η,μ(R))−1.

From (6.51), (6.52), we get

(6.53) N ′ ≥ N6.14
(
m,n, ν1/2, ε0,K,β,η,μ(R)

)
.

Also from (6.44) and (6.51) we have

(6.54) 2−N ′−1 ≤ aκ0
n ≤ 2

−N ′
6.16(

ν1ε1
2κ0

)−1
.

Hence N ′ ≥ N ′
6.16(

ν1ε1
2κ0

) and by (6.51), our choice of α ≥ ε1 and the previously
introduced notation for N ′

6.16(
ν1ε1
2κ0

) we have

(6.55) aα/2
n ≤ 2

−N ′α
2κ0 ≤ 2

−N ′ε1
2κ0 ≤ N

′− 4ε1
2κ0

2κ0
ν1ε1 = N

′− 4
ν1 .
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By the definition of (t̂0, x̂0) in Z(N,n,K,β) and (6.51) we have

(6.56)
∣∣u(t̂0, x̂0)

∣∣≤ an = an ∧ (
a1−κ0
n 2−N ′)

,

and therefore, (t̂0, x̂0) ∈ Z(N ′, n,K,β). From (6.53) and (6.55), we get that the
assumptions of Proposition 6.14 hold with N ′ instead of N , (t̂0, x̂0) instead of
(t, x), ν1/2 instead of ν1 and s = t̂0 − aα

n + a
2κ0
n . Hence from Proposition 6.14 and

the simple inequality a
κ0
n ≤ a

α/2
n , one easily gets∣∣F

a
2κ0
n

(
t̂0 − aα

n + a2κ0
n , t̂0, x̂0

)− F
a

2κ0
n

(t̂0, t̂0, x̂0)
∣∣

≤ 2−78a−3ε0
n

{
a

κ0(1− ν1
2 )

n aκ0[(γ γm−2+η/2)∧0]
n

+ a−κ0(1−η/2+ν1/2)
n

(
aκ0γ γ̃m
n + aβγ

n aκ0γ
n

)
+ a

α
2 (1− ν1

2 )
n

(
a

α
2 (γ γ̃m−2+ η

2 )
n + aβγ

n a
α
2 (γ−2+ η

2 )
n

)}
.

(6.57)

Since a
κ0
n ≤ a

α/2
n , the middle term in (6.57) is bounded by the third term and we

get ∣∣F
a

2κ0
n

(
t̂0 − aα

n + a2κ0
n , t̂0, x̂0

)− F
a

2κ0
n

(t̂0, t̂0, x̂0)
∣∣

= 2−77a−3ε0
n

{
a

κ0(1− ν1
2 )

n a
κ0[(γ γm−2+ η

2 )∧0]
n

+ a
− α

2 (1−η/2+ν1/2)
n

(
a

α
2 γ γ̃m
n + aβγ

n a
α
2 γ
n

)}
.

(6.58)

Recall from (6.3) that γm ≥ 1. Hence by our assumptions on ν1 [ν1 ∈ (0, γ − 1 +
η/2)] and (6.3), we get that

(6.59) γ γm ≥ 1 − η

2
+ ν1.

From (6.59) we immediately get

(6.60) 1 − ν1

2
+ γ γm − 2 + η

2
≥ ν1

2
> 0.

From (6.60) we have

(6.61) a
κ0[1− ν1

2 +(γ γm−2+ η
2 )∧0]

n ≤ (
aα/2
n ∨ 2−N )1− ν1

2 +(γ γm−2+η/2)∧0
.

Recall the definition of �̄u′
1
(m,n,α, ε0,2−N) given in (6.28). Apply (6.58) and

(6.61) to (6.50), and repeat the same steps as in (5.79) in [15] to get∣∣u′
1,aα

n

(
t ′, y

)∣∣ ≤ 2−842−N(1−ν1/2)a−2ε0
n

[
a−α(1−η/4)
n 2−Nγ γ̃m

+ (
aα/2
n ∨ 2−N )(γ γm−2+η/2)∧0

+ a−α(1−η/4)+βγ
n

(
aα/2
n ∨ 2−N )γ ](6.62)
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+ 2−77a−3ε0
n

{(
aα/2
n ∨ 2−N )1− ν1

2 +(γ γm−2+η/2)∧0

+ a
− α

2 (1−η/2+ν1/2)
n

(
a

α
2 γ γ̃m
n + aβγ

n a
α
2 γ
n

)}+ aβ
n

≡ 2−76�̃u1

(
m,n,α, ε0, ν1, a

α/2
n ∨ 2−N,η

)+ aβ
n .

Since γ ∈ (0,1) and by the assumption ν1 < γ −1+η/2, we get that 1−ν1/2 > 0.
Together with (6.60) it follows that �̃u1 is monotone increasing in a

α/2
n ∨ 2−N .

From the Mean Value theorem and (6.62) we get

(6.63) T1 ≤ [
2−76�̃u1

(
m,n,α, ε0, ν1, a

α/2
n ∨ 2−N,η

)+ aβ
n

]∣∣x − x′∣∣.
Recall that t ′ ≤ t . From (6.46) and (6.47) we get that N > N6.15 and

√
t ′ − t ≤

2−N . Apply Proposition 6.15 to T3 to get

(6.64)
T3 ≤ 2−92(t ′ − t

)(1−ν1)/2
a−3ε0
n a−α(1/2−η/4)

n

× [(
aα/2
n ∨ 2−N )γ γ̃m + aβγ

n

(
aα/2
n ∨ 2−N )γ ].

The last term that we have to bound is T2. By repeating the same steps as in the
proof of Proposition 5.13 in [15] we get

(6.65) T2 ≤ C(K)
√

t − t ′
[
aβ
n + �̃u1

(
m,n,α, ε0, ν1, a

α/2
n ∨ 2−N,η

)]
.

Use (6.63), (6.64) and (6.65) in (6.49), then use d((t, x), (t ′, x′)) ≤ 2−N , to get∣∣u1,aα
n

(
t ′, x′)− u1,aα

n
(t, x)

∣∣
≤ (

C6.66(K)2−Nν1/2 + 2−92)d((t, x),
(
t ′, x′))1−ν1

× a−α(1−η/4)−3ε0
n

[
aα(1−η/4)
n aβ

n

+ (
aα/2
n ∨ 2−N ){aα(1−η/4)

n

(
aα/2
n ∨ 2−N )(γ γ̃m−2+η/2)∧0

+ (
aα/2
n ∨ 2−N )γ γ̃m + aβγ

n

(
aα/2
n ∨ 2−N )γ }].

(6.66)

Choose N1(K, ν1) such that

(6.67) 2−N1ν1/2C6.66(K) ≤ 2−92,

and define N6.16 = N ′′
6.16 ∨ N1 which is stochastically bounded uniformly in

(n,α,β) ∈ N× [0,2κ0] × [0,
η

η+1 ]. Assume N ≥ N6.16. Note that if m < m̄, from
(6.3) and (6.4) we get

aα(1−η/4)
n

(
aα/2
n ∨ 2−N )(γ γ̃m−2+η/2)∧0

= aα(1−η/4)
n

(
aα/2
n ∨ 2−N )γ γm−2+η/2

≤ (
aα/2
n ∨ 2−N )γ γm

≤ (
aα/2
n ∨ 2−N )γ γ̃m.

(6.68)
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If m ≥ m̄ we have

(6.69) aα(1−η/4)
n

(
aα/2
n ∨ 2−N )(γ γ̃m−2+η/2)∧0 = aα(1−η/4)

n

(
aα/2
n ∨ 2−N )η−1

.

From (6.66)–(6.69) we get∣∣u1,aα
n

(
t ′, x′)− u1,aα

n
(t, x)

∣∣
≤ 2−90d

(
(t, x),

(
t ′, x′))1−ν1a−α(1−η/4)−3ε0

n

× [
aα(1−η/4)+β
n + 1{m≥m̄}

(
aα/2
n ∨ 2−N )ηaα(1−η/4)

n

+ (
aα/2
n ∨ 2−N )γ γ̃m+1 + aβγ

n

(
aα/2
n ∨ 2−N )γ+1]

= 2−90d
(
(t, x),

(
t ′, x′))1−ν1�̄u1

(
m,n,α, ε0,2−N,η

)
. �

We need to bound the increments of u2,aα
n

as we did for u1,aα
n

in Proposi-
tion 6.16. First we introduce the following notation.

NOTATION.

�̄1,u2

(
m,n, ε0,2−N,η

)
= a−3ε0

n 2−Nγ [(2−N ∨ aα
n

)γ (γ̃m−1) + aγβ
n

]
,

�̄2,u2(m,n, ε0, η)

= a−3ε0
n

[
a(α/2)(γ γ̃m−1+η/2)
n + a(α/2)(γ−1+η/2)

n aγβ
n

]
.

(6.70)

PROPOSITION 6.18. Let 0 ≤ m ≤ m̄ + 1 and assume (Pm). Let θ ∈ (0, γ −
1 +η/2). Then for any n ∈ N, ν1 ∈ (0, θ), ε0 ∈ (0,1), K ∈ N

≥K1 , α ∈ [0,2κ0], and
β ∈ [0,

η
η+1 ], there is an N6.18 = N6.18(m,n, ν1, ε0,K,α,β, η) ∈ N a.s. such that

for all N ≥ N6.18, (t, x) ∈ Z(N,n,K,β), and t ′ ≤ TK ,

d ≡ d
(
(t, x),

(
t ′, x′))≤ 2−N implies that∣∣u2,aα

n
(t, x) − u2,aα

n

(
t ′, x′)∣∣

≤ 2−89[d η−ν1
2 �̄1,u2

(
m,n, ε0,2−N,η

)+ d1−ν1�̄2,u2(m,n, ε0, η)
]
.

Moreover, N6.18 is stochastically bounded, uniformly in (n,α,β).

The proof of Proposition 6.18 follows the same lines as the proof of Proposi-
tion 6.16, and hence we omit it. Also see Section 7 in [15].

The following lemma is crucial to the proof of Proposition 6.3.

LEMMA 6.19. Let γ satisfy (1.10), that is γ > 1 − η
2(η+1)

. For all n,m ∈ N,
0 ≤ β ≤ η

η+1 and 0 < d ≤ 1,

(6.71) aβγ
n

(
aκ0
n ∨ d

)γ1−1 ≤ aβ
n + (

d ∨ aκ0
n

)γ̃m+1−1
.
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PROOF. The proof of Lemma 6.19 follows the same lines of Lemma 5.15 in
[15].

From (6.3) we have

(6.72) γ1 − 1 = γ − 1 + η/2.

From (1.10) we have

(6.73) γ + η

2
− 1 >

η2

2(η + 1)
.

From (2.15), (6.73), (1.10) and (4.16) we have

β(γ − 1) + κ0(γ + η/2 − 1) ≥ β(γ − 1) + 1

η + 1

(
η2

2(η + 1)

)

≥ −β
η

2(η + 1)
+ 1

η + 1

(
η2

2(η + 1)

)

≥ 0.

(6.74)

From (6.74) we have

(6.75) βγ + κ0(γ + η/2 − 1) ≥ β.

Case 1. d ≤ a
κ0
n . From (6.72) and (6.75) we get

aβγ
n

(
aκ0
n ∨ d

)γ1−1 = aβγ+κ0(γ+η/2−1)
n

≤ aβ
n .

(6.76)

Case 2. a
κ0
n < d ≤ a

β
n and a

β
n ≤ dη. From (1.10) and (6.72) we have

aβγ
n

(
aκ0
n ∨ d

)γ1−1 ≤ d(1+η)γ+η/2−1

≤ dη

= dγ̃m̃+1−1

≤ dγ̃m+1−1,

(6.77)

where we have used (6.2) and (6.5) in the last two lines.
Case 3. a

κ0
n < d ≤ a

β
n and dη < a

β
n . From (1.10) we have

βγ + (γ + η/2 − 1)
β

η
≥ β

(
γ

η + 1

η
+ 1

2
− 1

η

)

≥ β.

(6.78)

From (6.78), (6.72) and the assumption of this case we have

aβγ
n

(
aκ0
n ∨ d

)γ1−1 ≤ aβγ+(γ+η/2−1)β/η
n

≤ aβ
n .

(6.79)
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Case 4. a
β
n < d . The following inequity follows directly from (1.10),

(6.80) 2γ + η

2
− 1 ≥ η.

Note that by (4.16) and (2.15), β < κ0. In this case we have, in particular, a
κ0
n < d .

This, (1.10), (6.72) and (6.80) imply

aβγ
n

(
aκ0
n ∨ d

)γ1−1 ≤ d2γ+η/2−1

≤ dη

≤ dγ̃m+1−1,

(6.81)

where for the last inequality we have used the same argument as in (6.77).
From (6.76), (6.77), (6.79) and (6.81), (6.71) follows. �

PROOF OF PROPOSITION 6.3. The proof follows the same lines as the proof
of Proposition 5.1 in [15].

Let 0 ≤ m ≤ m̄ and assume (Pm). Our goal is to derive (Pm+1). Let ε0 ∈ (0,1),
M = � 2

ηε0
�, ε2 = 2κ0

M
≤ κ0ε0η and set αi = iε2 for i = 0,1, . . . ,M , so that αi ∈

[ε2,2κ0] for i ≥ 1. Recall that γ satisfies (1.10) is fixed. From (1.10) we get that
γ > 1 − η/2. Let n, ξ , K and β be as in (Pm) where we may assume ξ > 2 −
γ − η/2 without loss of generality. Define ν1 = 1 − ξ ∈ (0, γ − 1 + η/2), ξ ′ =
ξ + (1 − ξ)/2 ∈ (ξ,1),

N2(m,n, ξ, ε0,K,β,η)(ω)

=
M∨
i=1

N6.16(m,n, ν1, ε0/6,K + 1, αi, β, η)(ω),

N3(m,n, ξ, ε0,K,β,η)(ω)

=
M∨
i=1

N6.18(m,n, ν1, ε0/6,K + 1, αi, β, η)(ω),

N4(m,n, ξ, ε0,K,β)

=
⌈

2

1 − ξ

((
N6.14(m,n, ν1/2, ε0/6,K + 1, β, η)

(6.82)
∨ N ′

6.16
(
ν1ε2/(2κ0)

))+ 1
)⌉

≡
⌈

1

1 − ξ
N5(m,n, ν1, ε0,K,β,η)

⌉
.

Recall that in the verification of (P0) we chose ε0 = 0, and N1 = N1(0, ξ ′,K,η)

was independent of n and β . Let

N6(ξ,K,β) = N1
(
0, ξ ′,K,η

)
,
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and

N1(m,n, ξ, ε0,K,β,η)

= (
N2 ∨ N3 ∨ N4(m,n, ξ, ε0,K,β,η)

)∨ N6(ξ,K,β) + 1

∈ N, P -a.s.

In what follows we often omit the dependence of N1(m,n, ξ, ε0,K,β,η) in m, n,
ξ , ε0, K , β , η and write N1.

Because N6.14, N6.16, N ′
6.16, N6.18 are stochastically bounded uniformly in

(n,β), therefore, so is N1.
Assume N ≥ N1, (t, x) ∈ Z(N,n,K,β), t ′ ≤ TK and d((t, x), (t ′, x′)) ≤ 2−N .

Consider first the case of

(6.83) a2κ0η
n > 2−N5(m,n,ν1,ε0,K,β,η).

Recall that γ̃m+1 − 1 ≤ η. Since N ≥ N1(0, ξ ′,K,η) we get from (P0) with ε0 = 0
and ξ ′ in place of ξ and then, (6.83) and our choice of ξ ′,∣∣u(t ′, x′)∣∣≤ 2−Nξ ′

≤ 2−Nξ ′[(
aκ0
n ∨ 2−N )γ̃m+1−1]2N5/2

≤ 2−N(1−ξ)/22N5/22−Nξ [(aκ0
n ∨ 2−N )γ̃m+1−1 + aβ

n

]
≤ 2−Nξ [(aκ0

n ∨ 2−N )γ̃m+1−1 + aβ
n

]
,

(6.84)

where we have used N ≥ N4 ≥ (1 − ξ)−1N5 in the last line. From (6.84), (Pm+1)

follows.
Next we deal with the complement of (6.83). Assume that

(6.85) a2κ0η
n ≤ 2−N5(m,n,ν1,ε0,K,β,η).

Let N ′ = N − 1 ≥ N2 ∨ N3. Note that (t̂0, x̂0), which is defined as the point
near (t, x) in the set Z(N,n,K,β), satisfies (t̂0, x̂0) ∈ Z(N,n,K + 1, β) ⊂
Z(N ′, n,K + 1, β). We also get from the triangle inequality that d((t̂0, x̂0),

(t ′, x′)) ≤ 2−N ′
. From (6.82) and (6.85) we get that (6.44) holds with (ε0/6,K +1)

instead of (ε0,K). Therefore, from inequality N ′ ≥ N2 we can apply Proposi-
tion 6.16 to α = αi ≥ ε2, i = 1, . . . ,M , with (t̂0, x̂0) instead of (t, x), ε0/6 instead
of ε0, and N ′ instead of N . Since N ′ ≥ N3 we may apply Proposition 6.18 with
the same parameters.

Choose i ∈ {1, . . . ,M} such that

(i) if 2−N ′
> aκ0

n , then aαi/2
n < 2−N ′ ≤ a

αi−1/2
n = aαi/2

n a−ε2/2
n ,

(ii) if 2−N ′ ≤ aκ0
n , then i = M and so aαi/2

n = aκ0
n ≤ 2−N ′

.

(6.86)
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In either case we have

(6.87) aαi/2
n ∨ 2−N ′ ≤ aκ0

n ∨ 2−N ′
,

and

(6.88) a−(1−η/4)αi
n

(
aκ0
n ∨ 2−N ′)2−η/2 ≤ a−(1−η/4)ε2

n .

Apply Proposition 6.16 as described above with 1 − ν1 = ξ and use the facts that
d((t̂0, x̂0)), (t

′, x′) ≤ 2−N ′
, γ̃m = γm for m ≤ m̄ and γm+1 = γ γm + η/2. Then use

(6.87), (6.88) to get∣∣u1,a
αi
n

(t̂0, x̂0) − u1,a
αi
n

(
t ′, x′)∣∣

≤ 2−90d
(
(t̂0, x̂0),

(
t ′, x′))ξ a−ε0/2−(1−η/4)αi

n

× [
aβ
n a(1−η/4)αi

n + aβγ
n

(
aαi/2
n ∨ 2−N ′)γ+1

+ (
aαi/2
n ∨ 2−N ′)γ γ̃m+1 + 1{m≥m̄}aαi(1−η/4)

n

(
aαi/2
n ∨ 2−N ′)η]

≤ 2−892−N ′ξ a−ε0/2
n

[
aβ
n + a−(1−η/4)ε2

n aβγ
n

(
aκ0
n ∨ 2−N ′)γ−1+η/2

+ a−(1−η/4)ε2
n

(
aκ0
n ∨ 2−N ′)γ γm−1+η/2

+ 1{m≥m̄}
(
aκ0
n ∨ 2−N ′)η]

, i = 1, . . . ,M.

(6.89)

Apply Proposition 6.18 with α = αi ≥ ε2, (t̂0, x̂0) instead of (t, x), ε0/6 instead
of ε0, N ′ instead of N , 1 − ν1 = ξ . Use the facts that d((t̂0, x̂0), (t

′, x′)) ≤ 2−N ′
,

γ̃m = γm for m ≤ m̄ and γm+1 = γ γm + η/2, and use (6.87) to get∣∣u2,a
αi
n

(t̂0, x̂0) − u2,a
αi
n

(
t ′, x′)∣∣

≤ 2−89[d((t̂0, x̂0),
(
t ′, x′))ξ/2−(1−η)/2

a−ε0/2
n

× 2−N ′γ [(aκ0
n ∨ 2−N ′)γ (γ̃m−1) + aβγ

n

]
+ d

(
(t̂0, x̂0),

(
t ′, x′))ξ a−ε0/2

n

[
a

κ0
2 (γ γ̃m−1+ η

2 )
n + aβγ

n a
κ0
2 (γ−1+ η

2 )
n

]]
≤ 2−89a−ε0/2

n

[
2−N ′(ξ/2+1/2)2−N ′(γ−1+η/2)

× [(
aκ0
n ∨ 2−N ′)γ (γm−1) + aβγ

n

]
+ 2−N ′ξ [(aκ0

n ∨ 2−N ′)(γ γm−1+η/2)

+ aβγ
n

(
aκ0
n ∨ 2−N ′)(γ−1+ η

2 )]]
≤ 2−88a−ε0/2

n 2−N ′ξ [(aκ0
n ∨ 2−N ′)γ γm−1+η/2

+ aβγ
n

(
aκ0
n ∨ 2−N ′)γ−1+η/2]

, i = 1, . . . ,M.

(6.90)
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From (6.89), (6.90), we get∣∣u(t̂0, x̂0) − u
(
t ′, x′)∣∣

≤ ∣∣u2,a
αi
n

(t̂0, x̂0) − u2,a
αi
n

(
t ′, x′)∣∣

+ ∣∣u1,a
αi
n

(t̂0, x̂0) − u1,a
αi
n

(
t ′, x′)∣∣

≤ 2−872−N ′ξ a−ε0/2
n a−(1−η/4)ε2

n

[
aβ
n + aβγ

n

(
aκ0
n ∨ 2−N ′)γ−1+η/2

+ (
aκ0
n ∨ 2−N ′)γ γm−1+η/2 + 1{m=m̄}

(
aκ0
n ∨ 2−N ′)η]

.

(6.91)

Consider m = m̄ and m < m̄ separately to get

(6.92)
(
aκ0
n ∨ 2−N ′)γ γm−1+η/2 + 1{m=m̄}

(
aκ0
n ∨ 2−N ′)η ≤ 2

(
aκ0
n ∨ 2−N ′)γ̃m+1−1

.

Recall that ε2 ≤ ηκ0ε0 and therefore (1 − η/4)ε2 ≤ ε0/2. Use this and (6.92) on
(6.91) to get ∣∣u(t̂0, x̂0) − u

(
t ′, x′)∣∣

≤ 2−842−Nξa−ε0
n

[
aβ
n + aβγ

n

(
aκ0
n ∨ 2−N )γ−1+η/2

+ (
aκ0
n ∨ 2−N )γ̃m+1−1]

.

(6.93)

From (6.93) and the facts that |u(t̂0, x̂0)| < a
1−κ0
n 2−N and γ0 = 1, γ1 = γ + η/2

we get
∣∣u(t ′, x′)∣∣≤ a−ε0

n 2−Nξ [a1−κ0
n 2−N(1−ξ)

+ 2−84[aβ
n + aβγ

n

(
aκ0
n ∨ 2−N )γ1−1 + (

aκ0
n ∨ 2−N )γ̃m+1−1]]

.
(6.94)

By our choice of N1 and N4 we have N(1 − ξ) ≥ 1. Recall that β ∈ [0,
η

1+η
] =

[0,1 − κ0]. Therefore

(6.95) a1−κ0
n 2−N(1−ξ) ≤ a

1−κ0
n

2
≤ a

β
n

2
.

From Lemma 6.19 we have

(6.96) aβγ
n

(
aκ0
n ∨ 2−N )γ1−1 ≤ aβ

n + (
2−N ∨ aκ0

n

)γ̃m+1−1
.

Apply (6.95), (6.96) to (6.94) to get

(6.97)
∣∣u(t ′, x′)∣∣≤ a−ε0

n 2−Nξ [aβ
n + (

2−N ∨ aκ0
n

)γ̃m+1−1]
,

which implies (Pm+1). �
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7. Proof of Proposition 4.8. This section is dedicated to the proof of Propo-
sition 4.8. The proof follows the same lines as the proof of Proposition 3.3 in [15].
Before we start with the proof we will need the following proposition.

PROPOSITION 7.1. Let 0 ≤ m ≤ m̄ + 1 and assume (Pm). Then for any n ∈
N, ε0 ∈ (0, η/2), ν1 ∈ (0, ε0], K ∈ N

≥K1 , α ∈ [0,2κ0], and β ∈ [0,
η

η+1 ], there
is an N7.1 = N7.1(m,n, ν1, ε0,K,α,β, η) a.s. such that for all N ≥ N7.1, (t, x) ∈
Z(N,n,K,β),

d ≡ d
(
(t, x),

(
t, x′))≤ 2−N implies that∣∣ũ2,aα

n

(
t, a2κ0+2ε0

n , x
)− ũ2,aα

n

(
t, a2κ0+2ε0

n , x′)∣∣
≤ 2−89a−ε0

n

[(
a−κ0(1−η/2)−3ε0
n d

)∧ dη/2−ε0
]
�̄1,u2

(
m,n, ε,2

−N,η
)

+ d1−ν1�̄2,u2(m,n, ε,η),

(7.1)

where

�̄1,u2

(
m,n, ε0,2−N,η

)= 2−Nγ (1−ε0)
[(

2−N ∨ aκ0
n

)γ (γ̃m−1) + aγβ
n

]
,

�̄2,u2(m,n, ε0, η) = aα(1+η/2−ε0)/2
n .

(7.2)

Moreover, N6.18 is stochastically bounded, uniformly in (n,α,β).

The proof of Proposition 7.1 is given in Section 8.
In Proposition 6.3 we established the property (Pm̄+1). Therefore, we can use

the conclusions of Corollary 6.12 and Proposition 6.14 along with Proposition 7.1,
with m = m̄+1. We will use these conclusions to derive the modulus of continuity
for u1,aα

n
and ũ2,aα

n
.

We will construct a few sequences of stopping times {U(i)
M,n,βj

}M,n, i =
1,2, . . . ,4, j = 1,2, . . . and, roughly speaking, we will show that their minimum
is the required sequence of stopping times {UM,n}M,n. We fix K0 ∈ N

≥K1 as before
(4.18) and the positive constants ε0, ε1 as in (2.14). For 0 < β ≤ η

η+1 − ηε1, define

(7.3) α = α(β) = 2(β/η + ε1) ∈ [0,2κ0],
and

U
(1)
M,n,β = inf

{
t : there are ε ∈ [aκ0+ε0

n ,2−M],
|x| ≤ K0 + 1, x̂0, x

′ ∈ R, s.t.
∣∣x − x′∣∣≤ 2−M,

|x − x̂0| ≤ ε,
∣∣u(t, x̂0)

∣∣≤ an ∧ (
a1−κ0
n ε

)
,∣∣u′

1,a
2κ0
n

(t, x̂0)
∣∣≤ aβ

n , and
(7.4) ∣∣u′

1,aα
n

(
t + a2κ0+2ε0

n , x
)− u′

1,aα
n

(
t + a2κ0+2ε0

n , x′)∣∣
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> 2−76a−ε0−(2−η/2)ε1
n

(∣∣x − x′∣∣∨ aκ0+ε0
n

)1−ε0

× [
a−(2−η/2)β/η
n

(
ε ∨ ∣∣x′ − x

∣∣)(η+1)γ

+ aβ(η−1)/η
n + aβγ−β(2−η/2)/η

n

(
ε ∨ ∣∣x′ − x

∣∣)γ ]}∧ TK0 .

Define U
(1)
M,n,0 by the same expression with β = 0, but without the condition on

|u′
1,a

2κ0
n

(t, x̂0)|. Just as in Section 6 of [15], U
(1)
M,n,β is an (Ft )-stopping time.

LEMMA 7.2. For each n ∈ N and β as in (4.16), U(1)
M,n,β ↑ TK0 as M ↑ ∞ and

(7.5) lim
M→∞ sup

n,0≤β≤ η
η+1 −ηε1

P
(
U

(1)
M,n,β < TK0

)= 0.

PROOF. From the monotonicity in M and (7.5) the first assertion is trivial.
Let us consider the second assertion. Recall that nM was defined before (4.36).
By Proposition 6.3 we can use Corollary 6.12 with ε0/2 instead of ε0, m = m̄ + 1,
ν1 = ε0, K = K0 +1, and α, β as in (7.3) and (4.16), respectively. Therefore, there
exists N0(n, ε0, ε1,K0 +1, β) ∈ N a.s., stochastically bounded uniformly in (n,β)

[where β is as in (4.16)], such that if

(7.6)
N ≥ N0(ω), (t, x) ∈ Z(N,n,K0 + 1, β),

aκ0+ε0
n + ∣∣x − x′∣∣≤ 2−N,

then, ∣∣u′
1,aα

n

(
t + a2κ0+2ε0

n , x
)− u′

1,aα
n

(
t + a2κ0+2ε0

n , x′)∣∣
≤ ∣∣u′

1,aα
n

(
t + a2κ0+2ε0

n , x
)− u′

1,aα
n
(t, x)

∣∣
+ ∣∣u′

1,aα
n

(
t + a2κ0+2ε0

n , x′)− u′
1,aα

n
(t, x)

∣∣
≤ 2−83(∣∣x − x′∣∣∨ aκ0+ε0

n

)1−ε0a−ε0
n

[
a−2(β/η+ε1)(1−η/4)
n 2−Nγ (η+1)

+ (
2−N ∨ a(β/η+ε1)

n

)((η+1)γ−2+η/2)∧0

+ a−2(β/η+ε1)(1−η/4)+βγ
n

(
aβ/η+ε1
n ∨ 2−N )γ ].

(7.7)

Since γ > 1 − η
2(η+1)

+ 100ε1 [see (2.14)] we have

(7.8) (η + 1)γ − 2 + η/2 ≥ η − 1

and

a−β(2−η/2)/η+βγ+(β/η+ε1)γ
n ≤ aβ(γ (η+1)/η−2/η+1/2)

n

≤ a(η−1)β/η
n .

(7.9)
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Note that

(7.10) a(β/η+ε1)(η−1)
n ≤ aβ(η−1)/η

n a−(2−η/2)ε1
n .

From (7.7), (7.8), (7.9) and (7.10) we have∣∣u′
1,aα

n

(
t + a2κ0+2ε0

n , x
)− u′

1,aα
n

(
t + a2κ0+2ε0

n , x′)∣∣
= 2−83(∣∣x − x′∣∣∨ aκ0+ε0

n

)1−ε0a−ε0−(2−η/2)ε1
n

× [
a−β(2−η/2)/η
n 2−Nγ (η+1) + (

2−N ∨ aβ/η
n

)η−1

+ a−β(2−η/2)/η+βγ
n 2−γN ].

(7.11)

Assume that β > 0 [if β = 0 we can omit the bound on |u′
1,aα

n
(t, x̂0)| in what

follows]. Assume that M ≥ N0(n, ε0, ε1,K0 + 1, β) + 2. Suppose that for some
t < TK0 (≤ TK0+1) there are ε ∈ [aκ0+ε0

n ,2−M ], |x| ≤ K0 + 1, x̂0, x
′ ∈ R satisfying

|x −x′| ≤ 2−M , |x̂0 −x| ≤ ε, |u(t, x̂0)| ≤ an ∧ (a
1−κ0
n ε) and |u′

1,aα
n
(t +a

2κ0
n , x̂0)| ≤

a
β
n . If x �= x′, then

(7.12) 0 <
(∣∣x − x′∣∣+ aκ0+ε

n

)∨ ε ≤ 2−M+1 ≤ 2−N0−1.

By (7.12) we may choose N > N0 such that 2−N−1 < ε ∨ (a
κ0+ε0
n + |x − x′|) ≤

2−N . Then (7.6) holds and we get from (7.11)∣∣u′
1,aα

n

(
t + a2κ0+2ε0

n , x
)− u′

1,aα
n

(
t + a2κ0+2ε0

n , x′)∣∣
≤ 2−78(∣∣x − x′∣∣∨ aκ0+ε0

n

)1−ε0a−ε0−(2−η/2)ε1
n

× [
a−β(2−η/2)/η
n

(∣∣x − x′∣∣∨ aκ0+ε0
n ∨ ε

)γ (η+1) + aβ(η−1)/η
n

+ a−β(2−η/2)/η+βγ
n

(∣∣x − x′∣∣∨ aκ0+ε0
n ∨ ε

)γ ]
≤ 2−76(∣∣x − x′∣∣∨ aκ0+ε0

n

)1−ε0a−ε0−(2−η/2)ε1
n

× [
a−β(2−η/2)/η
n

(∣∣x − x′∣∣∨ ε
)γ (η+1) + aβ(η−1)/η

n

+ a−β(2−η/2)/η+βγ
n

(∣∣x − x′∣∣∨ ε
)γ ]

.

(7.13)

If x = x′ the bound in (7.13) is trivial. From (7.13) we get that if M ≥
N0(n, ε0, ε1,K0 + 1, β) + 2, then U

(1)
M,n,β = TK0 . Therefore, we have shown that

P
(
U

(1)
M,n,β < TK0

)= P(M < N0 + 2).

This completes the proof because N0(n, ε0, ε1,K0 + 1, β) is stochastically
bounded uniformly in (n,β), where β satisfies (4.16). �
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Next we define a stopping time related to the increment of u2,aα
n

. For 0 < β <
η

η+1 − ε1 define

U
(2)
M,n,β = inf

{
t : there are ε ∈ [0,2−M], |x| ≤ K0 + 1,

x̂0, x
′ ∈ R, s.t.

∣∣x − x′∣∣≤ 2−M,

|x − x̂0| ≤ ε,
∣∣u(t, x̂0)

∣∣≤ an ∧ (
a1−κ0
n ε

)
,∣∣u′

1,a
2κ0
n

(t, x̂0)
∣∣≤ aβ

n , and

∣∣ũ2,aα
n

(
t, a2κ0+2ε0

n , x
)− ũ2,aα

n

(
t, a2κ0+2ε0

n , x′)∣∣
> 2−87a−ε0

n

[((
a−κ0(1−η/2)−3ε0
n

∣∣x − x′∣∣)∧ ∣∣x − x′∣∣η/2−ε0
)

× (
ε ∨ ∣∣x′ − x

∣∣)γ (1−ε0)

× [(
aκ0
n ∨ ε ∨ ∣∣x′ − x

∣∣)ηγ + aβγ
n

]
+ ∣∣x − x′∣∣1−ε0a

3β
2 +ε1−ε0

n

)]}∧ TK0 .

(7.14)

Define U
(2)
M,n,0 by the same expression with β = 0, but without the condition on

|u′
1,a

2κ0
n

(t, x̂0)|. Just as in Section 6 of [15], U
(2)
M,n,β is an (Ft )-stopping time.

LEMMA 7.3. For each n ∈ N and β as in (4.16), U(2)
M,n,β ↑ TK0 as M ↑ ∞ and

lim
M→∞ sup

n,0≤β≤ η
η+1 −ηε1

P
(
U

(2)
M,n,β < TK0

)= 0.

PROOF. As before, we only need to show the second assertion. By Proposi-
tion 6.3, we can use Proposition 7.1 with m = m̄ + 1, ν1 = ε0, K = K0 + 1 and
α, β as in (7.3) and (4.16), respectively. Therefore, there exists N0(n, ε0, ε1,K0 +
1, β) ∈ N a.s., stochastically bounded uniformly in (n,β) as in (4.16), such that if

N ≥ N0(ω), (t, x) ∈ Z(N,n,K0 + 1, β),
∣∣x − x′∣∣≤ 2−N,(7.15) ∣∣ũ2,aα

n

(
t, a2κ0+2ε0

n , x
)− ũ2,aα

n

(
t, a2κ0+2ε0

n , x′)∣∣
≤ 2−89a−ε0

n

[((∣∣x − x′∣∣a−κ0(1−η/2)−3ε0
n

)∧ ∣∣x − x′∣∣η/2−ε0
)

(7.16)
× 2−Nγ (1−ε0)

[(
2−N ∨ aκ0

n

)γ η + aγβ
n

]
+ ∣∣x − x′∣∣1−ε0

[
a(β/η+ε1)(1+η/2−ε0)
n

]]
.

Recall that η ∈ (0,1), then from (4.16) and (2.15) we have

(7.17)
(

β

η
+ ε1

)(
1 + η

2
− ε0

)
≥ 3

2
β + ε1 − 2ε0.
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Apply (7.17) to (7.16) to get∣∣ũ2,aα
n

(
t, a2κ0+2ε0

n , x
)− ũ2,aα

n

(
t, a2κ0+2ε0

n , x′)∣∣
≤ 2−89a−ε0

n

[((∣∣x − x′∣∣a−κ0(1−η/2)−3ε0
n

)∧ ∣∣x − x′∣∣η/2−ε0
)

× 2−γN(1−ε0)
[(

2−N ∨ aκ0
n

)ηγ + aγβ
n

]
+ ∣∣x − x′∣∣1−ε0a3β/2+ε1−2ε0

n

]
.

(7.18)

The rest of the proof is similar to the proof of Lemma 7.2, where (7.18) is used
instead of (7.13). �

NOTATION.

(7.19)

�̃u′
1
(n, ε, ε0, β, η)

= a−ε0
n ε−ε0

{
ε
(
ε ∨ aκ0

n

)η−1 + (
εa−κ0(2−η/2)

n + a−1+η/4+κ0
n

)
× (

ε(η+1)γ + aβγ
n

(
ε ∨ aκ0

n

)γ )}
.

For 0 < β <
η

η+1 − ε1 define

U
(3)
M,n,β = inf

{
t : there are ε ∈ [2−a

−(β/η+ε1)ε0/4
n ,2−M],

|x| ≤ K0 + 1, x̂0 ∈ R, s.t. |x − x̂0| ≤ ε,∣∣u(t, x̂0)
∣∣≤ an ∧ (

a1−κ0
n ε

)
,
∣∣u′

1,a
2κ0
n

(t, x̂0)
∣∣≤ aβ

n , and

∣∣u′
1,a

2κ0
n

(t, x) − u′
1,aα

n

(
t + a2κ0+2ε0

n , x
)∣∣

> 2−78(�̃u′
1
(n, ε, ε0, β, η) + aβ+ε1η

2/4
n

)}∧ TK0 .

(7.20)

Define U
(3)
M,n,0 by the same expression with β = 0, but without the condition on

|u′
1,a

2κ0
n

(t, x̂0)|. Just as in Section 6 of [15], U
(3)
M,n,β is an (Ft )-stopping time.

LEMMA 7.4. For each n ∈N and β as in (4.16), U(3)
M,n,β ↑ TK0 as M ↑ ∞ and

lim
M→∞ sup

n,0≤β≤ η
η+1 −ηε1

P
(
U

(3)
M,n,β < TK0

)= 0.

PROOF. The proof of Lemma 7.4 follows the same lines as the proof of
Lemma 6.3 in [15]; hence we omit the details. The main difference in the proofs is
that we use Proposition 6.14 instead of Proposition 5.11 in [15]. �
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For 0 < β <
η

η+1 − ε1 define

U
(4)
M,n,β = inf

{
t : there are ε ∈ [0,2−M], |x| ≤ K0 + 1,

x̂0, x
′ ∈ R, s.t.

∣∣x − x′∣∣≤ 2−M, |x − x̂0| ≤ ε,∣∣u(t, x̂0)
∣∣≤ an ∧ (

a1−κ0
n ε

)
,
∣∣u′

1,a
2κ0
n

(t, x̂0)
∣∣≤ aβ

n , and

∣∣u(s, x′)∣∣> 4a−ε0/8
n ε1−ε0/8[(aκ0

n ∨ ε
)η + aβ

n

]}∧ TK0 .

(7.21)

Define U
(4)
M,n,0 by the same expression with β = 0, but without the condition on

|u′
1,a

2κ0+2ε0
n

(t, x̂0)|. Just as in Section 6 of [15], U
(4)
M,n,β is an (Ft )-stopping time.

LEMMA 7.5. For each n ∈ N and β as in (4.16), U(4)
M,n,β ↑ TK0 as M ↑ ∞ and

(7.22) lim
M→∞ sup

n,0≤β≤ η
η+1 −ηε1

P
(
U

(4)
M,n,β < TK0

)= 0.

PROOF. From the monotonicity in M and (7.22) the first assertion is triv-
ial. Let us consider the second assertion. By Proposition 6.3 with ε0/8 instead
of ε0, 1 − ε0/8 instead of ξ , m = m̄ + 1, K = K0 + 1, and β,α as in (4.16) and
(7.3), respectively, there exists N1(n, ε0/8, ε1,K0 +1, β, η) ∈ N a.s., stochastically
bounded uniformly in (n,β) as in (4.16), such that if

(7.23) N ≥ N1(ω), (t, x) ∈ Z(N,n,K0 + 1, β),

then,

(7.24)
∣∣u(t, x′)∣∣≤ a−ε0/8

n 2−N(1−ε0/8)[(aκ0
n ∨ 2−N )η + aβ

n

] ∀∣∣x − x′∣∣≤ 2−N.

Assume that β > 0 [if β = 0 we can omit the bound |u′
1,aα

n
(t, x̂0)| in what follows].

Assume also that M ≥ N1(n, ε0/8, ε1,K0 + 1, β, η). Suppose for some t < TK0

(≤ TK0+1) there are ε ∈ [0,2−M ], |x| ≤ K0 + 1, x̂0 ∈ R satisfying |x − x̂0| ≤ ε,

|u(t, x̂0)| ≤ an ∧ (a
1−κ0
n ε) and |u′

1,a
2κ0
n

(t, x̂0)| ≤ a
β
n . We may choose N ≥ N1 such

that 2−N−1 < ε ≤ 2−N . Then (7.23) holds and we get from (7.24)

(7.25)
∣∣u(t, x′)∣∣≤ 4a−ε0/8

n ε1−ε0/8[(aκ0
n ∨ ε

)η + aβ
n

] ∀∣∣x − x′∣∣≤ 2−N.

We have shown that

P
(
U

(4)
M,n,β < TK0

)= P(M < N1).

This completes the proof because N1(n, ε0/8, ε1,K0 + 1, β) is stochastically
bounded uniformly in (n,β), where β satisfies (4.16). �
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Let

(7.26) UM,n,β =
4∧

j=1

U
(j)
M,n,β

and

(7.27) UM,n =
L(ε0,ε1)∧

i=0

UM,n,βi
,

where {βi}L(ε0,ε1)
i=0 are defined in (4.15). Recall that UM,n depends on the fixed

values of K0, ε0, ε1. Note that βi ∈ [0,
η

η+1 − ε1], for i = 0, . . . ,L by (4.16) and
αi = α(βi) are given by (7.3). By Lemmas 7.2–7.5, {UM,n} satisfy (2.20) in Propo-
sition 2.3.

To complete the proof of Proposition 4.8 we need to prove that the sets J̃n,i(s)

are compact for all s ≥ 0 and to show that J̃n,i(s) contains Jn,i(s), for all 0 ≤
s ≤ UM,n and i = 0, . . . ,L. In the following lemmas we will prove the inclusion
Jn,i(s) ⊂ J̃n,i(s). We assume that M,n satisfy (4.37) throughout the rest of the
section.

We will also need the following lemma. Recall that n1 is defined in (4.36).

LEMMA 7.6. Let s ∈ [0, TK0] and x ∈R. Assume that n ≥ n1(ε0,K0). If

(7.28)
∣∣〈u(s, ·),G

a
2κ0+2ε0
n

(x − ·)〉∣∣≤ an

2
,

then, ∣∣u(s, x̂n(s, x)
)∣∣≤ an.

PROOF. Let (s, x) ∈ [0, TK0] × R. Suppose that (7.28) is satisfied for some
n > n1(ε0,K0). By a simple change of variable we get

(7.29)

∫ x−a
κ0
n

−∞
e|y|G

a
2κ0+2ε0
n

(x − y)dy +
∫ ∞
x+a

κ0
n

e|y|G
a

2κ0+2ε0
n

(x − y)dy

≤ 2eK0

∫ ∞
a

−ε0
n

e|y|G1(y) dy.

Assume that |u(s, x̂n(s, x))| > an. From (7.29) and the continuity of u and our
choice of s ≤ TK0 it follows that∣∣∣∣

∫
R

u(s, x)G
a

2κ0+2ε0
n

(x − y)dy

∣∣∣∣
≥ an

∫ x+a
κ0
n

x−a
κ0
n

G
a

2κ0+2ε0
n

(x − y)dy
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− K0

∫ x−a
κ0
n

−∞
e|y|G

a
2κ0+2ε0
n

(x − y)dy

(7.30)
− K0

∫ ∞
x+a

κ0
n

e|y|G
a

2κ0+2ε0
n

(x − y)dy

≥ an

∫ a
−ε0
n

−a
−ε0
n

G1(y) dy − 2K0e
K0

∫ ∞
a

−ε0
n

e|y|G1(y) dy

>
an

2
.

The last inequality follows from the assumption that n > n1. We get the contradic-
tion with (7.28) and the result follows. �

NOTATION. Let

n2(ε0, κ0, γ, η,K0,R1)

= inf
{
n ∈N :

32C(5.3)(1,2R1, η, ε0/4)

C4.6(η, ε0,2R1 + 2)K2
0e2K0

≥ a
−2γ (κ0+ η

η+1 )+κ0(1−η)+2ε0
n e− a

−2ε0
n
32

}
.

LEMMA 7.7. If i ∈ {0, . . . ,L}, 0 ≤ s ≤ UM,n, and x ∈ Jn,i(s), then for all
n ≥ n2(ε0, κ0, γ, η,K0,R1)∫

R

e2R1|y|∣∣u(s, y)
∣∣2γ

G
a

2κ0+2ε0
n

(x − y)μ(dy)

≤ 128C(5.3)(1,2R1, η, ε0/4)e2R1K0a2γ (κ0+βi)−κ0(1−η)−2ε0
n .

PROOF. Assume that (n, i, s, x) are as above and set ε = a
κ0
n . We have

|〈us,G
a

2κ0+2ε0
n

(x − ·)〉| ≤ an/2. By Lemma 7.6 we get

(7.31)
∣∣u(s, x̂n(s, x)

)∣∣≤ an ≤ an ∧ (
a1−κ0
n ε

)
,

∣∣x̂n(s, x) − x
∣∣≤ ε.

The definition of Jn,i implies that for i = 1, . . . ,L,

(7.32)
∣∣u′

1,a
2κ0
n

(
s, x̂n(s, x)

)∣∣≤ aβi
n /4.

From (2.14) and (2.15) we note that ε1 < κ0. From (4.37) we have n ≥ nM(ε1) and
therefore

(7.33) aκ0
n ≤ 2−M.
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Use (7.31)–(7.33), with |x̂n(s, x)| ≤ K0 + 1 and s < UM,n ≤ U
(4)
M,n,βi

, and take

x = x̂0 = x̂n(s, x) in the definition of U
(4)
M,n,βi

to get for i = 0, . . . ,L

∣∣u(s, y)
∣∣≤ 4a−ε0/8

n aκ0(1−ε0/8)
n

[
aηκ0
n + aβi

n

]
≤ 8a−ε0/8

n aκ0(1−ε0/8)+βi
n

≤ 8aκ0+βi−ε0/4
n ∀y ∈ [x − aκ0

n , x + aκ0
n

]
,

(7.34)

where we have used (2.15) and (4.16) to get βi ≤ κ0η in the second inequity.
From Lemma 5.5(a) with r = 1, λ = 2R1, s = 0, t = a

2κ0+2ε0
n and � = ε0/4 we

have ∫
R

e2R1|y|G
a

2κ0+2ε0
n

(x − y)μ(dy)

≤ C(5.3)(1,2R1, η, ε0/4)e2R1K0a−(κ0+ε0)(1−η+ε0/4)
n

≤ C(5.3)(1,2R1, η, ε0/4)e2R1K0a−κ0(1−η)−5ε0/4
n

∀x ∈ [−K0,K0].

(7.35)

From Lemma 4.6 with t = a
2κ0+2ε0
n and ν1 = ε0 we have∫

R

e(2R1+2)|y|G
a

2κ0+2ε0
n

(x − y)1{|x−y|≥a
κ0
n }μ(dy)

≤ 2C4.6(η, ε0,2R1 + 2)e(2R1+2)K0e− a
−2ε0
n
32

∀x ∈ [−K0,K0].

(7.36)

Recall that TK was defined in (1.13). From (7.34)–(7.36) and the fact that (x, s) ∈
[−K0,K0] × [0, TK0] we have∫

R

e2R1|y|∣∣u(s, y)
∣∣2γ

G
a

2κ0+2ε0
n

(x − y)μ(dy)

=
∫ x+a

κ0
n

x−a
κ0
n

e2R1|y|∣∣u(s, y)
∣∣2γ

G
a

2κ0+2ε0
n

(x − y)μ(dy)

+
∫
R

e2R1|y|∣∣u(s, y)
∣∣2γ

G
a

2κ0+2ε0
n

(x − y)1{|x−y|≥a
κ0
n }μ(dy)

≤ 64a2γ (κ0+βi)−ε0/2
n

∫ x+a
κ0
n

x−a
κ0
n

e2R1|y|G
a

2κ0+2ε0
n

(x − y)μ(dy)

+ K2
0

∫
R

e(2R1+2)|y|G
a

2κ0+2ε0
n

(x − y)1{|x−y|≥a
κ0
n }μ(dy)(7.37)

≤ 64C(5.3)(1,2R1, η, ε0/4)e2R1K0a2γ (κ0+βi)−ε0/2
n a−κ0(1−η)−5ε0/4

n
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+ 2K2
0C4.6(η, ε0,2R1 + 2)e(2R1+2)K0e− a

−2ε0
n
32

≤ 128C(5.3)(1,2R1, η, ε0/4)e2R1K0a2γ (κ0+βi)−κ0(1−η)−2ε0
n

∀i = 0, . . . ,L,

where the last inequality follows from our choice n2. �

LEMMA 7.8. If i ∈ {0, . . . ,L}, 0 ≤ s ≤ UM,n, and x ∈ Jn,i(s), then

(a) |u′
1,a

2κ0
n

(s, x̂n(s, x)) − u′
1,a

αi
n

(s + a
2κ0+2ε0
n , x̂n(s, x))| ≤ 2−73a

βi+ε1η
2/4

n ,

(b) for i > 0, |u′
1,a

αi
n

(s + a
2κ0+2ε0
n , x̂n(s, x))| ≤ a

βi
n /2,

(c) for i < L, u′
1,a

αi
n

(s + a
2κ0+2ε0
n , x̂n(s, x)) > a

βi+1
n /8.

PROOF. Assume that (n, i, s, x) are as above and set ε = a
κ0
n . We have

|〈us,G
a

2κ0+2ε0
n

(x − ·)〉| ≤ an/2. By Lemma 7.6 we get

(7.38)
∣∣u(s, x̂n(s, x)

)∣∣≤ an ≤ an ∧ (
a1−κ0
n ε

)
,

∣∣x̂n(s, x) − x
∣∣≤ ε.

The definition of Jn,i implies for i = 1, . . . ,L

(7.39)
∣∣u′

1,a
2κ0
n

(
s, x̂n(s, x)

)∣∣≤ aβi
n /4.

From (2.14) and (2.15) we note that ε1 < κ0. From (4.37) it follows that n >

n0(ε1, ε0) ∨ nM(ε0), therefore

(7.40) 2−M ≥ aκ0
n = ε ≥ 2−a

−ε0ε1/4
n .

Use (7.38), (7.40), |x̂n(s, x)| ≤ K0 +1 and s < UM,n ≤ U
(3)
M,n,βi

, and take x = x̂0 =
x̂n(s, x) in the definition of U

(3)
M,n,βi

to get

∣∣u′
1,a

2κ0
n

(
s, x̂n(s, x)

)− u′
1,a

αi
n

(
s + a2κ0+2ε0

n , x̂n(s, x)
)∣∣

≤ 2−78(�̃u′
1

(
n,aκ0

n , ε0, βi, η
)+ aβi+ε1η

2/4
n

)
.

(7.41)

Recall that η ∈ (0,1), κ0 = 1
η+1 are fixed. From (4.15) we have

(7.42) βi + ε1η ≤ ηκ0, i = 0, . . . ,L + 1.

Note that for η ∈ (0,1),

(7.43)
1

η + 1
− 1 + η

4
+
(

1 − η

2(η + 1)

)
≥ η

η + 1
.
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Use (2.15), (2.14), (4.15), (4.16) and (7.43) to get

κ0 − 1 + η

4
+ γ (κ0 + βi) − βi

≥ 1

η + 1
− 1 + η

4

+
(

1 − η

2(η + 1)
+ 100ε1

)(
1

η + 1
+ βi

)
− βi

= 1

η + 1
− 1 + η

4
+
(

1 − η

2(η + 1)

)
− η

η + 1
+ 50ε1

≥ 50ε1,

(7.44)

Use (2.15), (2.14), (4.15) and (4.16) to get

−κ0 + κ0
η

2
+ γ (κ0 + βi) − βi

≥ − 1

η + 1
+ η

2(η + 1)

+
(

1 − η

2(η + 1)
+ 100ε1

)(
1

η + 1
+ βi

)
− βi

= − 1

η + 1
+ η

2(η + 1)
+
(

1 − η

2(η + 1)

)
− η

η + 1
+ 50ε1

≥ 50ε1.

(7.45)

From (7.44) and (7.45) we immediately get

(7.46) κ0 − 1 + η

4
+ γ (κ0 + βi) ≥ βi + ε1

and

(7.47) −κ0

(
1 − η

2

)
+ γ (κ0 + βi) ≥ βi + ε1.

From (7.42), (7.46), (7.47) and (2.14) we get,

�̃u′
1

(
n,aκ0

n , ε0, βi, η
)

= a−ε0(1+κ0)
n

{
aηκ0
n + (

aκ0−1+η/4
n + a−κ0(1−η/2)

n

)
× (

aκ0(η+1)γ
n + aβiγ

n aγ κ0
n

)}
≤ 4

{
aβi+ε1η−2ε0
n + aβi+ε1/2

n

}
≤ 8aβi+ε1η/2

n .

(7.48)
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From (7.41) and (7.48) we get∣∣u′
1,a

2κ0+2ε0
n

(
s, x̂n(s, x)

)− u′
1,a

αi
n

(
s + a2κ0+2ε0

n , x̂n(s, x)
)∣∣

≤ 2−73aβi+ε1η
2/4

n ,

(7.49)

and we are done with claim (a) of the lemma. (b) is immediate from (a) and the
fact that |u′

1,a
2κ0
n

(s, x̂n(s, x))| ≤ a
βi
n /4 (by the definition of Jn,i for i > 0).

(c) Since ε0 ≤ ε1η
2/100 by (2.14), a

βi+ε1η
2/4

n ≤ a
βi+1
n by (4.15). For i ≤ L we

have by the definition of Jn,i , u′
1,a

2κ0
n

(s, x̂n(s, x)) ≥ a
βi+1
n . Then (c) follows from

(a) and the triangle inequality. �

LEMMA 7.9. If i ∈ {0, . . . ,L}, 0 ≤ s ≤ UM,n, x ∈ Jn,i(s), and |x − x′| ≤
5l̄n(βi), then

(a) for i > 0, |u′
1,a

αi
n

(s + a
2κ0+2ε0
n , x′)| ≤ a

βi
n ,

(b) for i < L, u′
1,a

αi
n

(s + a
2κ0+2ε0
n , x′) > a

βi+1
n /16.

PROOF. Let (n, i, s, x, x′) as above and set ε = |x − x′| + a
κ0
n . Then from

(4.16) and (4.37) we have

(7.50) ε ≤ 5l̄n(βi) + aκ0
n = 5aβi/η+5ε1

n + aκ0
n ≤ 5a5ε1

n + aκ0
n ≤ 2−M.

From Definition 4.4 we have

(7.51)
∣∣x̂n(s, x) − x′∣∣≤ aκ0

n + ∣∣x − x′∣∣≤ ε,
∣∣x̂n(s, x)

∣∣≤ |x| + 1 ≤ K0 + 1.

By (7.51), s < UM,n ≤ U
(1)
M,n,βi

and the definition of U
(1)
M,n,βi

, with x̂n(s, x) in the
role of x we conclude that∣∣u′

1,a
αi
n

(
s + a2κ0+2ε0

n , x′)− u′
1,a

αi
n

(
s + a2κ0+2ε0

n , x̂n(s, x)
)∣∣

≤ 2−76a−ε0−(2−η/2)ε1
n

(∣∣x − x′∣∣+ aκ0
n

)1−ε0

× [
a−(2−η/2)βi/η
n

(∣∣x′ − x
∣∣+ aκ0

n

)(η+1)γ

+ aβi(η−1)/η
n + aβi(γ η−2+η/2)/η

n

(∣∣x′ − x
∣∣+ aκ0

n

)γ ]
.

(7.52)

From (2.14) and (4.15) we have

(7.53) βi+1 = βi +ε0 ≤ βi −2ε0 − (2−η/2)ε1 +5ε1(1−ε0), i = 0, . . . ,L.

Use (2.15) and (4.15) to deduce βi/η + 5ε1 ≤ κ0, for i = 0, . . . ,L. Since n >

nM(ε1) by (4.37) we get

(7.54)
∣∣x − x′∣∣+ aκ0

n ≤ 6aβi/η+5ε1
n ≤ aβi/η

n .



3158 E. NEUMAN

From (2.15) and (4.15) we have βi/η ≤ κ0 < 1, for i = 0, . . . ,L. Using this and
(7.8), (7.53), (7.54) on (7.52) we get,∣∣u′

1,a
αi
n

(
t + a2κ0+2ε0

n , x′)− u′
1,a

αi
n

(
t + a2κ0+2ε0

n , x̂n(s, x)
)∣∣

≤ 2−76a−ε0−(2−η/2)ε1
n a(βi/η+5ε1)(1−ε0)

n

× [
a(η−1)βi/η
n + 2a(γ (η+1)−2+η/2)βi/η

n

]
≤ 2−74a−ε0−(2−η/2)ε1

n a5ε1(1−ε0)
n a(1−ε0)βi/η

n a(η−1)βi/η
n

≤ 2−74a−ε0−(2−η/2)ε1+5ε1(1−ε0)
n aβi−ε0

n

= 2−74a
βi+1
n .

(7.55)

From (7.55) and Lemma 7.8(b) and (c) we immediately get claims (a) and (b) of
this lemma. �

LEMMA 7.10. If i ∈ {0, . . . ,L}, 0 ≤ s ≤ UM,n, x ∈ Jn,i(s), and |x − x′| ≤
4a

κ0
n , then

(7.56)

∣∣ũ2,a
αi
n

(
s, a2κ0+2ε0

n , x′)− ũ2,a
αi
n

(
s, a2κ0+2ε0

n , x′′)∣∣
≤ 2−75a

βi+1
n

(∣∣x′ − x′′∣∣∨ an

) ∀∣∣x′ − x′′∣∣< l̄n(βi).

PROOF. The proof uses the ideas from the proofs of Lemma 6.7 in [15].
Let (n, i, s, x, x′) as above and set ε = 5a

κ0
n ≤ 2−M , by (4.37). Then

(7.57)
∣∣x′ − x̂n(s, x)

∣∣≤ ∣∣x′ − x
∣∣+ aκ0

n ≤ ε,
∣∣x′∣∣≤ |x| + 1 ≤ K0 + 1.

From Lemma 7.6 we have

(7.58)
∣∣u(s, x̂n(s, x)

)∣∣≤ an = an ∧ (
a1−κ0
n ε

)
.

From the definition of (s, x) ∈ Jn,i we have for i > 0,

(7.59)
∣∣u′

1,a
2κ0
n

(
s, x̂n(s, x)

)∣∣≤ aβi
n /4 ≤ aβi

n .

Let

Q(n, ε0, βi, r)

= a−ε0
n

[(
a−κ0(1−η/2)−3ε0
n r

)∧ (
r(η−2ε0)/2)]

× [(
r ∨ aκ0

n

)(1+η−ε0)γ + (
r ∨ aκ0

n

)γ (1−ε0)aβiγ
n

]
.

Assume that |x′ − x′′| ≤ l̄n(βi) ≤ 2−M where the last inequality is by (4.37). From
s < UM,n ≤ U

(2)
M,n,βi

, and the definition of U
(2)
M,n,βi

, with (x′, x′′) replacing (x, x′)
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we get ∣∣ũ2,a
αi
n

(
s, a2κ0+2ε0

n , x′′)− ũ2,a
αi
n

(
s, a2κ0+2ε0

n , x′)∣∣
≤ 2−87a−ε0

n

[[(∣∣x′′ − x′∣∣a−κ0(1−η/2)−3ε0
n

)
∧ (∣∣x′′ − x′∣∣(η−2ε0)/2)][((5aκ0

n

)∨ ∣∣x′′ − x′∣∣)(η+1−ε0)γ

+ ((
5aκ0

n

)∨ ∣∣x′′ − x′∣∣)γ (1−ε0)aβiγ
n

]
+ ∣∣x′′ − x′∣∣1−ε0a3βi/2+ε1−ε0

n

]
≤ 2−82(Q(n, ε0, βi,

∣∣x′′ − x′∣∣)+ ∣∣x′′ − x′∣∣1−ε0a3βi/2+ε1−ε0
n

)
.

(7.60)

We show that

(7.61) Q(n, ε0, βi, r) ≤ 2a
βi+1
n r ∀0 ≤ r ≤ l̄n(βi).

Case 1. a
κ0
n ≤ r ≤ l̄n(βi).

Q(n, ε0, βi, r) ≤ a−ε0
n r(η−2ε0)/2[r(η+1)γ−ε0 + aβiγ

n rγ−ε0
]

= a−ε0
n

[
r(η+1)γ+η/2−2ε0 + aβiγ

n rγ+η/2−2ε0
]
.

(7.62)

Therefore, (7.61) holds if

(7.63) r(η+1)γ+η/2−1−2ε0 ≤ a
βi+1+ε0
n ,

and

(7.64) aβiγ
n rγ+η/2−1−2ε0 ≤ a

βi+1+ε0
n .

From (2.14) we have

(7.65) (1 + η)γ + η/2 − 1 − 2ε0 > η + ε1,

and hence

r(η+1)γ+η/2−1−2ε0 ≤ rη.

Hence by the upper bound on r in this case, it suffices to show that a
η(βi/η+5ε1)
n ≤

a
βi+1+ε0
n , which is clear from (2.14) and (4.15). Hence, (7.63) follows. Turning to

(7.64), from the upper bound on r and (4.15) we have

aβiγ
n rγ+η/2−1−2ε0a

−βi+1−ε0
n

≤ a
βiγ+(γ+η/2−1−2ε0)(βi/η+5ε1)−βi+1−ε0
n

≤ a

βi
η

(γ (η+1)−1+η/2)−βi+5ε1(γ−1+η/2−2ε0)−2ε0−2ε0
βi
η

n

≤ a5ε1(γ−1+η/2−2ε0)−2ε0
n

≤ 1,

(7.66)
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where we used (2.14) and (7.65) in the last two inequalities. From (7.66) we get
(7.64). This proves (7.61) in the first case.

Case 2. 0 ≤ r < a
κ0
n .

Now, let us show that (7.61) is satisfied in this case. Recall that in this case we
get from (2.15),

Q(n, ε0, βi, r)

≤ a−ε0−κ0(1−η/2)−3ε0
n r

[
aκ0(η+1−ε0)γ
n + aγ (1−ε0)κ0+βiγ

n

]
= a−5ε0−κ0(1−η/2)

n r
[
aγ (1−ε0)
n + aγκ0+βiγ

n

]
.

(7.67)

From (4.16) and (2.15) we have

(7.68) aγ
n ≤ aγκ0+βiγ

n .

From (7.67) and (7.68) we conclude that (7.61) holds if

(7.69) ra
βi+1
n ≥ raγ κ0+βiγ−5ε0−κ0(1−η/2)

n .

Note that from (2.14) we have

(7.70) 1 − γ ≤ η

2(η + 1)
− 10ε1,

and therefore,

(7.71)
η

η + 1
(1 − γ ) ≤

(
γ − 1 + η

2

)
1

η + 1
− 10ε1.

From (7.71), (2.15) and (4.16) we have

(7.72) βi+1(1 − γ ) ≤
(
γ − 1 + η

2

)
κ0 − 10ε1.

From (7.72) and (4.15) we get

(7.73) βi+1 ≤ γβi +
(
γ − 1 + η

2

)
κ0 − 5ε0,

and therefore (7.69) is satisfied. From (7.67)–(7.69) we get (7.61) for Case 2.
Consider the second term in the last line of (7.60). From (2.14) and (4.15) we

get

3

2
βL − βL+1 + ε1 − ε0 ≥ 3

2

(
η

η + 1
− 6ηε1

)
−
(

η

η + 1
− ηε1

)

≥ η

2(η + 1)
− 8ηε1

≥ 90ε1.

(7.74)
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Use (2.14) and (4.15) again to get

3

2
βi − βi+1 + ε1 − ε0 = βi

2
+ ε1 − 2ε0

≥ 90ε0 ∀i = 0, . . . ,L − 1.

(7.75)

If r ≥ an, then from (7.74) and (7.75) we get,

r1−ε0a3βi/2+ε1−ε0
n

(
a

βi+1
n r

)−1 ≤ r−ε0a90ε0
n

≤ a89ε0
n

≤ 1 ∀i = 0, . . . ,L.

(7.76)

From (7.76), it follows that

(7.77) r1−ε0a3βi/2+ε1−ε0
n ≤ a

βi+1
n (r ∨ an) ∀i = 0, . . . ,L.

From (7.60), (7.61) and (7.77) we get (7.56). �

PROOF OF PROPOSITION 4.8. The proof of compactness is similar to the
corresponding argument in the proof of Proposition 3.3 in [15]. The inclusions
Jn,i(s) ⊂ J̃n,i(s) for 0 ≤ s ≤ UM,n follow directly from Lemmas 7.6, 7.7 and 7.9,
7.10. �

8. Proof of Proposition 7.1. In this section we prove Proposition 7.1. The
proof follows the same lines as the proof of Proposition 5.14 in [15]. From (4.9)
we get for δ ∈ [a2κ0+2ε0

n ,1],∣∣ũ2,δ

(
t, a2κ0+2ε0

n , x′)− ũ2,δ

(
t, a2κ0+2ε0

n , x
)∣∣

=
∣∣∣∣
∫ t

(t−a
2κ0+2ε0
n −δ)+

∫
R

(
G

t+a
2κ0+2ε0
n −s

(
y − x′)

− G
t+a

2κ0+2ε0
n −s

(y − x)
)
D(s, y)W(ds, dy)

∣∣∣∣.
(8.1)

From (4.3) and (8.1) we conclude that we need to bound the following quadratic
variations

Q̂S,1,δ,ν0

(
t, x, x′)

=
∫ t

(t+a
2κ0+2ε0
n −δ)+

∫
R

1{|x−y|>(t+a
2κ0+2ε0
n −s)1/2−ν0∨(2|x−x′|)}

× (
G

t+a
2κ0+2ε0
n −s

(
y − x′)− G

t+a
2κ0+2ε0
n −s

(y − x)
)2

× e2R1|y|∣∣u(s, y)
∣∣2γ

μ(dy)ds
(8.2)

Q̂S,2,δ,ν0

(
t, x, x′)
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=
∫ t

(t+a
2κ0+2ε0
n −δ)+

∫
R

1{|x−y|≤(t+a
2κ0+2ε0
n −s)1/2−ν0∨(2|x−x′|)}

× (
G

t+a
2κ0+2ε0
n −s

(
y − x′)− G

t+a
2κ0+2ε0
n −s

(y − x)
)2

× e2R1|y|∣∣u(s, y)
∣∣2γ

μ(dy)ds.

Recall that K1 and ε0 were fixed in (2.12) and (2.14), respectively. Property (Pm)

was introduced in (6.7).

LEMMA 8.1. For any K ∈N
≥K1 and R > 2 there is a C8.1(K,R1, η, ν0, ν1) >

0 and an N8.1 = N8.1(K,ω,η) ∈ N a.s. such that for all ν0, ν1 ∈ (1/R,1/2), δ ∈
(0,1], N,n ∈ N, β ∈ [0,

η
η+1 ] and (t, x) ∈ R+ ×R, on{

ω : (t, x) ∈ Z(N,n,K,β),N ≥ N8.1
}
,(8.3)

Q̂S,1,δ,ν0

(
t, x, x′)

≤ C8.1(K,R1, η, ν0, ν1)2
4N8.1

[
d
(
(t, x),

(
t, x′))∧ √

δ
]2−ν1(8.4)

× δ1+η/2−ε0 ∀x′ ∈ R.

PROOF. The proof follows the same lines as the proof of Lemma 7.1 in [15].
Let d = d((t, x), (t ′, x′)) and N8.1 = N1(0,1 − η/4,K), where N1 is as in (P0).
Then, as in (P0), N1 depends only on (1 − η/4,K,η), and then for ω as in (8.3)
we can use Lemma 6.6 with m = 0 to get

Q̂S,1,δ,ν0

(
t, x, x′)

≤ C6.6(ω)

∫ t

(t−a
2κ0+2ε0
n −δ)+

∫
R

1{|x−y|>(t+a
2κ0+2ε0
n −s)1/2−ν0∨(2|x−x′|)}

× (
G

t+a
2κ0+2ε0
n −s

(
y − x′)− G

t+a
2κ0+2ε0
n −s

(y − x)
)2

× e2R1|y|e2|y−x|(d̄1−η/4
N

)2γ
μ(dy)ds

≤ C6.6(ω)e2R1K

×
∫ t

(t−a
2κ0+2ε0
n −δ)+

∫
R

1{|x−y|>(t+a
2κ0+2ε0
n −s)1/2−ν0∨(2|x−x′|)}

(8.5) × (
G

t+a
2κ0+2ε0
n −s

(
y − x′)− G

t+a
2κ0+2ε0
n −s

(y − x)
)2

× e2(R1+1)|y−x|(1 + |x − y|)(2−η/2)γ
μ(dy)ds

≤ C6.6(ω)C(R1,K,η, ν0, ν1)

×
∫ t

t−a
2κ0+2ε0
n −δ

∣∣t + a2κ0+2ε0
n − s

∣∣η/2−ε0−1
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× e−ν1(t+a
2κ0+2ε0
n −s)−2ν0/32

×
[
1 ∧ d2

t + a
2κ0+2ε0
n − s

]1−ν1/2
ds,

where we used Lemma 5.6(b) in the last inequality. From (8.5), change of variable
and Lemma 5.1(a) we get

Q̂S,1,δ,ν0

(
t, x, x′)

≤ C6.6(ω)C(R1,K,η, ν0, ν1)

×
∫ t

t−δ
(t − s)1+η/2−ε0

[
1 ∧ d2

t − s

]1−ν1/2
ds

≤ C6.6(ω)C(R1,K,η, ν0, ν1)
(
δ ∧ d2)1−ν1/2

δ1+η/2−ε0 .

(8.6)

By Remark 6.7 we can choose C6.6 with ε0 = 0 and this completes the proof. �

LEMMA 8.2. Let 0 ≤ m ≤ m̄ + 1 and assume (Pm). Then, for any K ∈
N

≥K1 , n ∈ N, and β ∈ [0,
η

η+1 ], there exist C8.2(η, ε0,K,R1) > 0 and N8.2 =
N8.2(m,n, ε0,K,β,η)(ω) ∈ N a.s. such that for any ν0, ν1 ∈ (0,1), δ ∈ [a2κ0

n ,1],
N ∈ N, and (t, x) ∈ R+ ×R, on{

ω : (t, x) ∈ Z(N,n,K,β),N ≥ N8.2
}
,(8.7)

Q̂S,2,δ,ν0

(
t, x, x′)

≤ C8.2(η, ε0,K,R1)
[
a−2ε0
n + 24N8.2

]
(8.8)

× [(
d2a−2κ0(1−η/2)−3ε0

n

)∧ (
dη−2ε0

)]
× d̄

2γ (1−ν1)
N

[
(d̄n,N )2γ (γ̃m−1) + a2γβ

n

] ∀∣∣x′∣∣≤ K + 1.

Here d = d((t, x), (t, x′)), d̄N = d ∨ 2−N and d̄n,N = a
κ0
n ∨ d̄N . Moreover, N8.2 is

stochastically bounded uniformly in (n,β).

PROOF. The proof follows the same lines as the proof of Lemma 7.2 in
[15]. Set ξ = 1−ν1 and N8.2(m,n, ν1, ε0,K,β,η) = N1(m,n,1−ν1, ε0,K,β,η),
which is stochastically bounded informally in (n,β) by (Pm). For ω as in (8.7),
t ≤ K , |x′| ≤ K + 1 we get from Lemma 6.6 and then Lemma 5.6(a)

Q̂S,2,δ,ν0

(
t, x, x′)

≤ C6.6(ω)

∫ t

(t+a
2κ0+2ε0
n −δ)+

∫
R

(
G

t+a
2κ0+2ε0
n −s

(
y − x′)

− G
t+a

2κ0+2ε0
n −s

(y − x)
)2

e2R1Ke2(R1+1)2(K+1)
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× d̄
2γ ξ
N

[(
aκ0
n ∨ d̄N

)γ̄m−1 + 1{m>0}aβ
n

]2γ
μ(dy)ds(8.9)

≤ C6.6(ω)C(η, ε0,R1,K)d̄
2γ ξ
N

[(
aκ0
n ∨ d̄N

)γ̄m−1 + 1{m>0}aβ
n

]2γ

×
∫ t

(t+a
2κ0+2ε0
n −δ)+

(
t + a2κ0+2ε0

n − s
)η/2−1−ε0

×
(

1 ∧ d2

t + a
2κ0+2ε0
n − s

)
ds.

The factor e2R1Ke2(R1+1)2(K+1) in the second line of (8.9) follows from the
exponential e|x−y| in Lemma 6.6, eR1|y| in Q̂S,2,δ,ν0(t, x, x′), the bound |y| ≤
|x| + |x − y| and the bounds on t , x, x′, |x − y|.

From Lemma 5.1(b) with t + a
2κ0+2ε0
n instead of t , � = d2, �1 = δ and �2 =

a
2κ0+2ε0
n we have∫ t

(t+a
2κ0+2ε0
n −δ)+

(
t + a2κ0+2ε0

n − s
)η/2−1−ε0

×
(

1 ∧ d2

t + a
2κ0+2ε0
n − s

)
ds

≤ C
[(

d2 ∧ δ
)η/2−ε0 + (

d2 ∧ δ
)
a(2κ0+2ε0)(η/2−1−ε0)
n

]
.

(8.10)

On the other hand, by a simple integration we have

(8.11)

∫ t

(t+a
2κ0+2ε0
n −δ)+

(
t + a2κ0+2ε0

n − s
)η/2−1−ε0

×
(

1 ∧ d2

t + a
2κ0+2ε0
n − s

)
ds

≤ Cd2a(2κ0+2ε0)(η/2−1−ε0)
n ,

where we have used the bound δ ∈ [a2κ0
n ,1] in the last inequality. From (8.9), (8.10)

and (8.11), we get (8.8). �

PROOF OF PROPOSITION 7.1. The proof follows the same lines as the proof
of Proposition 5.14 in [15]. Let ν1 ∈ (0, ε0), R = 25

ν1
and choose ν0 ∈ ( 1

R
, ν1

24).

Recall the previously introduced notation d̄N = d ∨ 2−N . Let

(8.12) Q̂aα
n

(
t, x, x′)=

2∑
i=1

Q̂S,i,aα
n ,ν0

(
t, x, x′).

By Lemmas 8.1 and 8.2 for every K ∈ N there is a constant C1(K,R1, η, ν0,

ν1, ε0) > 0 and N2(m,n, ε0,K,β,η) ∈ N a.s. stochastically bounded uniformly
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in (n,β), such that for all N ∈N, (t, x) ∈R+ ×R, on{
ω : (t, x) ∈ Z(N,n,m,K + 1, β),N ≥ N2

}
,

R
γ
0 Q̂aα

n

(
t, x, x′)1/2

≤ C122N2
[
d ∧ aα/2

n

]1−ν1/2
aα(1+η/2−ε0)/2
n(8.13) + C1

[
a−ε0
n + 22N2

][(
a−κ0(1−η/2)−2ε0
n d

)∧ dη/2−ε0
]

× d̄
γ (1−ν1)
N

[
(d̄n,N )γ (γ̃m−1) + aγβ

n

] ∀t ≤ TK,
∣∣x′∣∣≤ K + 2.

Let N3 = 25
ν1

[N2 +N4(K,R1, η, ν0, ν1, ε0)], where N4(K,R1, η, ν0, ν1, ε0) is cho-
sen large enough so that

C1(K,R1, η, ν0, ν1, ε0)
[
a−ε0
n + 22N2

]
2−N3ν1/8

≤ C1(K,R1, η, ν0, ν1, ε0)
[
a−ε0
n + 22N2

]
× 2−3N22−3N4(K,R1,η,ν0,ν1,ε0)

≤ a−ε0
n 2−104.

(8.14)

Recall the notation introduced in (7.2),

�̄1,u2

(
m,n, ε0,2−N,η

)= 2−Nγ (1−ε0)
[(

2−N ∨ aκ0
n

)γ (γ̃m−1) + aγβ
n

]
,

�̄2,u2(m,n, ε0, η) = aα(1+η/2−ε0)/2
n .

Let �i,u2 = 2−100�̄i,u2 , i = 1,2. Assume that d ≤ 2−N . From (8.13), (8.14) and
ν1 ≤ ε0 we get for all (t, x) and N on{

ω : (t, x) ∈ Z(N,n,m,K + 1, β),N ≥ N3
}
,(8.15)

R
γ
0 Q̂aα

n

(
t, x, x′)1/2

≤ 2−104a−ε0
n

[(
a−κ0(1−η/2)−2ε0
n d

)∧ dη/2−ε0
]

× 2−Nγ (1−ν1)
[(

2−N ∨ aκ0
n

)γ (γ̃m−1) + aγβ
n

]
+ 2−104a−ε0

n

(
d ∧ aα/2

n

)1−5ν1/8
aα(1+η/2−ε0)/2
n(8.16) = a−ε0

n

[(
a−κ0(1−η/2)−2ε0
n d

)∧ dη/2−ε0
]

× �̄1,u2

(
m,n, ε0,2−N,η

)
/16

+ (
d ∧ aα/2

n

)1−5ν1/8
�̄2,u2(m,n, ε0, η)/16

∀t ≤ t ′ ≤ TK,
∣∣x′∣∣≤ K + 2.

The rest of the proof is identical to the proof of Proposition 5.14 in [15]. We
use the Dubins–Schwarz theorem and (8.16) to bound |ũ2,δ(t, a

2κ0+2ε0
n , x′) −

ũ2,δ(t, a
2κ0+2ε0
n , x)| and we get (7.1). �
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9. Proofs of Theorems 6.5 and Theorem 1.10. In this section we prove The-
orem 6.5. Later in this section we prove Theorem 1.10 as a consequence of The-
orem 6.5. Before we start with the proofs of these theorems, we prove a weaker
auxiliary result.

Recall that η was fixed in the hypothesis of Theorem 1.5. Let η′ ≡ η −� where
� > 0 is arbitrarily small. We also recall that the sets Z(K,N, ξ) we defined in
(6.1).

THEOREM 9.1. Assume the hypothesis of Theorem 1.5, except allow γ ∈
(0,1]. Let u0 ∈ Ctem and u = u1 − u2, where ui is a C(R+,C(R)) a.s. solution
of (1.1), for i = 1,2. Let ξ ∈ (0,1) satisfy

∃Nξ = Nξ(K,ω) ∈ N a.s. such that ∀N ≥ Nξ, (t, x) ∈ Z(K,N, ξ)

d
(
(t, x),

(
t ′, y

))≤ 2−N, t, t ′ ≤ TK ⇒ ∣∣u(t, x) − u
(
t ′, y

)∣∣≤ 2−Nξ .
(9.1)

Let 0 < ξ1 < (γ ξ +η′/2)∧ 1. Then there is an Nξ1 = Nξ1(K,ω) ∈ N a.s. such that
for any N ≥ Nξ1 ∈ N and any (t, x) ∈ Z(K,N, ξ)

(9.2) d
(
(t, x),

(
t ′, y

))≤ 2−N, t, t ′ ≤ TK ⇒ ∣∣u(t, x) − u
(
t ′, y

)∣∣≤ 2−Nξ1 .

Moreover, there are strictly positive constants R, δ, C9.1.1, C9.1.2 depending only
on (ξ, ξ1) and N(K) ∈ N, such that

(9.3)
P(Nξ1 ≥ N)

≤ C9.1.1
(
P(Nξ ≥ N/R) + K2 exp

(−C9.1.22Nδ)) ∀N ≥ N(K).

An analog of Theorem 6.5, for the case of the d-dimensional stochastic heat
equation driven by colored noise, is Theorem 4.1 in [16].

PROOF OF THEOREM 9.1. The proof follows the same lines as the proof of
Theorem 4.1 in [16]. Fix arbitrary (t, x), (t ′, y) such that d((t, x), (t ′, y)) ≤ ε ≡
2−N (N ∈ N) and t ≤ t ′ (the case t ′ ≤ t works analogously). Since ξ1 < (γ ξ +
η′/2) ∧ 1 and ξγ ∈ (0,1), we can choose δ ∈ (0, η′/2) such that

(9.4) 1 > γ ξ + η′/2 − δ > ξ1.

We can also pick δ′ ∈ (0, δ) and p ∈ (0, ξγ ) such that

(9.5) 1 > p + η′/2 − δ > ξ1,

and

(9.6) 1 > ξγ + η′/2 − δ′ > ξ1.
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We consider a random N1 = N1(ω, ξ, ξ1) which will be specified later. Our goal is
to bound the sum of following probabilities:

P
(∣∣u(t, x) − u(t, y)

∣∣≥ |x − y|η′/2−δεp,

(t, x) ∈ Z(K,N, ξ),N ≥ N1
)

+ P
(∣∣u(t, x) − u

(
t ′, x

)∣∣≥ ∣∣t ′ − t
∣∣η′/4−δ/2

εp,

(t, x) ∈ Z(K,N, ξ), t ′ ≤ TK,N ≥ N1
)
.

(9.7)

Let

Dx,y,t,t ′(z, s) = [
Gt−s(x − z) − Gt ′−s(y − z)

]2
u2γ (s, z),

Dx,t ′(z, s) = G2
t ′−s(x − z)u2γ (s, z).

(9.8)

Note that (9.7) is bounded by

P

(∣∣u(t, x) − u(t, y)
∣∣≥ |x − y|η′/2−δεp, (t, x) ∈ Z(K,N, ξ),N ≥ N1,

∫ t

0

∫
R

Dx,y,t,t (z, s)μ(dz) ds ≤ |x − y|η′−2δ′
ε2p

)

+ P

(∣∣u(t, x) − u
(
t ′, x

)∣∣≥ ∣∣t ′ − t
∣∣η′/4−δ/2

εp,

(t, x) ∈ Z(K,N, ξ), t ′ ≤ TK,N ≥ N1,∫ t ′

t

∫
R

Dx,t ′(z, s)μ(dz) ds

+
∫ t

0

∫
R

Dx,x,t,t ′(z, s)μ(dz) ds ≤ (
t ′ − t

)η′/2−δ′
ε2p

)

+ P

(∫ t

0

∫
R

Dx,y,t,t (z, s)μ(dz) ds > |x − y|η′−2δ′
ε2p,

(t, x) ∈ Z(K,N, ξ),N ≥ N1

)

+ P

(∫ t ′

t

∫
R

Dx,t ′(z, s)μ(dz) ds +
∫ t

0

∫
R

Dx,x,t,t ′(z, s)μ(dz) ds

>
(
t ′ − t

)η′/2−δ′
ε2p, (t, x) ∈ Z(K,N, ξ), t ′ ≤ TK,N ≥ N1

)

=: P1 + P2 + P3 + P4.

(9.9)
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The bounds on P1, P2 are derived by the Dubins–Schwarz theorem in a similar
way as in the proof of Theorem 4.1 in [16]. If δ′′ = δ − δ′, then we can show that

P1 ≤ C(9.10)e
−C′

(9.10)|x−y|−δ′′
,

P2 ≤ C(9.10)e
−C′

(9.10)|t−t ′|−δ′′/2
,

(9.10)

where the constants C(9.10), C′
(9.10) only depend on R0, R1 in (2.2).

In order to bound P3, P4, we need to split the integrals that are related to them
into several parts. Let δ1 ∈ (0, η′/4) and t0 = 0, t1 = t − ε2, t2 = t and t3 = t ′. We
also define

A
1,s
1 (x) = {

z ∈ R : |x − z| ≤ 2
√

t − sε−δ1
}

and

A
1,s
2 (x) = R \ A

1,s
1 (x),

A2
1(x) = {

z ∈ R : |x − z| ≤ 2ε1−δ1
}

and

A2
2(x) = R \ A2

1(x).

(9.11)

For notational convenience the index s in A
1,s
i (x) is sometimes omitted. Define,

Qx,y,t,t ′ :=
∫ t

0

∫
R

Dx,y,t,t ′(z, s)μ(dz) ds = ∑
i,j=1,2

Q
x,y,t,t ′
i,j ,

where

(9.12) Q
x,y,t,t ′
i,j :=

∫ ti

ti−1

∫
A

i,s
j (x)

Dx,y,t,t ′(z, s)μ(dz) ds,

and

Qx,t,t ′ :=
∫ t ′

t

∫
R

Dx,t ′(z, s)μ(dz) ds = ∑
j=1,2

Q
x,t,t ′
j ,

where

(9.13) Q
x,t,t ′
j :=

∫ t ′

t

∫
A2

j (x)
Dx,t ′(z, s)μ(dz) ds.

Set

(9.14) N1(ω) =
⌈

5Nξ(ω)

δ1

⌉
≥
⌈
Nξ(ω) + 4

1 − δ1

⌉
∈ N,

where Nξ(ω) was chosen in the hypothesis of Theorem 9.1 and �·� is the greatest
integer value function. We introduce three lemmas that will give us bounds on the
quadratic variation terms in (9.12) and (9.13).
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LEMMA 9.2. Let N ≥ N1. Then on {ω : (t, x) ∈ Z(K,N, ξ)},∣∣u(s, z)
∣∣≤ 10ε(1−δ1)ξ ∀s ∈ [t − ε2, t ′

]
, z ∈ A2

1(x),∣∣u(s, z)
∣∣≤ (

8 + 3K2Nξ ξ )e|z|(t − s)ξ/2ε−δ1ξ

∀s ∈ [0, t − ε2], z ∈ A
1,s
1 (x).

(9.15)

The proof of Lemma 9.2 is similar to the proof of Lemma 5.4 in [16]; hence it
is omitted.

LEMMA 9.3. If 0 < ϑ < η′/2, ϑ ′ ≤ γ ξ + η′/2, and ϑ ′ < 1, then on {ω :
(t, x) ∈ Z(K,N, ξ)},

(a)

Q
x,y,t,t
2,1 ≤ C

(
ϑ,K,η′)ε2(1−δ1)ξγ |x − y|2ϑ,

(b)

Q
x,x,t,t ′
2,1 ≤ C

(
ϑ,K,η′)ε2(1−δ1)ξγ

∣∣t − t ′
∣∣ϑ,

(c)

Q
x,y,t,t
1,1 ≤ C

(
γ,K,η′)(8 + 3K2Nξ ξ )2γ

ε−2δ1ξγ |x − y|2ϑ ′
,

(d)

Q
x,x,t,t ′
1,1 ≤ C

(
γ,K,η′)(8 + 3K2Nξ ξ )2γ

ε−2δ1ξγ
∣∣t − t ′

∣∣ϑ ′
,

(e)

Q
x,t,t ′
1 ≤ C(K,ϑ)ε2γ ξ(1−δ1)

∣∣t − t ′
∣∣η′/2

.

PROOF. (a) From Lemma 9.2(a) and Lemma 5.5(c) we get

Q
x,y,t,t
2,1 ≤ 100γ ε2(1−δ1)ξγ

∫ t

t−ε2

∫
A2

1(x)

[
Gt−s(x − z) − Gt−s(y − z)

]2
× μ(dz) ds

≤ C
(
η′,K,ϑ

)
ε2(1−δ1)ξγ |x − y|2ϑ,

(9.16)

where we use the fact that t ≤ K .
(b) Repeat the same steps in (9.16) to get

(9.17) Q
x,x,t,t ′
2,1 ≤ C

(
ϑ,K,η′)ε2(1−δ1)ξγ

∣∣t − t ′
∣∣ϑ .
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(c) From Lemma 9.2(b) we get

(9.18)

Q
x,y,t,t ′
1,1 ≤ (

8 + 3K2Nξ ξ )2γ
ε−2γ δ1ξ

×
∫ t−ε2

0
(t − s)ξγ

×
∫
R

e2γ |z|[Gt−s(x − z) − Gt ′−s(y − z)
]2

μ(dz) ds.

From Lemma 5.8 we get for all x ∈ [−K + 1,K + 1], 0 ≤ s < t ≤ t , (x − y)2 +
(t ′ − t) ≤ ε2,

(9.19)

∫
R

e2γ |z|[Gt−s(x − z) − Gt ′−s(y − z)
]2

μ(dz)

≤ C
(
γ,K,η′)ε2(1−ϑ ′)(t − s)−2+η′/2[|x − y|2ϑ ′ + (

t ′ − t
)ϑ ′]

.

From (9.18), (9.19) and our choice of ϑ ′, (c) and (d) follow.
(e) From Lemmas 9.2(a) and 5.5(a) we have

Q
x,t,t ′
1 ≤ Ce2γ ξ(1−δ1)

∫ t ′

t

∫
R

e2γ |z|G2
t ′−s(x − z)μ(dz) ds

≤ C(K,ϑ)e2γ ξ(1−δ1)|t ′ − t |η′/2. �

Next we consider the terms for which j = 2. We will use the fact that for t ≤ TK

we have

(9.20)
∣∣u(t, x)

∣∣≤ Ke|x|.

LEMMA 9.4. For 0 < ϑ < η′/2 we have for i = 1,2, on {ω : (t, x) ∈
Z(K,N, ξ)},

(a)

Q
x,y,t,t
i,2 ≤ C

(
K,ϑ,η′, γ

)
e−ε−2δ1 (1−ϑ)/4|x − y|2ϑ,

(b)

Q
x,x,t,t ′
i,2 ≤ C

(
K,ϑ,η′, γ

)
e−ε−2δ1 (1−ϑ/2)/4∣∣t − t ′

∣∣ϑ,

(c)

Q
x,t,t ′
2 ≤ C

(
K,ϑ,η′, γ

)
e−ε−2δ1 (1−ϑ)/2∣∣t − t ′

∣∣η′/2
.

The proof of Lemma 9.4 follows the same lines as the proof of Lemma 5.6 in
[16]; hence it is omitted. The main difference in our proof is that we use Lemmas
5.5(a) and 5.6(a) instead of equations (46) and (49) which were used in [16].
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Let ϑ ′ = η′/2− δ′ +γ ξ . Note that ϑ ′ < 1 [by (9.6)]. Recall that N1 was defined
in (9.13). Now use Lemma 9.3(a),(c) and Lemma 9.4(a) with ϑ = η′/2 − δ′ to get
for (t, x) ∈ Z(K,N, ξ), |x − y| < ε = 2−N and N > N1,

Qx,y,t,t ≤ Q
x,y,t,t
1,1 + Q

x,y,t,t
2,1 + Q

x,y,t,t
1,2 + Q

x,y,t,t
2,2

≤ C
(
δ′,K,η′, γ

)(
ε2(1−δ1)ξγ |x − y|2ϑ

+ (
8 + 3K2Nξ ξ )2γ

ε−2δ1ξγ |x − y|2ϑ ′

+ e−ε−2δ1 (1−ϑ)/4|x − y|2ϑ )
≤ C

(
δ′,K,η′, γ

)|x − y|2(η′/2−δ′)

× [
22Nξ ξγ ε2(1−δ1)ξγ + e−ε−2δ1 (2−η′)/8].

(9.21)

Use Lemmas 9.3(b), (d), (e), 9.4(b), (c) with the same ϑ , ϑ ′ as in (9.21) to get for
(t, x) ∈ ZK,N,ξ , |t − t ′| < ε2 and N ≥ N1,

Qx,x,t,t ′ + Qx,t,t ′

≤ Q
x,x,t,t ′
2,1 + Q

x,x,t,t ′
1,1 + Q

x,t,t ′
1 + Q

x,x,t,t ′
1,2 + Q

x,x,t,t ′
2,2 + Q

x,t,t ′
2

≤ C
(
ϑ,K,η′, γ

)(
ε2(1−δ1)ξγ

∣∣t − t ′
∣∣ϑ

+ (
8 + 3K2Nξ ξ )2γ

ε−2δ1ξγ
∣∣t − t ′

∣∣ϑ ′

+ ε2γ ξ(1−δ1)
∣∣t − t ′

∣∣η′/2 + e−ε−2δ1 (1−ϑ/2)/4∣∣t − t ′
∣∣ϑ

+ e−ε−2δ1 (1−ϑ)/2∣∣t − t ′
∣∣η′/2)

≤ C
(
δ′,K,η′, γ

)∣∣t − t ′
∣∣η′/2−δ′

× [
ε2(1−δ1)ξγ + (

8 + 3K2Nξ ξ )2γ
ε−2δ1ξγ

∣∣t − t ′
∣∣γ ξ

+ ε2γ ξ(1−δ1)
∣∣t − t ′

∣∣δ′ + e−ε−2δ1 (1−η′/4+δ′/2)/4

+ e−ε−2δ1 (1−η′/2+δ′)/2∣∣t − t ′
∣∣δ′]

≤ C
(
δ′,K,η′, γ

)∣∣t − t ′
∣∣η′/2−δ′

× [
ε2(1−δ1)ξγ 22Nξ ξγ + e−ε−2δ1 (2−η′)/16],

(9.22)

where we have used the fact that δ′ ∈ (0, η′/2) in the last inequality. From (9.21)
and (9.22) we conclude that P3 = P4 = 0 in (9.9) if

(9.23) C
(
δ′,K,η′, γ

)[
ε2(1−δ1)ξγ 22Nξ ξγ + e−ε−2δ1 (2−η′)/16]≤ ε2p.

The rest of the proof is similar to the proof of Theorem 4.1 in [16]. We find condi-
tions on Nξ and δ1 so that (9.23) is satisfied. Then we use the estimates in (9.10)
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and the fact that P3 = P4 = 0 to bound the probabilities in (9.7). Finally, a chaining
argument is used to get the hypothesis of Theorem 9.1. �

PROOF OF THEOREM 6.5. The proof uses ideas from the proof of Corol-
lary 4.2 in [16]. From Theorem 2.5 in [24] we get that u is uniformly Hölder -ρ
continuous on compacts in (0,∞) ×R for every ρ ∈ (0, η/4). Define inductively
ξ0 = η/4 and ξn+1 = [(ξnγ + η/2) ∧ 1](1 − 1

n+3) so that

(9.24) ξn ↑ η

2(1 − γ )
∧ 1.

Recall that η′ = η−� for some arbitrarily small � ∈ (0, η). From the assumptions
of Theorem 6.5 we can choose � sufficiently small such that

(9.25) γ > 1 − η′/2.

From (9.24) and (9.25) we have

(9.26) ξn ↑ 1.

Fix n0 so that ξn0 ≥ ξ > ξn0−1. Apply Theorem 9.1 inductively n0 times to get
(9.1) for ξn0−1; (9.2) follows with ξ1 = ξn0 . �

PROOF OF THEOREM 1.10. Let (t0, x0) = (t0, x0)(ω) ∈ S0(ω). From (6.1) it
follows that

(9.27) (t0, x0) ∈ Z(K,N, ξ)(ω) ∀N ≥ 0.

From (9.27) and Theorem 6.5 it follows that there exists N0(ξ,K,ω) such that for
all N ≥ N0 and (t, x) ∈ [0, TK ] ×R satisfying d((t, x), (t0, x0)) ≤ 2−N we have

(9.28)
∣∣u(t, x) − u(t0, x0)

∣∣≤ 2−Nξ .

Let (t ′, x′) ∈ [0, TK ] × R such that d((t ′, x′), (t0, x0)) ≤ 2−N0 . There exists N ′ ≥
N0 such that 2−N ′−1 ≤ d((t ′, x′), (t0, x0)) ≤ 2−N ′

. We get from (9.28) that

(9.29)
∣∣u(t ′, x′)− u(t0, x0)

∣∣≤ 2−ξN ′ ≤ 2
(
d
((

t ′, x′), (t0, x0)
))ξ

,

and we are done. �

APPENDIX: PROOFS OF LEMMAS 2.4, 4.6 AND 5.6–5.8

In this section we prove Lemmas 2.4, 4.6 and 5.6–5.8. We start this section with
an auxiliary lemma which will help us prove Lemmas 5.6 and 5.7. After the proofs
of Lemmas 5.6 and 5.7, we prove Lemmas 5.8, 4.6 and 2.4.

LEMMA A.1. Let μ ∈ M
η
f (R) for some η ∈ (0, η). For every β ≥ 0 and ε ∈

(0, η) there is a C(β,η, ε) > 0, such that for all 0 ≤ s < t ≤ t ′, x, x′ ∈ R we have
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(a)

1

(t ′ − s)1+2β

∫
R

|x − y|2β(e− (x−y)2

2(t ′−s) − e
− (x−y)2

2(t−s)
)2

μ(dy)

≤ C(β,η, ε)

(t − s)1+β−η/2+ε/2

[
1 ∧ t ′ − t

t − s

]
,

(b) (
1

(t ′ − s)1/2+β
− 1

(t − s)1/2+β

)2 ∫
R

|x − y|2βe
− (x−y)2

(t−s) μ(dy)

≤ C(β,η, ε)

(t − s)1+β−η/2+ε/2

[
1 ∧ t ′ − t

t − s

]
,

(c)

1

(t ′ − s)1+2β

∫
R

(|x − y|2βe
− (x−y)2

(t−s) + |x′ − y|2βe
− (x′−y)2

(t−s)
)
μ(dy)

≤ C(β,η, ε)

(t − s)1+β−η/2+ε/2 .

PROOF. (a) Let ε ∈ (0, η). Recall that 0 ≤ s < t ≤ t ′. Apply Lemma 5.4 with
a = 2 and δ = 2 + 2β + η − ε to get

I1 := 1

(t ′ − s)1+2β

∫
R

|x − y|2β(e− (x−y)2

2(t ′−s) − e
− (x−y)2

2(t−s)
)2

μ(dy)

≤ 1

(t ′ − s)1+2β

∫
R

|x − y|2β(e− (x−y)2

2(t ′−s) − e
− (x−y)2

2(t−s)
)
e
− (x−y)2

2(t ′−s) μ(dy)

≤ C5.4(β, η)

(t ′ − s)1+2β

∫
R

(
e
− (x−y)2

2(t ′−s) − e
− (x−y)2

2(t−s)
)

× (
t ′ − s

)1+β+η/2−ε/2|x − y|−2−η+εμ(dy)

= C(β,η)
(
t ′ − s

)−β+η/2−ε/2
∣∣∣∣ 1

(t ′ − s)
− 1

(t − s)

∣∣∣∣
×
∫
R

|x − y|−η+εμ(dy)

≤ C(β,η, ε)
t ′ − t

(t − s)2+β−η/2+ε/2 ,

(A.1)

where we have used the fact that |e−u − e−w| ≤ |u − w| for all u,w ≥ 0 and (1.9)
in the last two lines. Note that the fact that 0 ≤ s < t ≤ t ′ was also used in the last
line.
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On the other hand, use Lemma 5.4 with a = 1 and δ = 2β +η−ε and then (1.9)
to get

I1 ≤ C

(t ′ − s)1+2β

∫
R

|x − y|2β(e− (x−y)2

t ′−s + e− (x−y)2

t−s
)
μ(dy)

≤ C5.4(β, η)
1

(t ′ − s)1+2β

× ((
t ′ − s

)β+η/2−ε/2 + (t − s)β+η/2−ε/2)
×
∫
R

|x − y|−η+εμ(dy)

≤ C(β,η, ε)
1

(t − s)1+β−η/2+ε/2 .

(A.2)

From (A.1) and (A.2) we get

(A.3) I1 ≤ C(β,η, ε)
1

(t − s)1+β−η/2+ε/2

[
1 ∧ t ′ − t

t − s

]
.

(b) Denote f (u) = u−1−2β and note that if 0 < u < u′, 0 ≤ f (u) − f (u′) ≤
C(β)(u−1−2β ∧ [u−2−2β(u′ − u)]). Recall that 0 < s < t ≤ t ′, and therefore we
have

I2 :=
(

1

(t ′ − s)1/2+β
− 1

(t − s)1/2+β

)2

×
∫
R

|x − y|2βe− (x−y)2

t−s μ(dy)

≤ C(β)
(
(t − s)−1−2β ∧ [

(t − s)−2−2β(t ′ − t
)])

×
∫
R

|x − y|2βe− (x−y)2

t−s μ(dy)

≤ C(β,η)
(
(t − s)−1−2β ∧ [

(t − s)−2−2β(t ′ − t
)])

(t − s)β+η/2−ε/2

×
∫
R

|x − y|−η+εμ(dy)

≤ C(η, ε)
1

(t − s)1+β−η/2+ε/2

[
1 ∧ t ′ − t

t − s

]
,

(A.4)

where we have used Lemma 5.4 with δ = 2β + η − ε, a = 1 and (1.9) in the last
two lines.
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(c) Let z ∈ R, u > 0. Apply Lemma 5.4 with δ = 2β + η − ε and a = 1. Then
use (1.9) to get,

1

u1+2β

∫
R

|z − y|2βe− (z−y)2

u μ(dy)

≤ C(β,η)
1

u1+β−η/2+ε/2

∫
R

|z − y|−η+εμ(dy)

≤ C(β,η, ε)
1

u1+β−η/2+ε/2 .

(A.5)

From the above we immediately get (c). �

PROOF OF LEMMA 5.6. Note that∫
R

(
Gt ′−s

(
x′ − y

)− Gt−s(x − y)
)2

μ(dy)

≤ 2
∫
R

(
Gt ′−s(x − y) − Gt−s(x − y)

)2
μ(dy)

+ 2
∫
R

(
Gt ′−s(x − y) − Gt ′−s

(
x′ − y

))2
μ(dy)

=: 2I1 + 2I2.

(A.6)

For I1 we have

I1 ≤ 1

π

∫
R

(
1√

t ′ − s
e
− (x−y)2

2(t ′−s) − 1√
t ′ − s

e
− (x−y)2

2(t−s)

)2
μ(dy)

+ 1

π

∫
R

(
1√

t ′ − s
e
− (x−y)2

2(t−s) − 1√
t − s

e
− (x−y)2

2(t−s)

)2
μ(dy)(A.7)

=: 1

π
(I1,1 + I1,2).

Let ε ∈ (0, η). Recall that 0 ≤ s < t ≤ t ′, then from Lemma A.1(a) with β = 0 it
follows that

(A.8) I1,1 ≤ C(η, ε)
1

(t − s)1−η/2+ε/2

[
1 ∧ |t ′ − t |

t − s

]
.

From Lemma A.1(b) with β = 0 it follows that

(A.9) I1,2 ≤ C(η, ε)
1

(t − s)1−η/2+ε/2

[
1 ∧ |t ′ − t |

t − s

]
.

From (A.7), (A.8) and (A.9) we have

(A.10) I1 ≤ C(η, ε)
1

(t − s)1−η/2+ε/2

[
1 ∧ |t ′ − t |

t − s

]
.
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Apply Lemma 5.3(a) with δ = 1 on I2 to get

(A.11) I2 ≤ C
|x − x′|2
(t ′ − s)2

∫
R

(
e
− (x−y)2

(t ′−s) + e
− (x′−y)2

(t ′−s)
)
μ(dy).

Apply Lemma A.1(c) with β = 0 to get

(A.12) I2 ≤ C(η, ε)
|x − x′|2

(t − s)2−η/2+ε/2 .

On the other hand we have

I2 ≤ C

(t ′ − s)

∫
R

(
e
− (x−y)2

(t−s) + e
− (x′−y)2

(t−s)
)
μ(dy).

Then, it follows again from Lemma A.1(c) with β = 0 that

(A.13) I2 ≤ C(η, ε)
1

(t − s)1−η/2+ε/2 .

From (A.12) and (A.13) we deduce

(A.14) I2 ≤ C(η, ε)

(t − s)1−η/2+ε/2

[
1 ∧ |x − x′|2

t − s

]
.

From (5.7), (A.6), (A.10) and (A.14), we get (a).
(b) Assume p, r, ν0, ν1, s, t, t

′ as in (b). Note that |y − x| > (t ′ − s)1/2−ν0 ∨
2|x′ − x| implies that

(A.15)
∣∣y − x′∣∣≥ |y − x| − ∣∣x′ − x

∣∣≥ |y − x|/2 ≥ (t ′ − s)1/2−ν0

2

and in particular

(A.16) |x − y| ≤ 2
∣∣y − x′∣∣.

Let d = d((t, x), (t ′, x′)), w = |x − y| and w′ = |x′ − y|. Use Hölder’s inequality
and (a) to get∫

R

er|x−y||x − y|p(Gt ′−s

(
x′ − y

)− Gt−s(x − y)
)2

× 1{|x−y|>(t ′−s)1/2−ν0∨2|x′−x|}μ(dy)

≤
[∫

R

(
Gt ′−s

(
x′ − y

)− Gt−s(x − y)
)2

μ(dy)

]1−ν1/2

×
[∫

R

e
2r
ν1

|x−y||x − y|2p/ν1
(
Gt ′−s

(
x′ − y

)− Gt−s(x − y)
)2

(A.17)

× 1{|x−y|>(t ′−s)1/2−ν0∨2|x′−x|}μ(dy)

]ν1/2
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≤ C(R,η, ε, ν1)(t − s)(η/2−ε−1)(1−ν1/2)

[
1 ∧ d2

t − s

]1−ν1/2

×
[∫

R

e
4r
ν1

w′(
w′)2p/ν1Gt ′−s

(
w′)21{w′>(t ′−s)1/2−ν0/2}μ(dy)

+
∫
R

e
4r
ν1

w
w2p/ν1Gt−s(w)21{w>(t−s)1/2−ν0/2}μ(dy)

]ν1/2
,

where we used (A.15), (A.16) in the last inequality. Note that if w > 1
2u1/2−ν0 ,

then

(A.18) Gu(w)2 ≤ C(R)Gu(w).

Also note that since w > 1
2(t − s)1/2−ν0 we have w2

4(t−s)
> (t−s)−2ν0

16 . Apply
Lemma 5.4 with δ = 1 and a = 8 to get,

Gt−s(w) ≤ 1√
2π(t − s)

e
− w2

8(t−s) e
− w2

8(t−s) e− (t−s)−2ν0
16

≤ C(R)w−1e
− w2

8(t−s) e− (t−s)−2ν0
16 .

(A.19)

Let ε ∈ (0, η). From (A.18) and (A.19) we have

J1(t − s,w)

:=
[∫

R

e
4r
ν1

w
w2p/ν1Gt−s(w)21{w>(t−s)1/2−ν0/2}μ(dy)

]ν1/2

≤ C(R)

[∫
R

e
4r
ν1

w
w2p/ν1w−1e

− w2
8(t−s) e− (t−s)−2ν0

16

× 1{w>(t−s)1/2−ν0/2}μ(dy)

]ν1/2

≤ C(R)e− ν1(t−s)−2ν0
32

× sup
w>0

(
e
− w2

8(t−s) e
4r
ν1

w
w2p/ν1w−1+η−ε1{w>(t−s)1/2−ν0/2}

)ν1/2

×
[∫

R

|x − y|−η+εμ(dy)

]ν1/2

≤ C(R,η, ε)e− ν1(t−s)−2ν0
32

× sup
w>0

(
e
− w2

8(t−s) e
4r
ν1

w
w2p/ν1w−1+η−ε1{w>(t−s)1/2−ν0/2}

)ν1/2
,

(A.20)

where we have used (1.9) in the last inequality.
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Since t − s ∈ (0,R), η ∈ (0,1) and r,p ∈ [0,R], it follows that there exists
M(R,ν1) > 0 such that for all w ≥ 1 we have

e
− w2

8(t−s) e
4r
ν1

w
w2p/ν1w−1+η−ε1{w>(t−s)1/2−ν0/2}

≤ e−w2
8R e

4R
ν1

w
w2R/ν1

≤ M(R,ν1).

(A.21)

Recall that ν0, ν1 ∈ (1/R,1/2). Then, there exists C(R,ν0, ν1, η, ε) > 0 such that
for all w < 1 we have

e
− w2

8(t−s) e
4R
ν1

w
w2p/ν1w−1+η−ε1{w>(t−s)1/2−ν0/2}

≤ C(R,ν1)e
− 1

32 (t−s)−2ν0
(t − s)(−1+η−ε)(1/2−ν0)

≤ C(R,ν0, ν1, η, ε).

(A.22)

It follows that there exists C(R,ν0, ν1, η, ε) > 0 such that,

(A.23)
sup

w>0,t−s∈(0,R]
(
e
− w2

8(t−s) e
4R
ν1

w
w2p/ν1w−1+η−ε1{w>(t−s)1/2−ν0/2}

)ν1/2

≤ C(R,ν0, ν1, η, ε).

From (A.20) and (A.23) we get

(A.24) sup
w>0

J1(t − s,w) ≤ C(R,ν0, ν1, η, ε)e− ν1(t−s)−2ν0
32 .

Let

J2
(
t ′ − s,w′) :=

[∫
R

e
4r
ν1

w′(
w′)2p/ν1Gt ′−s

(
w′)21{w′>(t ′−s)1/2−ν0/2}μ(dy)

]ν1/2
;

replace t with t ′ and w with w′, and then repeat (A.19)–(A.24) to get

(A.25) sup
w′>0

J2
(
t ′ − s,w′)≤ C(R,ν0, ν1, η, ε)e− ν1(t ′−s)−2ν0

32 .

From (A.17), (A.24) and (A.25) we get (b). �

PROOF OF LEMMA 5.7. (a) Let ε ∈ (0, η). Note that∫
R

(
G′

t ′−s

(
x′ − y

)− G′
t−s(x − y)

)2
μ(dy)

≤ 2
∫
R

(
G′

t ′−s(x − y) − G′
t−s(x − y)

)2
μ(dy)

+ 2
∫
R

(
G′

t ′−s(x − y) − G′
t ′−s

(
x′ − y

))2
μ(dy)

=: 2I1 + 2I2.

(A.26)
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For I1 we have

I1 ≤ 1

π

∫
R

(
x − y

(t ′ − s)3/2 e
− (x−y)2

2(t ′−s) − x − y

(t ′ − s)3/2 e
− (x−y)2

2(t−s)

)2
μ(dy)

+ 1

π

∫
R

(
x − y

(t ′ − s)3/2 e
− (x−y)2

2(t−s) − x − y

(t − s)3/2 e
− (x−y)2

2(t−s)

)2
μ(dy)

:= 1

π
(I1,1 + I1,2).

(A.27)

From Lemma A.1(a) with β = 1 we have

(A.28) I1,1 ≤ C(η, ε)
1

(t − s)2−η/2+ε/2

[
1 ∧ |t ′ − t |

t − s

]
.

From Lemma A.1(b) with β = 1 it follows that

(A.29) I1,2 ≤ C(η, ε)
1

(t − s)2−η/2+ε/2

[
1 ∧ |t ′ − t |

t − s

]
.

From (A.27), (A.28) and (A.29) we have

(A.30) I1 ≤ C(η, ε)
1

(t − s)2−η/2+ε/2

[
1 ∧ |t ′ − t |

t − s

]
.

Apply Lemma 5.3(b) with δ = 1 on I2 to get

I2 ≤ C
(x′ − x)2

(t ′ − s)3

∫
R

(
e
− (x−y)2

(t ′−s) + e
− (x′−y)2

(t ′−s)
)
μ(dy).

Apply Lemma A.1(c) with β = 0 to get

(A.31) I2 ≤ C(η, ε)
(x′ − x)2

(t ′ − s)3−η/2+ε/2 .

On the other hand, note that

I2 ≤ C

(t ′ − s)3

∫
R

(
(x − y)2e

− (x−y)2

(t−s) + (
x′ − y

)2
e
− (x′−y)2

(t−s)
)
μ(dy).

Apply Lemma A.1(c) with β = 1 to get,

(A.32) I2 ≤ C(η, ε)

(t ′ − s)2−η/2+ε/2 .

From (A.31) and (A.32) we deduce that

(A.33) I2 ≤ C(η, ε)

(t − s)2−η/2+ε/2

[
1 ∧ (x − x′)2

t − s

]
.

From (5.7), (A.26), (A.30) and (A.33) we get (a).
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(b) Assume p, r, ν0, ν1, s, t, t
′ as in (b). Let ε ∈ (0, η) be arbitrarily small. Note

that |y − x| > (t ′ − s)1/2−ν0 ∨ 2|x′ − x| implies (A.15) and (A.16).
Let d = d((t, x), (t ′, x′)), w = |x − y| and w′ = |x′ − y|. Use Hölder’s inequal-

ity and (a) to get∫
R

er|x−y||x − y|p(G′
t ′−s

(
x′ − y

)− G′
t−s(x − y)

)2
× 1{|x−y|>(t ′−s)1/2−ν0∨2|x′−x|}μ(dy)

≤
[∫

R

(
G′

t ′−s

(
x′ − y

)− G′
t−s(x − y)

)2
μ(dy)

]1−ν1/2

×
[∫

R

e
2r
ν1

|x−y||x − y|2p/ν1
(
G′

t ′−s

(
x′ − y

)− G′
t−s(x − y)

)2

× 1{|x−y|>(t ′−s)1/2−ν0∨2|x′−x|}μ(dy)

]ν1/2

≤ C(R, ε, η)(t − s)(η/2−2−ε)(1−ν1/2)

[
1 ∧ d2

t − s

]1−ν1/2

×
[∫

R

e
4r
ν1

w′(
w′)2p/ν1G′

t ′−s

(
w′)21{w′>(t ′−s)1/2−ν0/2}μ(dy)

+
∫
R

e
4r
ν1

w
w2p/ν1G′

t−s(w)21{w>(t−s)1/2−ν0/2}μ(dy)

]ν1/2
,

(A.34)

where we used (A.15), (A.16) in the last inequality. From (4.20) in [15] it follows
that if w > 1

2u1/2−ν0 , then

(A.35) G′
u(w)2 ≤ C(R)G2u(w).

Also note that since w > 1
2(t − s)1/2−ν0 we have w2

8(t−s)
> (t−s)−2ν0

32 . Apply
Lemma 5.4 with δ = 1 and a = 16 to get,

G2(t−s)(w) ≤ 1√
4π(t − s)

e
− w2

16(t−s) e
− w2

16(t−s) e− (t−s)−2ν0
32

≤ C(R)w−1e
− w2

16(t−s) e− (t−s)−2ν0
32 .

(A.36)

From (A.35) and (A.36) we have

J1(t − s,w)

:=
[∫

R

e
4r
ν1

w
w2p/ν1G′

t−s(w)21{w>(t−s)1/2−ν0/2}μ(dy)

]ν1/2

≤ C(R)e− ν1(t−s)−2ν0
64
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×
[∫

R

e
− w2

16(t−s) e
4r
ν1

w
w2p/ν1w−11{w>(t−s)1/2−ν0/2}μ(dy)

]ν1/2
(A.37)

≤ C(R)e− ν1(t−s)−2ν0
64

× sup
w>0

(
e
− w2

16(t−s) e
4r
ν1

w
w2p/ν1w−1+η−ε1{w>(t−s)1/2−ν0/2}

)ν1/2

×
[∫

R

|x − y|−η+εμ(dy)

]ν1/2
.

As in (A.21), since t − s ∈ (0,R), η ∈ (0,1) and r,p ∈ [0,R], we get that there
exists M(R,ν1) > 0 such that for all w ≥ 1 we have

(A.38) e
− w2

16(t−s) e
4r
ν1

w
w2p/ν1w−1+η−ε1{w>(t−s)1/2−ν0/2} ≤ M(R,ν1).

Recall that ν0, ν1 ∈ (1/R,1/2). As in (A.22) we get that there exists C(R,ν0, ν1,

η, ε) > 0 such that for all w < 1 we have

(A.39) e
− w2

16(t−s) e
4R
ν1

w
w2p/ν1w−1+η−ε1{w>(t−s)1/2−ν0/2} ≤ C(R,ν0, ν1, η, ε).

From (A.38) and (A.39) we get that there exists C(R,ν0, ν1, η, ε) > 0 such
that,

(A.40)
sup

w>0,t−s∈(0,R]
(
e
− w2

16(t−s) e
4R
ν1

w
w2p/ν1w−1+η−ε1{w>(t−s)1/2−ν0/2}

)ν1/2

≤ C(R,ν0, ν1, η, ε).

From (1.9), (A.37) and (A.40) we get

(A.41) sup
w>0

J1(t − s,w) ≤ C(R,ν0, ν1, η, ε)e− ν1(t−s)−2ν0
64 .

Denote

J2
(
t ′ − s,w′) := [∫

R

e
4r
ν1

w′(
w′)2p/ν1G′

t ′−s

(
w′)21{w′>(t ′−s)1/2−ν0/2}μ(dy)

]ν1/2
.

Replace t with t ′ and w with w′, then, repeat (A.36)–(A.41) to get

(A.42) sup
w′>0

J2
(
t ′ − s,w′)≤ C(R,ν0, ν1, η, ε)e− ν1(t ′−s)−2ν0

64 .
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From (A.34), (A.41) and (A.42) we get∫
R

er|x−y||x − y|p(G′
t ′−s

(
x′ − y

)− G′
t−s(x − y)

)2
× 1{|x−y|>(t ′−s)1/2−ν0∨2|x′−x|}μ(dy)

≤ C(R,ν0, ν1, η, ε)(t − s)(η/2−ε−2)(1−ν1/2)

×
[
1 ∧ d2

t − s

]1−ν1/2
e− ν1(t ′−s)−2ν0

64 . �

PROOF OF LEMMA 5.8. The proof of Lemma 5.8 follows the same lines as
the proof of Lemmas 5.6(a). Let λ > 0 and 0 ≤ s < t ≤ t ′, x, x′ ∈ R. Note that∫

R

eλ|y|(Gt ′−s

(
x′ − y

)− Gt−s(x − y)
)2

μ(dy)

≤ 2
∫
R

eλ|y|(Gt ′−s(x − y) − Gt−s(x − y)
)2

μ(dy)

+ 2
∫
R

eλ|y|(Gt ′−s(x − y) − G′
t ′−s

(
x′ − y

))2
μ(dy)

=: 2I1 + 2I2.

We handle I1 as in (A.7). Recall that in the proof of Lemma 5.6(a) the bounds on
I1,1 and I1,2 were established by Lemma A.1(a) and (b) with β = 0. To get the cor-
responding bounds here we use Lemma 5.5(d) in equation (A.1) and Lemma 5.5(a)
in equation (A.2), instead of Lemma 5.4 and (1.9).

To bound I2 we use Lemma 5.3(a) as in (A.11). Then, in order to estab-
lish a bound which corresponds to Lemma A.1(c) with β = 0, we again use
Lemma 5.5(a) instead of Lemma 5.4 and (1.9) in (A.5). �

PROOF OF LEMMA 4.6. Let w = |x − y|. From Lemma 5.4 with δ = 1 and
a = 8 we get for w > t1/2−ν1 ,

Gt(w) ≤ 1√
2πt

e−w2
8t e−w2

8t e− t−2ν1
8

≤ C(T )w−1e−w2
8t e− t−2ν1

8 ,

(A.43)

for all 0 ≤ t ≤ T .
Let ε ∈ (0, η). From (A.23) it follows that

(A.44) sup
w>0,t∈(0,T ]

(
eλwe−w2

8t w−1+η−ε1{w>t1/2−ν1 }
)
< ∞.
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From (A.43) we get∫
R

eλwGt(w)1{w>(t−s)1/2−ν1 }μ(dy)

≤ Ce− t−2ν1
8

∫
R

eλww−1e−w2
8t 1{w>t1/2−ν1 }μ(dy)

≤ Ce− t−2ν1
8 sup

w>0,t∈(0,T ]
(
eλwe−w2

8t w−1+η−ε1{w>t1/2−ν1 }
)

×
∫
R

|x − y|−η+εμ(dy)

≤ C(η, ν1, λ, T )e− t−2ν1
8 ,

where we have used (1.9) and (A.44) in the last inequality. �

Now we are ready to prove Lemma 2.4.

PROOF OF LEMMA 2.4. Let K > 0. Note that∫
R

∫
R

e|y|Gε(z − y)1{|z|≤K}μ(dy)dz

=
∫
R

∫
R

e|y|Gε(z − y)1{|z|≤K}1{|y−z|≤K+1}μ(dy)dz

+
∫
R

∫
R

e|y|Gε(z − y)1{|z|≤K}1{|y−z|>K+1}μ(dy)dz

:= I1(K, ε) + I2(K, ε) ∀ε ∈ (0,1].

(A.45)

For I1(K, ε) we get that

I1(K, ε) ≤ C(K)

∫
R

∫
R

Gε(z − y)dzμ(dy)

≤ C
(
K,μ(R)

) ∀ε ∈ (0,1].
(A.46)

From Lemma 4.6 we get that

I2(K, ε) ≤ C(K)

∫
R

1{|z|≤K}
∫
R

e|y|Gε(z − y)1{|y−z|>ε1/4}μ(dy)dz

≤ C(η,K)

∫
R

1{|z|≤K}e−ε−1/2/8 dz

≤ C(η,K) ∀ε ∈ (0,1].

(A.47)

From (A.45)–(A.47) we get (2.26). �
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List of notation.

Ẇ spatially inhomogeneous white noise based on μ(dx)dt

� the Laplacian operator

cardim(μ) the carrying dimension of the measure μ

η constant associated to μ [see (1.2)]

C(E) continuous functions on E

Cc(E) continuous functions with compact support on E

C∞(E) infinite time continuously differentiable functions on E

C(I,E) continuous functions on I taking values in E

‖f ‖λ the norm supx∈R |f (x)|e−λ|x|, for f ∈ C(R)

Ctem(R) continuous tempered functions on R

Gt(x) the probability density function of a centred normal distribution
with variance t

Gtf (x)
∫
R

Gt(x − y)f (y) dy, for all f ’s such that the integral exists

γ the Hölder index of the noise coefficient σ [see (1.7)]

φη,μ(·) η-potential of a measure μ [see (1.8)]

Mf (R) finite measures on (R,B(R))

dimB(E) the Minkowski dimension (box dimension) of a set E ⊂ R

M
η
f (R) finite measures with finite supx∈R φη−ε,μ(·) for any ε > 0, and

carrying dimension η

TK stopping time, defined in (1.13)

{φn(x)}n≥1 a set of C∞(R) functions which converge to |x| uniformly

〈·, ·〉 the scalar product on L2(R)

t0 constant fixed in (2.12)

K1 constant fixed in (2.12)

{an}n≥1 sequence of constants, defined in (2.3)

ε0, ε1 constants, defined in (2.14)

κ0 constant which equal to 1
η+1 [see (2.15)]

|E| the Lebesgue measure of a set E ⊂R

In an integral defined in (2.19)

N
≥K1 {K1,K1 + 1, . . .}

UM,n,K sequence of stopping times introduced in Proposition 2.3

β̄ constant which equal to η
η+1

D(s, y) the difference between the noise coefficients of two solutions
[see (4.1)]
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u1,δ , u2,δ , ũ2,δ ingredients in the decomposition of u,
introduced in (4.4), (4.5) and (4.9)

{βi}L+1
i=1 a grid, defined in (4.15)

x̂n(t, x) defined in (4.17)

Gδ(s, t, x) a random function, defined before Lemma 4.2

Fδ(s, t, x) − d
dx
Gδ(s, t, x)

V
n,η,ρ,ε0 random cover defined after (4.20)

{Jn,i}Li=0, Ĵn, {J̃n,i}Li=0 random sets defined in (4.23), (4.24) and (4.35),
respectively

nM(ε1), n0(ε1, ε0), n1(ε0,K) constants defined before and in (4.36)

l̄(β) constant which equal to a
β/η+5ε1
n

l̄(βi) constant which equal to 65a
1−βi+1
n

G′
t (x) ∂

∂x
Gt(x)

d((t, x), (t ′, x′)) |t − t ′|1/2 + |x′ − x|, defined in (5.7)

Z(K,N, ξ), Z(N,n,K,β) random sets introduced in and right after (6.1)

γm, γ̃m, m̄ constants defined in (6.2)–(6.5)

(Pm) property, defined in (6.7)

d̄N equal to d((s, y), (t, x)) ∨ 2−N

δ̄N equal to δ ∨ d̄2
N
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