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#### Abstract

We consider the asymptotic behaviour of the marginal maximum likelihood empirical Bayes posterior distribution in general setting. First, we characterize the set where the maximum marginal likelihood estimator is located with high probability. Then we provide oracle type of upper and lower bounds for the contraction rates of the empirical Bayes posterior. We also show that the hierarchical Bayes posterior achieves the same contraction rate as the maximum marginal likelihood empirical Bayes posterior. We demonstrate the applicability of our general results for various models and prior distributions by deriving upper and lower bounds for the contraction rates of the corresponding empirical and hierarchical Bayes posterior distributions.


1. Introduction. In the Bayesian approach, the whole inference is based on the posterior distribution, which is proportional to the likelihood times the prior (in case of dominated models). The task of designing a prior distribution $\Pi$ on the parameter $\theta \in \Theta$ is difficult and in large dimensional models cannot be performed in a fully subjective way. It is therefore common practice to consider a family of prior distributions $\Pi(\cdot \mid \lambda)$ indexed by a hyper-parameter $\lambda \in \Lambda$ and to either put a hyper-prior on $\lambda$ (hierarchical approach) or to choose $\lambda$ depending on the data, so that $\lambda=\hat{\lambda}\left(\mathbf{x}_{n}\right)$ where $\mathbf{x}_{n}$ denotes the collection of observations. The latter is referred to as an empirical Bayes (hereafter EB) approach, see for instance [17]. There are many ways to select the hyper-parameter $\lambda$ based on the data, in particular depending on the nature of the hyper-parameter.

Recently, [19] have studied the asymptotic behaviour of the posterior distribution for general empirical Bayes approaches; they provide conditions to obtain consistency of the EB posterior and in the case of parametric models characterized the behaviour of the maximum marginal likelihood estimator $\hat{\lambda}_{n} \equiv \hat{\lambda}\left(\mathbf{x}_{n}\right)$ (hereafter MMLE), together with the corresponding posterior distribution $\Pi\left(\cdot \mid \hat{\lambda}_{n} ; \mathbf{x}_{n}\right)$

[^0]on $\theta$. They show that asymptotically the MMLE converges to some oracle value $\lambda_{0}$ which maximizes, in $\lambda$, the prior density calculated at the true value $\theta_{0}$ of the parameter, $\pi\left(\theta_{0} \mid \lambda_{0}\right)=\sup \left\{\pi\left(\theta_{0} \mid \lambda\right), \lambda \in \Lambda\right\}$, where the density is with respect to Lebesgue measure. This cannot be directly extended to the nonparametric setup, since in this case, typically the prior distributions $\Pi(\cdot \mid \lambda), \lambda \in \Lambda$ are not absolutely continuous with respect to a fixed measure. In the nonparametric setup, the asymptotic behaviour of the MMLE and its associated EB posterior distribution has been studied in the (inverse) white noise model under various families of Gaussian prior processes by $[3,9,14,28,29]$, in the nonparametric regression problem with smoothing spline priors [24] and rescaled Brownian motion prior [26], and in a sparse setting by [13]. In all these papers, the results have been obtained via explicit expression of the marginal likelihood. Interesting phenomena have been observed in these specific cases. In [29], an infinite dimensional Gaussian prior was considered with fixed regularity parameter $\alpha$ and a scaling hyper-parameter $\tau$. Then it was shown that the scaling parameter can compensate for possible mismatch of the base regularity $\alpha$ of the prior distribution and the regularity $\beta$ of the true parameter of interest up to a certain limit. However, too smooth truth can only be recovered sub-optimally by MMLE empirical Bayes method with rescaled Gaussian priors. In contrast to this in [14], it was shown that by substituting the MMLE of the regularity hyper-parameter into the posterior, then one can get optimal contraction rate (up to a $\log n$ factor) for every Sobolev regularity class, simultaneously.

In this paper, we are interested in generalizing the specific results of [14] (in the direct case), [29] to more general models, shading light on what is driving the asymptotic behaviour of the MMLE in nonparametric or large dimensional models. We also provide sufficient conditions to derive posterior concentration rates for EB procedures based on the MMLE. Finally, we investigate the relationship between the MMLE empirical Bayes and hierarchical Bayes approaches. We show that the hierarchical Bayes posterior distribution (under mild conditions on the hyper-prior distribution) achieves the same contraction rate as the MMLE empirical Bayes posterior distribution. Note that our results do not answer the question whether empirical Bayes and hierarchical Bayes posterior distributions are strongly merging, which is certainly of interest, but would require typically a much more precise analysis of the posterior distributions.

More precisely, set $\mathbf{x}_{n}$ the vector of observations and assume that conditionally on some parameter $\theta \in \Theta, \mathbf{x}_{n}$ is distributed according to $P_{\theta}^{n}$ with density $p_{\theta}^{n}$ with respect to some given measure $\mu$. Let $\Pi(\cdot \mid \lambda), \lambda \in \Lambda$ be a family of prior distributions on $\Theta$. Then the associated posterior distributions are equal to

$$
\Pi\left(B \mid \mathbf{x}_{n} ; \lambda\right)=\frac{\int_{B} p_{\theta}^{n}\left(\mathbf{x}_{n}\right) d \Pi(\theta \mid \lambda)}{\bar{m}\left(\mathbf{x}_{n} \mid \lambda\right)}, \quad \bar{m}\left(\mathbf{x}_{n} \mid \lambda\right)=\int_{\Theta} p_{\theta}^{n}\left(\mathbf{x}_{n}\right) d \Pi(\theta \mid \lambda)
$$

for all $\lambda \in \Lambda$ and any Borelian subset $B$ of $\Theta$. The MMLE is defined as

$$
\begin{equation*}
\hat{\lambda}_{n} \in \underset{\lambda \in \Lambda_{n}}{\operatorname{argmax}} \bar{m}\left(\mathbf{x}_{n} \mid \lambda\right) \tag{1.1}
\end{equation*}
$$

for some $\Lambda_{n} \subseteq \Lambda$, and the associated EB posterior distribution by $\Pi\left(\cdot \mid \mathbf{x}_{n}, \hat{\lambda}_{n}\right)$. We note that in case there are multiple maximizers one can take an arbitrary one. Furthermore, from practical consideration (both computational and technical) we allow the maximizer to be taken on the subset $\Lambda_{n} \subseteq \Lambda$.

Our aim is two-fold, first to characterize the asymptotic behaviour of $\hat{\lambda}_{n}$ and second to derive posterior concentration rates in such models, that is, to determine sequences $\varepsilon_{n}$ going to 0 such that

$$
\begin{equation*}
\Pi\left(\theta: d\left(\theta, \theta_{0}\right) \leq \varepsilon_{n} \mid \mathbf{x}_{n} ; \hat{\lambda}_{n}\right) \rightarrow 1 \tag{1.2}
\end{equation*}
$$

in probability under $P_{\theta_{0}}^{n}$, with $\theta_{0} \in \Theta$ and $d(\cdot, \cdot)$ some appropriate positive loss function on $\Theta$ [typically a metric or semi-metric, see condition (A2) later for more precise description]. There is now a substantial literature on posterior concentration rates in large or infinite dimensional models initiated by the seminal paper of [11]. Most results, however, deal with fully Bayesian posterior distributions, that is, associated to priors that are not data dependent. The literature on EB posterior concentration rates deals mainly with specific models and specific priors.

Recently, in [8], sufficient conditions are provided for deriving general EB posterior concentration rates when it is known that $\hat{\lambda}_{n}$ belongs to a well chosen subset $\Lambda_{0}$ of $\Lambda$. In essence, their result boils down to controlling sup $\lambda_{\lambda \in \Lambda_{0}} \Pi\left(d\left(\theta, \theta_{0}\right)>\right.$ $\left.\varepsilon_{n} \mid \mathbf{x}_{n}, \lambda\right)$. Hence, either $\lambda$ has very little influence on the posterior concentration rate and it is not so important to characterize precisely $\Lambda_{0}$ or $\lambda$ is influential and it becomes crucial to determine properly $\Lambda_{0}$. In [8], the authors focus on the former. In this paper, we are mainly concerned with the latter, with $\hat{\lambda}_{n}$ the MMLE. Since the MMLE is an implicit estimator (as opposed to the moment estimates considered in [8]) the main difficulty here is to understand what the set $\Lambda_{0}$ is.

We show in this paper that $\Lambda_{0}$ can be characterized roughly as

$$
\Lambda_{0}=\left\{\lambda: \varepsilon_{n}(\lambda) \leq M_{n} \varepsilon_{n, 0}\right\}
$$

for any sequence $M_{n}$ going to infinity and with $\varepsilon_{n, 0}=\inf \left\{\varepsilon_{n}(\lambda) ; \lambda \in \Lambda_{n}\right\}$ and $\varepsilon_{n}(\lambda)$ satisfying

$$
\begin{equation*}
\Pi\left(\left\|\theta-\theta_{0}\right\| \leq K \varepsilon_{n}(\lambda) \mid \lambda\right)=e^{-n \varepsilon_{n}^{2}(\lambda)} \tag{1.3}
\end{equation*}
$$

with $(\Theta,\|\cdot\|)$ a Banach space and for some large enough constant $K$ [in the notation we omitted the dependence of $\varepsilon_{n}(\lambda)$ on $K$ and $\theta_{0}$ ]. We then prove that the concentration rate of the MMLE empirical Bayes posterior distribution is of order $O\left(M_{n} \varepsilon_{n, 0}\right)$. We also show that the preceding rates are sharp, that is, the posterior contraction rate is bounded from below by $\delta_{n} \varepsilon_{n, 0}$ [for arbitrary $\left.\delta_{n}=o(1)\right]$. Hence, our results reveal the exact posterior contraction rates for every individual $\theta_{0} \in \Theta$. Furthermore, we also show that the hierarchical Bayes method behaves similarly, that is, the hierarchical posterior has the same upper ( $M_{n} \varepsilon_{n, 0}$ ) and lower ( $\delta_{n} \varepsilon_{n, 0}$ ) bounds on the contraction rate for every $\theta_{0} \in \Theta$ as the MMLE empirical Bayes posterior.

Our aim is not so much to advocate the use of the MMLE empirical Bayes approach, but rather to understand its behaviour. Interestingly, our results show that it is driven by the choice of the prior family $\{\Pi(\cdot \mid \lambda), \lambda \in \Lambda)\}$ in the neighbourhood of the true parameter $\theta_{0}$. This allows to determine a priori which family of prior distributions will lead to well behaved MMLE empirical Bayes posteriors and which will not. In certain cases, however, the computation of the MMLE is very challenging. Therefore, it would be interesting to investigate other type of estimators for the hyper-parameters like the cross validation estimator. At the moment, there is only a limited number of papers on this topic and only for specific models and priors; see, for instance, [26, 27].

These results are summarized in Theorem 2.1, in Corollary 2.1, and in Theorem 2.3, in Section 2. Then three different types of priors on $\Theta=\ell_{2}=$ $\left\{\left(\theta_{j}\right)_{j \in \mathbb{N}} ; \sum_{j} \theta_{j}^{2}<+\infty\right\}$ are studied, for which upper bounds on $\varepsilon_{n}(\lambda)$ are given in Section 3.1. We apply these results to three different sampling models: the Gaussian white noise, the regression and the estimation of the density based on i.i.d. data models in Sections 3.5 and 3.6. Proofs are postponed to Section 4, to the Appendix for those concerned with the determination of $\varepsilon_{n}(\lambda)$ and to the Supplementary Material [23].
1.1. Notation and setup. We assume that the observations $\mathbf{x}_{n} \in \mathcal{X}_{n}$ (where $\mathcal{X}_{n}$ denotes the sample space) are distributed according to a distribution $P_{\theta}^{n}$ (they are not necessarily i.i.d.), with $\theta \in \Theta$, where $(\Theta,\|\cdot\|)$ is a Banach space. We denote by $\mu$ a dominating measure and by $p_{\theta}^{n}$ and $E_{\theta}^{n}$ the corresponding density and expected value of $P_{\theta}^{n}$, respectively. We consider the family of prior distributions $\{\Pi(\cdot \mid \lambda), \lambda \in \Lambda\}$ on $\Theta$ with $\Lambda \subset \mathbb{R}^{d}$ for some $d \geq 1$ and we denote by $\Pi\left(\cdot \mid \mathbf{x}_{n} ; \lambda\right)$ the associated posterior distributions.

Throughout the paper, $K\left(\theta_{0}, \theta\right)$ denotes the Kullback-Leibler divergence between $P_{\theta_{0}}^{n}$ and $P_{\theta}^{n}$ for all $\theta, \theta_{0} \in \Theta$ while $V_{2}\left(\theta_{0}, \theta\right)$ denotes the centered second moment of the log-likelihood:

$$
\begin{aligned}
K\left(\theta_{0}, \theta\right) & =\int_{\mathcal{X}_{n}} p_{\theta_{0}}^{n}\left(\mathbf{x}_{n}\right) \log \left(\frac{p_{\theta_{0}}^{n}}{p_{\theta}^{n}}\left(\mathbf{x}_{n}\right)\right) d \mu\left(\mathbf{x}_{n}\right), \\
V_{2}\left(\theta_{0}, \theta\right) & =E_{\theta_{0}}^{n}\left(\left|\ell_{n}\left(\theta_{0}\right)-\ell_{n}(\theta)-K\left(\theta_{0}, \theta\right)\right|^{2}\right)
\end{aligned}
$$

with $\ell_{n}(\theta)=\log p_{\theta}^{n}\left(\mathbf{x}_{n}\right)$. As in [12], we define the Kullback-Leibler neighbourhoods of $\theta_{0}$ as

$$
B\left(\theta_{0}, \varepsilon, 2\right)=\left\{\theta ; K\left(\theta_{0}, \theta\right) \leq n \varepsilon^{2}, V_{2}\left(\theta_{0}, \theta\right) \leq n \varepsilon^{2}\right\}
$$

and note that in the above definition $V_{2}\left(\theta_{0}, \theta\right) \leq n \varepsilon^{2}$ can be replaced by $V_{2}\left(\theta_{0}, \theta\right) \leq C n \varepsilon^{2}$ for any positive constant $C$ without changing the results.

For any subset $A \subset \Theta$ and $\varepsilon>0$, we denote $\log N(\varepsilon, A, d(\cdot, \cdot))$ the $\varepsilon$-entropy of $A$ with respect to the (pseudo) metric $d(\cdot, \cdot)$, that is, the logarithm of the covering number of $A$ by $d(\cdot, \cdot)$ balls of radius $\varepsilon$.

We also write

$$
m\left(\mathbf{x}_{n} \mid \lambda\right)=\frac{\bar{m}\left(\mathbf{x}_{n} \mid \lambda\right)}{p_{\theta_{0}}^{n}\left(\mathbf{x}_{n}\right)}=\frac{\int_{\Theta} p_{\theta}^{n}\left(\mathbf{x}_{n}\right) d \Pi(\theta \mid \lambda)}{p_{\theta_{0}}^{n}\left(\mathbf{x}_{n}\right)}
$$

For any bounded function $f,\|f\|_{\infty}=\sup _{x}|f(x)|$ and if $\varphi$ denotes a countable collection of functions $\left(\varphi_{i}, i \in \mathbb{N}\right)$, then $\|\varphi\|_{\infty}=\max _{i}\left\|\varphi_{i}\right\|_{\infty}$. If the function is integrable, then $\|f\|_{1}$ denotes its $L_{1}$ norm while $\|f\|_{2}$ its $L_{2}$ norm and if $\theta \in \ell_{r}=$ $\left\{\theta=\left(\theta_{i}\right)_{i \in \mathbb{N}}, \sum_{i}\left|\theta_{i}\right|^{r}<+\infty\right\}$, with $r \geq 1,\|\theta\|_{r}=\left(\sum_{i}\left|\theta_{i}\right|^{r}\right)^{1 / r}$.

Throughout the paper, $x_{n} \lesssim y_{n}$ means that there exists a constant $C$ such that for $n$ large enough $x_{n} \leq C y_{n}$, similarly with $x_{n} \gtrsim y_{n}$ and $x_{n} \asymp y_{n}$ is equivalent to $y_{n} \lesssim x_{n} \lesssim y_{n}$. For equivalent (abbreviated) notation, we use the symbol $\equiv$.
2. Asymptotic behaviour of the MMLE, its associated posterior distribution and the hierarchical Bayes method. Although the problem can be formulated as a classical parametric maximum likelihood estimation problem, since $\lambda$ is finite dimensional, its study is more involved than the usual regular models due to the complicated nature of the marginal likelihood. Indeed $m\left(\mathbf{x}_{n} \mid \lambda\right)$ is an integral over an infinite (or large) dimensional space.

For $\theta_{0} \in \Theta$ denoting the true parameter, define the sequence $\varepsilon_{n}(\lambda) \equiv \varepsilon_{n}(\lambda$, $\theta_{0}, K$ ) as

$$
\begin{equation*}
\Pi\left(\theta:\left\|\theta-\theta_{0}\right\| \leq K \varepsilon_{n}(\lambda) \mid \lambda\right)=e^{-n \varepsilon_{n}(\lambda)^{2}} \tag{2.1}
\end{equation*}
$$

for some positive parameter $K>0$. If the cumulative distribution function of $\| \theta-$ $\theta_{0} \|$ under $\Pi(\cdot \mid \lambda)$ is not continuous, then the definition of $\varepsilon_{n}(\lambda)$ can be replaced by

$$
\begin{equation*}
\tilde{c}_{0}^{-1} n \varepsilon_{n}(\lambda)^{2} \leq-\log \Pi\left(\theta:\left\|\theta-\theta_{0}\right\| \leq K \varepsilon_{n}(\lambda) \mid \lambda\right) \leq \tilde{c}_{0} n \varepsilon_{n}(\lambda)^{2}, \tag{2.2}
\end{equation*}
$$

for some $\tilde{c}_{0} \geq 1$ under the assumption that such a sequence $\varepsilon_{n}(\lambda)$ exists.
Roughly speaking, under the assumptions stated below, $\log m\left(\mathbf{x}_{n} \mid \lambda\right) \asymp n \varepsilon_{n}^{2}(\lambda)$ and $\varepsilon_{n}(\lambda)$ is the posterior concentration rate associated to the prior $\Pi(\cdot \mid \lambda)$ and the best possible (oracle) posterior concentration rate over $\lambda \in \Lambda_{n}$ is denoted

$$
\varepsilon_{n, 0}^{2}=\inf _{\lambda \in \Lambda_{n}}\left\{\varepsilon_{n}(\lambda)^{2}: \varepsilon_{n}(\lambda)^{2} \geq m_{n}(\log n) / n\right\} \vee m_{n}(\log n) / n,
$$

with any sequence $m_{n}$ tending to infinity.
With the help of the oracle value $\varepsilon_{n, 0}$, we define a set of hyper-parameters with similar properties, as

$$
\begin{equation*}
\Lambda_{0} \equiv \Lambda_{0}\left(M_{n}\right) \equiv \Lambda_{0, n}\left(K, \theta_{0}, M_{n}\right)=\left\{\lambda \in \Lambda_{n}: \varepsilon_{n}(\lambda) \leq M_{n} \varepsilon_{n, 0}\right\} \tag{2.3}
\end{equation*}
$$

with any sequence $M_{n}$ going to infinity. We show that under general (and natural) assumptions the marginal maximum likelihood estimator $\hat{\lambda}_{n}$ belongs to the set $\Lambda_{0}$ with probability tending to one, for some constant $K>0$ large enough. The parameter $K$ provides extra flexibility to the approach and simplifies the proofs of the upcoming conditions in certain examples. In practice (at least in the examples
we have studied), the constant $K$ essentially modifies $\varepsilon_{n}(\lambda)$ by a multiplicative constant, and thus does not modify the final posterior concentration rate, nor the set $\Lambda_{0}$ since $M_{n}$ is any sequence going to infinity. Note that our results are only meaningful in cases where $\varepsilon_{n}(\lambda)$ defined by (2.2) vary with $\lambda$.

We now give general conditions under which the MMLE is inside of the set $\Lambda_{0}$ with probability going to 1 under $P_{\theta_{0}}^{n}$. Using [8], we will then deduce that the concentration rate of the associated MMLE empirical Bayes posterior distribution is bounded by $M_{n} \varepsilon_{n, 0}$.

Following [19] and [8], we construct for all $\lambda, \lambda^{\prime} \in \Lambda_{n}$ a transformation $\psi_{\lambda, \lambda^{\prime}}$ : $\Theta \mapsto \Theta$ such that if $\theta \sim \Pi(\cdot \mid \lambda)$ then $\psi_{\lambda, \lambda^{\prime}}(\theta) \sim \Pi\left(\cdot \mid \lambda^{\prime}\right)$ and for a given sequence $u_{n} \rightarrow 0$ we introduce the notation

$$
\begin{equation*}
q_{\lambda, n}^{\theta}\left(\mathbf{x}_{n}\right)=\sup _{\rho\left(\lambda, \lambda^{\prime}\right) \leq u_{n}} p_{\psi_{\lambda, \lambda^{\prime}}(\theta)}^{n}\left(\mathbf{x}_{n}\right) \tag{2.4}
\end{equation*}
$$

where $\rho: \Lambda_{n} \times \Lambda_{n} \rightarrow \mathbb{R}^{+}$is some loss function and $Q_{\lambda, n}^{\theta}$ the associated measure. Denote by $N_{n}\left(\Lambda_{0}\right), N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)$, and $N_{n}\left(\Lambda_{n}\right)$ the covering number of $\Lambda_{0}, \Lambda_{n} \backslash \Lambda_{0}$ and $\Lambda_{n}$ by balls of radius $u_{n}$, respectively, with respect of the loss function $\rho$.

We consider the following set of assumptions to bound $\sup _{\lambda \in \Lambda_{n} \backslash \Lambda_{0}} m\left(\mathbf{x}_{n} \mid \lambda\right)$ from above:

- (A1) There exists $N>0$ such that for all $\lambda \in \Lambda_{n} \backslash \Lambda_{0}$ and $n \geq N$, there exists $\Theta_{n}(\lambda) \subset \Theta$

$$
\begin{equation*}
\sup _{\left\{\left\|\theta-\theta_{0}\right\| \leq K \varepsilon_{n}(\lambda)\right\} \cap \Theta_{n}(\lambda)} \frac{\log Q_{\lambda, n}^{\theta}\left(\mathcal{X}_{n}\right)}{n \varepsilon_{n}(\lambda)^{2}}=o(1), \tag{2.5}
\end{equation*}
$$

and such that

$$
\begin{equation*}
\int_{\Theta_{n}(\lambda)^{c}} Q_{\lambda, n}^{\theta}\left(\mathcal{X}_{n}\right) d \Pi(\theta \mid \lambda) \leq e^{-w_{n}^{2} n \varepsilon_{n, 0}^{2}}, \tag{2.6}
\end{equation*}
$$

for some positive sequence $w_{n}$ going to infinity.

- (A2) [tests] There exists $0<\zeta, c_{1}<1$ such that for all $\lambda \in \Lambda_{n} \backslash \Lambda_{0}$ and all $\theta \in \Theta_{n}(\lambda)$, there exist tests $\varphi_{n}(\theta)$ such that

$$
\begin{align*}
E_{\theta_{0}}^{n} \varphi_{n}(\theta) & \leq e^{-c_{1} n d^{2}\left(\theta, \theta_{0}\right)}, \\
\sup _{d\left(\theta, \theta^{\prime}\right) \leq \zeta d\left(\theta, \theta_{0}\right)} Q_{\lambda, n}^{\theta^{\prime}}\left(1-\varphi_{n}(\theta)\right) & \leq e^{-c_{1} n d^{2}\left(\theta, \theta_{0}\right)}, \tag{2.7}
\end{align*}
$$

where $d(\cdot, \cdot)$ is a semi-metric satisfying

$$
\begin{equation*}
\Theta_{n}(\lambda) \cap\left\{\left\|\theta-\theta_{0}\right\|>K \varepsilon_{n}(\lambda)\right\} \subset \Theta_{n}(\lambda) \cap\left\{d\left(\theta, \theta_{0}\right)>c(\lambda) \varepsilon_{n}(\lambda)\right\} \tag{2.8}
\end{equation*}
$$

for some $c(\lambda) \geq w_{n} \varepsilon_{n, 0} / \varepsilon_{n}(\lambda)$ and

$$
\begin{equation*}
\log N\left(\zeta u,\left\{u \leq d\left(\theta, \theta_{0}\right) \leq 2 u\right\} \cap \Theta_{n}(\lambda), d(\cdot, \cdot)\right) \leq c_{1} n u^{2} / 2 \tag{2.9}
\end{equation*}
$$

for all $u \geq c(\lambda) \varepsilon_{n}(\lambda)$.

REMARK 2.1. We note that we can weaken (2.5) to

$$
\sup _{\left\{\left\|\theta-\theta_{0}\right\| \leq \varepsilon_{n}(\lambda)\right\} \cap \Theta_{n}(\lambda)} Q_{\lambda, n}^{\theta}\left(\mathcal{X}_{n}\right) \leq e^{c n \varepsilon_{n}^{2}(\lambda)}
$$

for some positive constant $c<1$ in case the cumulative distribution of $\left\|\cdot-\theta_{0}\right\|$ under $\Pi(\cdot \mid \lambda)$ is continuous, and hence the definition (2.1) is meaningful.

Conditions (2.5) and (2.6) imply that we can control the small perturbations of the likelihood $p_{\psi_{\lambda, \lambda^{\prime}}(\theta)}^{n}\left(\mathbf{x}_{n}\right)$ due to the change of measures $\psi_{\lambda, \lambda^{\prime}}$ and are similar to those used in [8]. They allow us to control $m\left(\mathbf{x}_{n} \mid \lambda\right)$ uniformly over $\Lambda_{n} \backslash \Lambda_{0}$. They are rather weak conditions since $u_{n}$ can be chosen very small. In [8], the authors show that they hold even with complex priors such as nonparametric mixture models. Assumption (2.7), together with (2.9) have been verified in many contexts, with the difference that here the tests need to be performed with respect to the perturbed likelihoods $q_{\lambda, n}^{\theta}$. Since the $u_{n}$-mesh of $\Lambda_{n} \backslash \Lambda_{0}$ can be very fine, these perturbations can be well controlled over the sets $\Theta_{n}(\lambda)$; see, for instance, [8] in the context of density estimation or intensity estimation of Aalen point processes. The interest of the above conditions is that they are very similar to standard conditions considered in the posterior concentration rates literature, starting with [11] and [12], so that there is a large literature on such types of conditions which can be applied in the present setting. Therefore, the usual variations on these conditions can be considered. For instance, an alternative condition to (A2) is:
(A2 bis) There exists $0<\zeta<1$ such that for all $\lambda \in \Lambda_{n} \backslash \Lambda_{0}$ and all $\theta \in \Theta_{n}(\lambda)$, there exist tests $\varphi_{n}(\theta)$ such that (2.7) is verified and for all $j \geq K$, writing

$$
B_{n, j}(\lambda)=\Theta_{n}(\lambda) \cap\left\{j \varepsilon_{n}(\lambda) \leq\left\|\theta-\theta_{0}\right\|<(j+1) \varepsilon_{n}(\lambda)\right\},
$$

then

$$
B_{n, j}(\lambda) \subset \Theta_{n}(\lambda) \cap\left\{d\left(\theta, \theta_{0}\right)>c(\lambda, j) \varepsilon_{n}(\lambda)\right\}
$$

with

$$
\sum_{j \geq K} \exp \left(-\frac{c_{1}}{2} n c(\lambda, j)^{2} \varepsilon_{n}(\lambda)^{2}\right) \lesssim e^{-n w_{n}^{2} \varepsilon_{n, 0}^{2}}
$$

and

$$
\log N\left(\zeta c(\lambda, j) \varepsilon_{n}(\lambda), B_{n, j}(\lambda), d(\cdot, \cdot)\right) \leq \frac{c_{1} n c(\lambda, j)^{2} \varepsilon_{n}(\lambda)^{2}}{2}
$$

Here, the difficulty lies in the comparison between the metric $\|\cdot\|$ of the Banach space and the testing distance $d(\cdot, \cdot)$, in condition (2.8). Outside the white noise model, where the Kullback and other moments of the likelihood ratio are directly linked to the $L_{2}$ norm on $\theta-\theta_{0}$, such comparison may be nontrivial. In van der Vaart and van Zanten [31], the prior had some natural Banach structure and
norm, which was possibly different to the Kullback-Leibler and the testing distance $d(\cdot, \cdot)$, but comparable in some sense. Our approach is similar in spirit. We illustrate this here in the special cases of regression function and density estimation under different families of priors; see Sections 3.5 and 3.6.1. In Section 3.6.2, we use a prior which is not so much driven by a Banach structure and the norm $\|\cdot\|$ is replaced by the Hellinger distance. Hence, in full generality $\|\cdot\|$ could be replaced by any metric, for instance the testing metric $d(\cdot, \cdot)$, as long as the rates $\varepsilon_{n}(\lambda)$ can be computed.

The following assumption is used to bound from below $\sup _{\lambda \in \Lambda_{0}} m\left(\mathbf{x}_{n} \mid \lambda\right)$ :

- (B1) There exist $\tilde{\Lambda}_{0} \subset \Lambda_{0}$ and $M_{2} \geq 1$ such that for every $\lambda \in \tilde{\Lambda}_{0}$

$$
\left\{\left\|\theta-\theta_{0}\right\| \leq K \varepsilon_{n}(\lambda)\right\} \subset B\left(\theta_{0}, M_{2} \varepsilon_{n}(\lambda), 2\right)
$$

and such that there exists $\lambda_{0} \in \tilde{\Lambda}_{0}$ for which $\varepsilon_{n}\left(\lambda_{0}\right) \leq M_{1} \varepsilon_{n, 0}$ for some positive $M_{1}$.

REMARK 2.2. A variation of (B1) can be considered where $\left\{\left\|\theta-\theta_{0}\right\| \leq\right.$ $\left.K \varepsilon_{n}(\lambda)\right\}$ is replaced by $\left\{\left\|\theta-\theta_{0}\right\| \leq K \varepsilon_{n}(\lambda)\right\} \cap \tilde{\Theta}_{n}(\lambda)$ where $\tilde{\Theta}_{n}(\lambda) \subset \Theta$ verifies

$$
\Pi\left(\left\{\left\|\theta-\theta_{0}\right\| \leq K \varepsilon_{n}(\lambda)\right\} \cap \tilde{\Theta}_{n}(\lambda) \mid \lambda\right) \gtrsim e^{-K_{2} n \varepsilon_{n}^{2}(\lambda)}
$$

for some $K_{2} \geq 1$. This is used in Section 3.6.
2.1. Asymptotic behaviour of the MMLE and empirical Bayes posterior concentration rate. We now present the two main results of this section, namely: asymptotic behaviour of the MMLE and concentration rate of the resulting empirical Bayes posterior. We first describe the asymptotic behaviour of $\hat{\lambda}_{n}$.

THEOREM 2.1. Assume that there exists $K>0$ such that conditions (A1), (A2) and (B1) hold with $w_{n}=o\left(M_{n}\right)$, then if $\log N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)=o\left(n w_{n}^{2} \varepsilon_{n, 0}^{2}\right)$,

$$
\lim _{n \rightarrow \infty} P_{\theta_{0}}^{n}\left(\hat{\lambda}_{n} \in \Lambda_{0}\right)=1
$$

The proof of Theorem 2.1 is given in Section 4.1.
The above theorem describes the asymptotic behaviour of the MMLE $\hat{\lambda}_{n}$, via the oracle set $\Lambda_{0}$, in other words it minimizes $\varepsilon_{n}(\lambda)$. The use of the Banach norm is particularly adapted to the case of priors on parameters $\theta=\left(\theta_{i}\right)_{i \in \mathbb{N}} \in \ell_{2}$, where the $\theta_{i}^{\prime} s$ are assumed independent. This type of priors is studied in Section 3.1.

Note that in the definition of $\Lambda_{0}\left(M_{n}\right), M_{n}$ can be any sequence going to infinity. In the examples, we have considered in Section 3.1, $M_{n}$ can be chosen to increase to infinity arbitrarily slowly. If $\varepsilon_{n}(\lambda)$ is (rate) constant, (2.1) presents no interest since $\Lambda_{0}=\Lambda_{n}$, but if for some $\lambda \neq \lambda^{\prime}$ the fraction $\varepsilon_{n}(\lambda) / \varepsilon_{n}\left(\lambda^{\prime}\right)$ either goes to infinity or to 0 , then choosing $M_{n}$ increasing slowly enough to infinity, Theorem 2.1 implies that the MMLE converges to a meaningful subset of $\Lambda_{n}$. In particular, our
results are too crude to be informative in the parametric case. Indeed from [19], in the parametric non-degenerative case $\varepsilon_{n}(\lambda) \asymp \sqrt{(\log n) / n}$ in definition (2.2) for all $\lambda$ and $\Lambda_{0}=\Lambda_{n}$. In the parametric degenerative case, where the $\lambda_{0}$ belongs to the boundary of the set $\Lambda$ then one would have at the limit $\pi\left(\cdot \mid \lambda_{0}\right)=\delta_{\theta_{0}}$ corresponding to $\varepsilon_{n}\left(\lambda_{0}\right)=0$. So we do recover the oracle parametric value of [19]. However, for the condition $\log N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)=o\left(n w_{n}^{2} \varepsilon_{n, 0}^{2}\right)$ to be valid one would require essentially that $\Lambda_{0}$ is the whole set $\Lambda_{n}$.

Using the above theorem, together with [8], we obtain the associated posterior concentration rate, controlling uniformly $\Pi\left(d\left(\theta_{0}, \theta\right) \leq \varepsilon_{n} \mid \mathbf{x}_{n}, \lambda\right)$ over $\lambda \in \Lambda_{0}$, with $\varepsilon_{n}=M_{n} \varepsilon_{n, 0}$. To do so, we consider the following additional assumptions:

- (C1) For every $c_{2}>0$ there exists constant $N>0$ such that for all $\lambda \in \Lambda_{0}$ and $n \geq N$, there exists $\Theta_{n}(\lambda)$ satisfying

$$
\begin{equation*}
\sup _{\lambda \in \Lambda_{0}} \int_{\Theta_{n}(\lambda)^{c}} Q_{\lambda, n}^{\theta}\left(\mathcal{X}_{n}\right) d \Pi(\theta \mid \lambda) \leq e^{-c_{2} n \varepsilon_{n, 0}^{2}} \tag{2.10}
\end{equation*}
$$

- (C2) There exists $0<c_{1}, \zeta<1$ such that for all $\lambda \in \Lambda_{0}$ and all $\theta \in \Theta_{n}(\lambda)$, there exist tests $\varphi_{n}(\theta)$ satisfying (2.7) and (2.9), where (2.9) is supposed to hold for any $u \geq M M_{n} \varepsilon_{n, 0}$ for some $M>0$.
- (C3) There exists $C_{0}>0$ such that for all $\lambda \in \Lambda_{0}$, for all $\theta \in\left\{d\left(\theta_{0}, \theta\right) \leq\right.$ $\left.M_{n} \varepsilon_{n, 0}\right\} \cap \Theta_{n}(\lambda)$,

$$
\sup _{\rho\left(\lambda, \lambda^{\prime}\right) \leq u_{n}} d\left(\theta, \psi_{\lambda, \lambda^{\prime}}(\theta)\right) \leq C_{0} M_{n} \varepsilon_{n, 0} .
$$

Corollary 2.1. Assume that $\hat{\lambda}_{n} \in \Lambda_{0}$ with probability going to 1 under $P_{\theta_{0}}^{n}$ and that assumptions (C1)-(C3) and (B1) are satisfied, then if $\log N_{n}\left(\Lambda_{0}\right) \leq$ $O\left(n \varepsilon_{n, 0}^{2}\right)$, there exists $M>0$ such that

$$
\begin{equation*}
E_{\theta_{0}}^{n} \Pi\left(\theta: d\left(\theta, \theta_{0}\right) \geq M M_{n} \varepsilon_{n, 0} \mid \mathbf{x}_{n} ; \hat{\lambda}_{n}\right)=o(1) \tag{2.11}
\end{equation*}
$$

A consequence of Corollary 2.1 is in terms of frequentist risks of Bayesian estimators. Following [4], one can construct an estimator based on the posterior which converges at the posterior concentration rate: $E_{\theta_{0}}\left[d\left(\hat{\theta}, \theta_{0}\right)\right]=O\left(M_{n} \varepsilon_{n, 0}\right)$. Similar results can also be derived for the posterior mean in case $d(\cdot, \cdot)$ is convex and bounded, and (2.11) is of order $O\left(M_{n} \varepsilon_{n, 0}\right)$; see, for instance, [11].

Corollary 2.1 is proved in a similar way to Theorem 1 of [8], apart from the lower bound on the marginal likelihood since here we use the nature of the MMLE which simplifies the computations. The details are presented in Section 4.2. We can refine the condition on tests ( C 3 ) by considering slices as in [8].

Next, we provide a lower bound on the contraction rate of the MMLE empirical Bayes posterior distribution. For this, we have to introduce some further assumptions. First of all, we extend assumption (2.5) to the set $\Lambda_{0}$. Let $e: \Theta \times \Theta \rightarrow \mathbb{R}^{+}$
be a pseudo-metric and assume that for all $\lambda \in \Lambda_{0}$ and some $\delta_{n}$ tending to zero we have

$$
\begin{array}{r}
\sup _{\left\{\left\|\theta-\theta_{0}\right\| \leq \varepsilon_{n}(\lambda)\right\} \cap \Theta_{n}(\lambda)} \frac{\log Q_{\lambda, n}^{\theta}\left(\mathcal{X}_{n}\right)}{n \varepsilon_{n}^{2}(\lambda)}=o(1), \\
\sup _{\lambda \in \Lambda_{0}} \frac{n \varepsilon_{n, 0}^{2}}{-\log \Pi\left(\theta: e\left(\theta, \theta_{0}\right) \leq 2 \delta_{n} \varepsilon_{n, 0} \mid \lambda\right)}=o(1) \tag{2.12}
\end{array}
$$

and consider the modified version of (C3): (C3bis). There exists $C_{0}>0$ such that for all $\lambda \in \Lambda_{0}$, for all $\theta \in\left\{e\left(\theta_{0}, \theta\right) \leq \delta_{n} \varepsilon_{n, 0}\right\} \cap \Theta_{n}(\lambda)$,

$$
\sup _{\rho\left(\lambda, \lambda^{\prime}\right) \leq u_{n}} d\left(\theta, \psi_{\lambda, \lambda^{\prime}}(\theta)\right) \leq C_{0} \delta_{n} \varepsilon_{n, 0} .
$$

THEOREM 2.2. Assume that conditions (A1)-(C2) and (C3bis) together with assumption (2.12) hold. In case $\log N_{n}\left(\Lambda_{0}\right)=o\left(n \varepsilon_{n, 0}^{2}\right)$ and $\varepsilon_{n, 0}^{2}>m_{n}(\log n) / n$, we get that

$$
E_{\theta_{0}}^{n} \Pi\left(\theta: e\left(\theta, \theta_{0}\right) \leq \delta_{n} \varepsilon_{n, 0} \mid \hat{\lambda}_{n} ; \mathbf{x}_{n}\right)=o(1)
$$

Typically $e(\cdot, \cdot)$ will be either $d(\cdot, \cdot)$ or $\|\cdot\|$. The lower bound is proved using the same argument as the one used to bound $E_{\theta_{0}}^{n}\left(\Pi\left(\Theta_{n}^{c} \mid \hat{\lambda}_{n}, \mathbf{x}_{n}\right)\right)$ (see Section 4.1 and 4.2), where $\left\{d\left(\theta, \theta_{0}\right) \leq \delta_{n} \varepsilon_{n, 0}\right\}$ plays the same role as $\Theta_{n}^{c}$. We postpone the details of the proof to Section 1.7 of the Supplementary Material [23].
2.2. Contraction rate of the hierarchical Bayes posterior. In this section, we investigate the relation between the MMLE empirical Bayes method and the hierarchical Bayes method. We show that under the preceding assumptions complemented with not too restrictive conditions on the hyper-prior distribution the hierarchical posterior distribution achieves the same convergence rate as the MMLE empirical Bayes posterior. Let us denote by $\tilde{\pi}(\cdot)$ the density function of the hyperprior, then the hierarchical prior takes the form

$$
\Pi(\cdot)=\int_{\Lambda} \Pi(\cdot \mid \lambda) \tilde{\pi}(\lambda) d \lambda
$$

Note that we integrate here over the whole hyper-parameter space $\Lambda$, not over the subset $\Lambda_{n} \subseteq \Lambda$ used in the MMLE empirical Bayes approach.

Intuitively, to have the same contraction rate, one would need that the set of probable hyper-parameter values $\Lambda_{0}$ accumulates enough hyper-prior mass. Let us introduce a sequence $\tilde{w}_{n}$ tending to infinity and satisfying $\tilde{w}_{n}=o\left(M_{n} \wedge w_{n}\right)$ and denote by $\Lambda_{0}\left(\tilde{w}_{n}\right)$ the set defined in (2.3) with $\tilde{w}_{n}$.

- (H1) Assume that $\tilde{\Lambda}_{0} \subset \Lambda_{0}\left(\tilde{w}_{n}\right)$ and for some $\bar{c}_{0}>0$ there exists $N>0$ such that for all $n \geq N$ the hyper-prior satisfies

$$
\int_{\tilde{\Lambda}_{0}} \tilde{\pi}(\lambda) d \lambda \gtrsim e^{-n \varepsilon_{n, 0}^{2}}
$$

and

$$
\int_{\Lambda_{n}^{c}} \tilde{\pi}(\lambda) d \lambda \leq e^{-\bar{c}_{0} n \varepsilon_{n, 0}^{2}}
$$

- (H2) Uniformly over $\lambda \in \tilde{\Lambda}_{0}$ and $\left\{\theta:\left\|\theta-\theta_{0}\right\| \leq K \varepsilon_{n}(\lambda)\right\}$ there exists $c_{3}>0$ such that

$$
P_{\theta_{0}}^{n}\left\{\inf _{\lambda^{\prime}: \rho\left(\lambda, \lambda^{\prime}\right) \leq u_{n}} \ell_{n}\left(\psi_{\lambda, \lambda^{\prime}}(\theta)\right)-\ell_{n}\left(\theta_{0}\right) \leq-c_{3} n \varepsilon_{n}(\lambda)^{2}\right\}=O\left(e^{-n \varepsilon_{n, 0}^{2}}\right)
$$

We can then show that the preceding condition is sufficient for giving upper and lower bounds for the contraction rate of the hierarchical posterior distribution.

ThEOREM 2.3. Assume that the conditions of Theorem 2.1 and Corollary 2.1 hold alongside with conditions $(\mathrm{H} 1)$ with $\bar{c}_{0}>2 M_{2}^{2}+1$ and (H2). Then the hierarchical posterior achieves the oracle contraction rate (up to a slowly varying term)

$$
E_{\theta_{0}}^{n} \Pi\left(\theta: d\left(\theta, \theta_{0}\right) \geq M M_{n} \varepsilon_{n, 0} \mid \mathbf{x}_{n}\right)=o(1)
$$

Furthermore, if condition (2.12) also holds we have that

$$
E_{\theta_{0}}^{n} \Pi\left(\theta: d\left(\theta, \theta_{0}\right) \leq \delta_{n} \varepsilon_{n, 0} \mid \mathbf{x}_{n}\right)=o(1)
$$

The proof of the theorem is given in Section 4.3.

## 3. Application to sequence parameters and histograms.

3.1. Sequence parameters. In this section, we apply Theorem 2.1 and Corollary 2.1 to the case of priors on $(\Theta,\|\cdot\|)=\left(\ell_{2},\|\cdot\|_{2}\right)$. We endow the sequence parameter $\theta=\left(\theta_{1}, \theta_{2}, \ldots\right)$ with independent product priors of the following three types:
(T1) Sieve prior: The hyper-parameter of interest is $\lambda=k$ the truncation: For $2 \leq k$,

$$
\theta_{j} \stackrel{\text { ind }}{\sim} g(\cdot), \quad \text { if } j \leq k, \quad \text { and } \quad \theta_{j}=0 \quad \text { if } j>k
$$

We assume that $\int e^{s_{0}|x|^{p^{*}}} g(x) d x=a<+\infty$ for some $s_{0}>0$ and $p^{*} \geq 1$.
(T2) Scale parameter of a Gaussian process prior: let $\tau_{j}=\tau j^{-\alpha-1 / 2}$ and $\lambda=\tau$ with

$$
\theta_{j} \stackrel{\text { ind }}{\sim} \mathcal{N}\left(\cdot, \tau_{j}^{2}\right), \quad 1 \leq j \leq n, \quad \text { and } \quad \theta_{j}=0 \quad \text { if } j>n .
$$

(T3) Rate parameter: same prior as above but this time $\lambda=\alpha$.

REMARK 3.1. Alternatively, one could consider the priors (T2) and (T3) without truncation at level $n$. The theoretical behaviour of the truncated and nontruncated versions of the priors are very similar, however, from a practical point of view the truncated priors are arguably more natural.

In the hierarchical setup with a prior on $k$, type (T1) prior has been studied by [1,25] for generic models, by [22] for density estimation, by [2] for Gaussian white noise model and by [20] for inverse problems. Type (T2) and (T3) priors have been studied with fixed hyper-parameters by [5, 7, 15, 31, 34] or using a prior on $\lambda=\tau$ and $\lambda=\alpha$ in $[4,14,18,29]$. In the white noise model, using the explicit expressions of the marginal likelihoods and the posterior distributions, [14, 29] have derived posterior concentration rates and described quite precisely the behaviours of the MMLE using type (T3) and (T2) priors, respectively.

In the following, $\Pi(\cdot \mid k)$ denotes a prior in the form (T1), while $\Pi(\cdot \mid \tau, \alpha)$ denotes either (T2) or (T3).
3.2. Deriving $\varepsilon_{n}(\lambda)$ for priors (T1)-(T3). It appears from Theorem 2.1 that a key quantity to describe the behaviour of the MMLE is $\varepsilon_{n}(\lambda)$ defined by (2.1). In the following lemmas, we describe $\varepsilon_{n}(\lambda) \equiv \varepsilon_{n}(\lambda, K)$ for any $K>0$ under the three types of priors above and for true parameters $\theta_{0}$ belonging to either hyperrectangles

$$
\mathcal{H}_{\infty}(\beta, L)=\left\{\theta=\left(\theta_{i}\right)_{i}: \max _{i} i^{2 \beta+1} \theta_{i}^{2} \leq L\right\}
$$

or Sobolev balls

$$
\mathcal{S}_{\beta}(L)=\left\{\theta=\left(\theta_{i}\right)_{i}: \sum_{i=1}^{\infty} i^{2 \beta} \theta_{i}^{2} \leq L\right\} .
$$

Lemma 3.1. Consider priors of type (T1), with $g$ positive and continuous on $\mathbb{R}$ and let $\theta_{0} \in \ell_{2}$, then for all $K>0$ fixed and if $k \in\{2, \ldots, \varepsilon n / \log n\}$, with $\varepsilon>0$ a small enough constant

$$
\varepsilon_{n}(k)^{2} \asymp \sum_{i=k+1}^{\infty} \theta_{0, i}^{2}+\frac{k \log n}{n} .
$$

Moreover, if $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L) \cup \mathcal{S}_{\beta}(L)$ with $\beta>0$ and $L$ any positive constant,

$$
\begin{equation*}
\varepsilon_{n, 0} \lesssim(n / \log n)^{-\beta /(2 \beta+1)}, \tag{3.1}
\end{equation*}
$$

and there exists $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L) \cup \mathcal{S}_{\beta}(L)$ for which (3.1) is also a lower bound.
The proof of Lemma 3.1 is postponed to Section A.1. We note that it is enough in the above lemma to assume that $g$ is positive and continuous over the set $\{|x| \leq$ $M\}$ with $M>2\left\|\theta_{0}\right\|_{\infty}$.

REMARK 3.2. One might get rid of the $\log n$ factor in the rate by allowing the density $g$ to depend on $n$; as in $[2,10]$, for instance.

Priors of type (T2) and (T3) are Gaussian process priors, thus following [31], let us introduce the so called concentration function

$$
\begin{equation*}
\varphi_{\theta_{0}}(\varepsilon ; \alpha, \tau)=\inf _{h \in \mathbb{H}^{\alpha, \tau}:\left\|h-\theta_{0}\right\|_{2} \leq \varepsilon}\|h\|_{\mathbb{H}^{\alpha, \tau}}^{2}-\log \Pi\left(\|\theta\|_{2} \leq \varepsilon \mid \alpha, \tau\right), \tag{3.2}
\end{equation*}
$$

where $\mathbb{H}^{\alpha, \tau}$ denotes the Reproducing Kernel Hilbert Space (RKHS) associated to the Gaussian prior $\Pi(\cdot \mid \alpha, \tau)$

$$
\mathbb{H}^{\alpha, \tau}=\left\{\theta=\left(\theta_{i}\right)_{i \in \mathbb{N}} ; \sum_{i=1}^{n} i^{2 \alpha+1} \theta_{i}^{2}<+\infty, \theta_{i}=0 \text { for } i>n\right\}=\mathbb{R}^{n},
$$

with for all $\theta \in \mathbb{H}^{\alpha, \tau}$

$$
\|\theta\|_{\mathbb{H}^{\alpha, \tau}}^{2}=\tau^{-2} \sum_{i=1}^{n} i^{2 \alpha+1} \theta_{i}^{2}
$$

Then from Lemma 5.3 of [32],

$$
\begin{equation*}
\varphi_{\theta_{0}}(K \varepsilon ; \alpha, \tau) \leq-\log \Pi\left(\left\|\theta-\theta_{0}\right\|_{2} \leq K \varepsilon \mid \alpha, \tau\right) \leq \varphi_{\theta_{0}}(K \varepsilon / 2 ; \alpha, \tau) \tag{3.3}
\end{equation*}
$$

We also have that

$$
\begin{equation*}
\tilde{c}_{1}^{-1}(K \varepsilon / \tau)^{-1 / \alpha} \leq-\log \Pi\left(\|\theta\|_{2} \leq K \varepsilon \mid \alpha, \tau\right) \leq \tilde{c}_{1}(K \varepsilon / \tau)^{-1 / \alpha} \tag{3.4}
\end{equation*}
$$

for some $\tilde{c}_{1} \geq 1$; see, for instance, Theorem 4 of [16]. This leads to the following two lemmas.

Lemma 3.2. In the case of type (T2) and (T3) priors, with $\theta_{0} \in \mathcal{S}_{\beta}(L) \cup$ $\mathcal{H}_{\infty}(\beta, L)$ :

- If $\beta \neq \alpha+1 / 2$

$$
\begin{align*}
& \frac{\left\|\theta_{0}\right\|_{2}}{\sqrt{n \tau^{2}}} \mathbb{1}_{n \tau^{2}>1}+n^{-\frac{\alpha}{2 \alpha+1}} \tau^{\frac{1}{2 \alpha+1}} \\
& \quad \lesssim \varepsilon_{n}(\lambda) \lesssim n^{-\frac{\alpha}{2 \alpha+1}} \tau^{\frac{1}{2 \alpha+1}}+\left(\frac{a(\alpha, \beta)}{n \tau^{2}}\right)^{\frac{\beta}{2 \alpha+1} \wedge \frac{1}{2}} \tag{3.5}
\end{align*}
$$

where $a(\alpha, \beta)=L^{\frac{\alpha+1 / 2}{\beta}} /|2 \alpha-2 \beta+1|$ if $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L)$ while $a(\alpha, \beta)=L^{\frac{\alpha+1 / 2}{\beta}}$ if $\theta_{0} \in \mathcal{S}_{\beta}(L)$. The constants depend possibly on $K$ but neither on $n, \tau$ or $\alpha$.

- If $\beta=\alpha+1 / 2$ then

$$
\begin{align*}
& \frac{\left\|\theta_{0}\right\|_{2}}{\sqrt{n \tau^{2}}} \mathbb{1}_{n \tau^{2}>1}+n^{-\frac{\alpha}{2 \alpha+1}} \tau^{\frac{1}{2 \alpha+1}}  \tag{3.6}\\
& \quad \lesssim \varepsilon_{n}(\lambda) \lesssim n^{-\frac{\alpha}{2 \alpha+1}} \tau^{\frac{1}{2 \alpha+1}}+\left(\frac{\log \left(n \tau^{2}\right)}{n \tau^{2}}\right)^{\frac{1}{2}} \mathbb{1}_{n \tau^{2}>1},
\end{align*}
$$

where the term $\log \left(n \tau^{2}\right)$ can be eliminated in the case where $\theta_{0} \in \mathcal{S}_{\beta}(L)$.

Lemma 3.3. In the case of prior type (T2) (with $\lambda=\tau)$ :

- If $\alpha+1 / 2<\beta$, then for all $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L) \cup \mathcal{S}_{\beta}(L)$

$$
\begin{equation*}
\varepsilon_{n, 0} \lesssim n^{-(2 \alpha+1) /(4 \alpha+4)}, \tag{3.7}
\end{equation*}
$$

and for all $\theta_{0} \in \ell_{2}(L)$ satisfying $\left\|\theta_{0}\right\|_{2} \geq c$ for some fixed $c>0$, (3.7) is also a lower bound.

- If $\alpha+1 / 2>\beta$, then

$$
\begin{equation*}
\varepsilon_{n, 0} \lesssim n^{-\beta /(2 \beta+1)} . \tag{3.8}
\end{equation*}
$$

- If $\alpha+1 / 2=\beta$, then

$$
\begin{align*}
& \varepsilon_{n, 0} \lesssim n^{-\beta /(2 \beta+1)} \log n^{1 /(2 \beta+1)}, \quad \text { if } \theta_{0} \in \mathcal{H}_{\infty}(\beta, L) \\
& \varepsilon_{n, 0} \lesssim n^{-\beta /(2 \beta+1)}, \quad \text { if } \theta_{0} \in \mathcal{S}_{\beta}(L) \tag{3.9}
\end{align*}
$$

and there exists $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L)$ for which the upper bound (3.9) is also a lower bound.

In the case of prior type (T3) (with $\lambda=\alpha$ ),

$$
\begin{equation*}
\varepsilon_{n, 0} \lesssim n^{-\beta /(2 \beta+1)}, \quad \text { if } \theta_{0} \in \mathcal{S}_{\beta}(L) \cup \mathcal{H}_{\infty}(\beta, L) \tag{3.10}
\end{equation*}
$$

We note that for the scaling prior (T2) in the case $\alpha+1 / 2<\beta$ Lemma 3.3 provides us the sub-optimal rate $\varepsilon_{n, 0} \asymp n^{-(2 \alpha+1) /(4 \alpha+4)}$. Therefore, under condition (2.12) [verified in the supplementary material for prior (T2)] in all three types of examples studied in this paper (white noise, regression and estimation of density models), we get that for all $\theta_{0} \neq 0$ with $\alpha+1 / 2<\beta$, the type (T2) prior leads to sub-optimal posterior concentration rates [and in case $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L), \beta=\alpha+1 / 2$ as well].

An important tool to derive posterior concentration rates in the case of empirical Bayes procedures is the construction of the change of measure $\psi_{\lambda, \lambda^{\prime}}$. We present in the following section how these changes of measures can be constructed in the context of priors (T1)-(T3).
3.3. Change of measure. In the case of prior (T1), there is no need to construct $\psi_{\lambda, \lambda^{\prime}}$ due to the discrete nature of the hyper-parameter $\lambda=k$ the truncation threshold.

In the case of prior (T2) if $\tau, \tau^{\prime}>0$, then define for all $i \in \mathbb{N}$

$$
\begin{equation*}
\psi_{\tau, \tau^{\prime}}\left(\theta_{i}\right)=\frac{\tau^{\prime}}{\tau} \theta_{i} \tag{3.11}
\end{equation*}
$$

so that $\psi_{\tau, \tau^{\prime}}(\theta)=\left(\psi_{\tau, \tau^{\prime}}\left(\theta_{i}\right), i \in \mathbb{N}\right)=\theta \tau^{\prime} / \tau$ and if $\theta \sim \Pi(\cdot \mid \tau, \alpha)$, then $\psi_{\tau, \tau^{\prime}}(\theta) \sim$ $\Pi\left(\cdot \mid \tau^{\prime}, \alpha\right)$.

Similarly, in the case of type (T3) prior,

$$
\begin{equation*}
\psi_{\alpha, \alpha^{\prime}}\left(\theta_{i}\right)=i^{\alpha-\alpha^{\prime}} \theta_{i} \tag{3.12}
\end{equation*}
$$

so that $\psi_{\alpha, \alpha^{\prime}}(\theta)=\left(\psi_{\alpha, \alpha^{\prime}}\left(\theta_{i}\right), i \in \mathbb{N}\right)$ and if $\theta \sim \Pi(\cdot \mid \tau, \alpha)$, then $\psi_{\alpha, \alpha^{\prime}}(\theta) \sim$ $\Pi\left(\cdot \mid \tau, \alpha^{\prime}\right)$. Note in particular that if $\alpha^{\prime} \geq \alpha$ and $\sum_{i} \theta_{i}^{2}<+\infty$ hold then $\sum_{i} \psi_{\alpha, \alpha^{\prime}}\left(\theta_{i}\right)^{2}<\infty$. This will turn out to be useful in the sequel.
3.4. Choice of the hyper-prior. In this section, we give sufficient conditions on the hyper-priors in the case of the prior distribution (T1)-(T3), such that condition (H1) is satisfied. The proofs are deferred to Section 3 of the Supplementary Material [23].

LEMmA 3.4. In case of prior (T1) assume that $\theta_{0} \in S_{\beta}(L) \cup \mathcal{H}_{\infty}(\beta, L)$ for some $\beta \geq \beta_{1}>\beta_{0} \geq 0$. Then for any hyper-prior satisfying

$$
\begin{equation*}
k^{-c_{2} k} \lesssim \tilde{\pi}(k) \lesssim e^{-c_{1} k^{1 /\left(1+2 \beta_{0}\right)}} \tag{3.13}
\end{equation*}
$$

for some $c_{1}, c_{2}>0$, assumption (H1) holds.
Note that the hypergeometric and the Poisson distribution satisfies the above conditions.

LEMMA 3.5. Consider the prior (T2) then for any hyper-prior satisfying

$$
\begin{aligned}
& e^{-c_{1} \tau} \frac{2}{1+2 \alpha} \lesssim \tilde{\pi}(\tau) \\
& \lesssim \tau^{-c_{2}} \quad \text { for } \tau \geq 1 \text { with some } c_{1}>0 \text { and } c_{2}>1+1 / c_{0}, \\
& e^{-c_{3} \tau^{-2}} \lesssim \tilde{\pi}(\tau) \lesssim \tau^{c_{4}} \quad \text { for } \tau \leq 1 \text { with some } c_{2}>0 \text { and } c_{4}>1 / c_{0}-1,
\end{aligned}
$$

for some $c_{0}>0$, assumption (H1) holds.
Note that for instance the inverse gamma and Weibull distributions satisfy this assumption.

REMARK 3.3. To obtain the polynomial upper bound of the hyper-prior densities $\tilde{\pi}(\tau)$ in Lemma 3.5, the set $\Lambda_{n}$ is taken to be larger than it is necessary in the empirical Bayes method to achieve adaptive posterior contraction rates; see, for instance, Propositions 3.2 and 3.4. Nevertheless, the conditions on the hyper-entropy are still satisfied, that is, by taking $u_{n}=e^{-2 c_{0} \bar{c}_{0} \tilde{w}_{n}^{2} n \varepsilon_{n, 0}^{2}}$ on $\Lambda \backslash \Lambda_{0}$ and $u_{n}=n^{-d}$ (for any $d>0$ ) on $\Lambda_{0}$ we get that $\log N_{n}\left(\Lambda_{n}\right)=o\left(w_{n}^{2} n \varepsilon_{n, 0}^{2}\right)$ and $\log N_{n}\left(\Lambda_{0}\right)=o\left(n \varepsilon_{n, 0}^{2}\right)$.

LEMmA 3.6. Consider the prior (T3) and assume that $\theta_{0} \in S_{\beta}(L) \cup \mathcal{H}_{\infty}(\beta, L)$ for some $\beta>\beta_{0}>0$. Then for any hyper-prior satisfying

$$
e^{-c_{2} \alpha} \lesssim \tilde{\pi}(\alpha) \lesssim e^{-c_{0} \alpha^{1 / c_{1}}}, \quad \text { for } \alpha>0
$$

and for some $c_{0}, c_{1}, c_{2}>0$, assumption (H1) holds.

In the following sections, we prove that in the Gaussian white noise, regression and density estimation models the MMLE empirical Bayes posterior concentration rate is bounded from above by $M_{n} \varepsilon_{n, 0}$ and from below by $\delta_{n} \varepsilon_{n, 0}$, where $\varepsilon_{n, 0}$ is given in Lemma 3.3 under priors (T1)-(T3) and $M_{n}$, respectively $\delta_{n}$, tends to infinity, respectively 0 , arbitrary slowly.
3.5. Application to the nonparametric regression model. In this section, we show that our results apply to the nonparametric regression model. We consider the fixed design regression problem, where we assume that the observations $\mathbf{x}_{n}=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ satisfy

$$
\begin{equation*}
x_{i}=f_{0}\left(t_{i}\right)+Z_{i}, \quad i=1,2, \ldots, n, \tag{3.14}
\end{equation*}
$$

where $Z_{i} \stackrel{\text { i.i.d. }}{\sim} N\left(0, \sigma^{2}\right)$ random variables (with known $\sigma^{2}$ for simplicity) and $t_{i}=$ $i / n$.

Let us denote by $\theta_{0}=\left(\theta_{0,1}, \theta_{0,2}, \ldots\right)$ the Fourier coefficients of the regression function $f_{0} \in L_{2}(M): f_{0}(t)=\sum_{j=1}^{\infty} \theta_{0, j} e_{j}(t)$, so that $\left(e_{j}(\cdot)\right)_{j}$ is the Fourier basis. We note that following from Lemma 1.7 in [30] and Parseval's inequality we have that

$$
\left\|f_{0}\right\|_{2}=\left\|\theta_{0}\right\|_{2}=\left\|f_{0}\right\|_{n}
$$

where $\left\|f_{0}\right\|_{n}$ denotes the $L_{2}$-metric associated to the empirical norm.
First, we deal with the random truncation prior (T1) where applying Theorem 2.1, Corollary 2.1 and Theorem 2.3 combined with Lemma 3.1 we get that both the MMLE empirical Bayes and hierarchical Bayes posteriors are rate adaptive (up to a $\log n$ factor). The following proposition is proved in Section 1.1 of the Supplementary Material [23].

Proposition 3.1. Assume that $f_{0} \in \mathcal{H}_{\infty}(\beta, L) \cup S_{\beta}(L)$ and consider a type (T1) prior. Let $\Lambda_{n}=\left\{2, \ldots, k_{n}\right\}$ with $k_{n}=\varepsilon n / \log n$ for some small enough constant $\varepsilon>0$. Then, for any $M_{n}$ tending to infinity and $K>0$ the MMLE estimator $\hat{k}_{n} \in \Lambda_{0}=\left\{k: \varepsilon_{n}(k) \leq M_{n} \varepsilon_{n, 0}\right\}$ with probability going to 1 under $P_{\theta_{0}}^{n}$, where $\varepsilon_{n}(k)$ and $\varepsilon_{n, 0}$ are given in Lemma 3.1.

Furthermore, we also have the following contraction rates: for all $0<\beta_{1} \leq$ $\beta_{2}<+\infty$, uniformly over $\beta \in\left(\beta_{1}, \beta_{2}\right)$

$$
\begin{array}{r}
\sup _{f_{0} \in \mathcal{H}(\beta, L) \cup S_{\beta}(L)} E_{f_{0}}^{n} \Pi\left(f: \left.\left\|f_{0}-f\right\|_{2} \geq M_{n}(n / \log n)^{-\frac{\beta}{2 \beta+1}} \right\rvert\, \mathbf{x}_{n} ; \hat{k}_{n}\right)=o(1), \\
\sup _{f_{0} \in \mathcal{H}_{\infty}(\beta, L) \cup S_{\beta}(L)} E_{f_{0}}^{n} \Pi\left(f: \left.\left\|f_{0}-f\right\|_{2} \geq M_{n}(n / \log n)^{-\frac{\beta}{2 \beta+1}} \right\rvert\, \mathbf{x}_{n}\right)=o(1),
\end{array}
$$

where the latter is satisfied if the hyper prior on $k$ satisfies (3.13).
Finally, we note that the above bounds are sharp in the sense that both the MMLE empirical and the hierarchical Bayes posterior contraction rates are
bounded from below by $\delta_{n}(n / \log n)^{-\beta /(2 \beta+1)}$ with $P_{f_{0}}^{n}$-probability tending to one, for any $\delta_{n}=o(1)$ and some $f_{0} \in \mathcal{H}_{\infty}(\beta, L) \cup S_{\beta}(L)$.

Next, we consider the priors (T2) and (T3). As a consequence of Theorem 2.1, Corollary 2.1, Theorem 2.3 and Lemma 3.3 we can show that both the hierarchical Bayes and the MMLE empirical Bayes method for the rescaled Gaussian prior (T2) is optimal only in a limited range of regularity classes $\mathcal{S}_{\beta}(L) \cup \mathcal{H}_{\infty}(\beta, L)$ satisfying $\beta<\alpha+1 / 2$, else the posterior achieves a sub-optimal contraction rate $n^{-(2 \alpha+1) /(4 \alpha+4)}$. However, by taking the MMLE of the regularity hyper-parameter $\alpha$ or endowing it with a hyper-prior distribution in the Gaussian prior (T3), the posterior achieves the minimax contraction rate $n^{-\beta /(1+2 \beta)}$. Similar results were derived in [29] and [14] in the context of the (inverse) Gaussian white noise model using semi-explicit computations. We note that our implicit (and general) approach not just reproduces the previous findings in the direct (noninverse problem) case, but also improves on the posterior contraction rate in case of the prior (T3), where in [14] an extra $\log n$ factor was present.

Proposition 3.2. Assume that $f_{0} \in \mathcal{S}_{\beta}(L) \cup \mathcal{H}_{\infty}(\beta, L)$ for some $\beta>0$ and consider type (T2) and (T3) priors with $\alpha>0$. Furthermore, take $\Lambda_{n}(\tau)=$ $\left[n^{-1 /(4 \alpha)}, n^{\alpha / 2}\right]$ and $\Lambda_{n}(\alpha)=\left(0, c_{0} n^{c_{1}}\right]$, respectively, for some $c_{0}, c_{1}>0$. Then $\hat{\lambda}_{n} \in \Lambda_{0}$ with $P_{f_{0}}^{n}$-probability tending to 1 . Furthermore, both in the case of the MMLE empirical Bayes and hierarchical Bayes approach we have for any $M_{n}$ going to infinity with hyper-priors satisfying (H1) (see, for instance, Lemma 3.5 and Lemma 3.6) that:

- For the multiplicative scaling prior (T2)
- If $\beta>\alpha+1 / 2$, the posterior concentration rate is bounded from above by

$$
M_{n} \varepsilon_{n, 0} \asymp M_{n} n^{-(2 \alpha+1) /(4 \alpha+4)}
$$

and for $\delta_{n}=o(1)$ and $\left\|f_{0}\right\|_{2} \geq c$ (for some positive constant $c$ ) it is bounded from below by

$$
\delta_{n} \varepsilon_{n, 0} \asymp \delta_{n} n^{-(2 \alpha+1) /(4 \alpha+4)}
$$

- If $\beta<\alpha+1 / 2$, the posterior concentration rate is bounded by

$$
M_{n} \varepsilon_{n, 0} \lesssim M_{n} n^{-\beta /(2 \beta+1)}
$$

with an extra $\log n$ term if $\beta=\alpha+1 / 2$ and $f_{0} \in \mathcal{H}_{\infty}(\beta, L)$.

- For the regularity prior (T3), the posterior contraction rate is also

$$
M_{n} \varepsilon_{n, 0} \lesssim M_{n} n^{-\beta /(2 \beta+1)}
$$

Proposition 3.2 is proved in Section 1.2 of the Supplementary Material [23].

REMARK 3.4. In fact, our results are stronger than the minimax results presented in Propositions 3.1 and 3.2. From Theorem 2.1 and Corollary 2.1, it follows that for both the MMLE empirical Bayes and the hierarchical Bayes methods the posterior contracts around the truth for every $\theta_{0} \in \Theta$ with rate $M_{n} \varepsilon_{n, 0}\left(\theta_{0}\right)$, which is more informative than a statement on the worst case scenario over some regularity class, that is, the minimax result.

REMARK 3.5. We note that in the case of the Gaussian white noise model the same posterior contraction rate results (both for the empirical Bayes and hierarchical Bayes approaches) hold for the priors (T1)-(T3) as in the nonparametric regression model. The proof of this statement can be easily derived as a special case of the results on the nonparametric regression; see the end of the proofs of Propositions 3.1 and 3.2.
3.6. Application to density estimation. In this section, we consider the density estimation problem on $[0,1]$, that is, the observations $\mathbf{x}_{n}=\left(x_{1}, \ldots, x_{n}\right)$ are independent and identically distributed from a distribution with density $f$ with respect to Lebesgue measure. We consider two families of priors on the set of densities $\mathcal{F}=\left\{f:[0,1] \rightarrow \mathbb{R}^{+} ; \int_{0}^{1} f(x) d x=1\right\}$. In the first case, we parameterize the densities as

$$
\begin{align*}
& f(x)=f_{\theta}(x)=\exp \left(\sum_{j=1}^{\infty} \theta_{j} \varphi_{j}(x)-c(\theta)\right) \\
& e^{c(\theta)}=\int_{0}^{1} \exp \left(\sum_{j=1}^{\infty} \theta_{j} \varphi_{j}(x)\right) d x \tag{3.15}
\end{align*}
$$

where $\left(\varphi_{j}\right)_{j \in \mathbb{N}}$ forms an orthonormal basis with $\varphi_{0}=1$ and $\theta=\left(\theta_{j}\right)_{j \in \mathbb{N}} \in \ell_{2}$. Hence, (3.15) can be seen either as a log-linear model or as an infinite dimensional exponential family; see, for instance, [1, 21, 22, 31, 33].

In the second case, we consider random histograms to parameterize $\mathcal{F}$.
3.6.1. Log-linear model. We study priors based on the parameterization (3.15) and we assume that the true density has the form $f_{0}=f_{\theta_{0}}$ for some $\theta_{0} \in \ell_{2}$ and throughout the section we will assume that $f_{0}$ verifies $\left\|\log f_{0}\right\|_{\infty}<+\infty$ and that $\theta_{0} \in \mathcal{S}_{\beta}(L)$ for some $L>0$. We study the MMLE empirical Bayes and hierarchical Bayes methods based on priors of type (T1), (T2) and (T3) in this model. We consider the usual metric in the context of density estimation, namely the Hellinger metric $h\left(f_{1}, f_{2}\right)^{2}=\int_{0}^{1}\left(\sqrt{f_{1}}(x)-\sqrt{f_{2}}(x)\right)^{2} d x$.

First, we consider the type (T1) prior where $\lambda=k$. We show that Theorems 2.1, 2.3 and Corollary 2.1 can be applied so that the MMLE empirical Bayes and hierarchical posterior rates are minimax adaptive over a collection of Sobolev classes.

Proposition 3.3. Assume that $\theta_{0} \in \mathcal{S}_{\beta}(L)$ with $\beta>1 / 2$, consider a type (T1) prior, and let $\Lambda_{n}=\left\{2, \ldots, k_{n}\right\}$ with $k_{n}=k_{0} \sqrt{n} /(\log n)^{3}$. Then, for any $M_{n}$ going to infinity and $K>0$, if $\hat{k}_{n}$ is the MMLE over $\Lambda_{n}$, with probability going to 1 under $P_{\theta_{0}}^{n}, \hat{k}_{n} \in \Lambda_{0}=\left\{k ; \varepsilon_{n}(k) \leq M_{n} \varepsilon_{n, 0}\right\}$, where $\varepsilon_{n}(k)$ and $\varepsilon_{n, 0}$ are given in Lemma 3.1 and for all $1 / 2<\beta_{1} \leq \beta_{2}<+\infty$

$$
\sup _{\beta \in\left(\beta_{1}, \beta_{2}\right)} \sup _{\theta_{0} \in \mathcal{S}_{\beta}(L)} E_{\theta_{0}}^{n}\left\{\Pi\left(\left.h\left(f_{\theta_{0}}, f_{\theta}\right) \geq M_{n}(n / \log n)^{-\frac{\beta}{2 \beta+1}} \right\rvert\, \mathbf{x}_{n} ; \hat{k}_{n}\right)\right\}=o(1) .
$$

Similarly, the hierarchical posterior distribution with hyper-prior satisfying the conditions of Lemma 3.4 also achieves the (nearly) minimax contraction rate

$$
\sup _{\beta \in\left(\beta_{1}, \beta_{2}\right)} \sup _{\theta_{0} \in \mathcal{S}_{\beta}(L)} E_{\theta_{0}}^{n}\left\{\Pi\left(\left.h\left(f_{\theta_{0}}, f_{\theta}\right) \geq M_{n}(n / \log n)^{-\frac{\beta}{2 \beta+1}} \right\rvert\, \mathbf{x}_{n}\right)\right\}=o(1)
$$

Moreover, there exists $\theta_{0} \in \mathcal{S}_{\beta}(L)$ for which $\delta_{n}(n / \log n)^{-\beta /(2 \beta+1)}$ is a lower bound on the posterior concentration rate for both the empirical and the hierarchical Bayes methods.

The proof of Proposition 3.3 is presented in Section 1.3 of the Supplementary Material [23].

We now apply Theorems 2.1, 2.3, and Corollary 2.1 to priors (T2) and (T3) and derive similar concentration rates as in the case of the regression model. Let

$$
\bar{\tau}_{n}=n^{\alpha / 2-1 / 4}, \quad \underline{\tau}_{n}=n^{-1 / 4+1 /(8 \alpha)}
$$

Proposition 3.4. Assume that $\theta_{0} \in \mathcal{S}_{\beta}(L)$ with $\beta>1 / 2$ and consider a type (T2) prior with $\alpha>1 / \sqrt{2}$ and $\Lambda_{n}=\left(\underline{\tau}_{n}, \bar{\tau}_{n}\right)$. Then $\hat{\lambda}_{n} \in \Lambda_{0}$ with probability going to 1 under $P_{\theta_{0}}^{n}$ and the same conclusions as in Proposition 3.2 hold.

The constraint $\alpha>1 / \sqrt{2}$ is to ensure that for all $\beta \leq \alpha+1 / 2, \tau=n^{-(\beta-\alpha) /(2 \beta+1)}$ which corresponds to the minimizer of $\varepsilon_{n}(\tau)$ (up to a multiplicative constant) belongs to the set $\left(\underline{\tau}_{n}, \bar{\tau}_{n}\right)$.

Proposition 3.5. Assume that $\theta_{0} \in \mathcal{S}_{\beta}(L)$ with $\beta>1 / 2$ and consider a type (T3) prior with $\alpha>1 / 2$ and $\Lambda_{n}=\left[1 / 2+1 / n^{1 / 4}, \bar{\lambda}_{n}\right]$, with $\bar{\lambda}_{n}=$ $\log n /(16 \log \log n)$. Then for any $M_{n}$ going to infinity the MMLE empirical Bayes posterior achieves the minimax contraction rate

$$
M_{n} \varepsilon_{n, 0} \lesssim M_{n} n^{-\beta /(2 \beta+1)}
$$

Furthermore, the hierarchical posterior also achieves the minimax contraction rate for hyper-priors satisfying (H1).

The proofs of Propositions 3.4 and 3.5 are presented in Sections 1.4 and 1.5 of the Supplementary Material [23].

We now consider the second family of priors.
3.6.2. Random histograms. In this section, we parameterize $\mathcal{F}$ using piecewise constant functions, as in [6] for instance. In other words, we define

$$
\begin{align*}
& f_{\theta}(x)=k \sum_{j=1}^{k} \theta_{j} \mathbb{1}_{I_{j}}, \quad I_{j}=((j-1) / k, j / k]  \tag{3.16}\\
& \sum_{j=1}^{k} \theta_{j}=1, \quad \theta_{j} \geq 0
\end{align*}
$$

and we consider a Dirichlet prior on $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ with parameter $(\alpha, \ldots, \alpha)$. The hyper-parameter on which maximization is performed is $\lambda=k$, as in the case of the truncation prior (T1). We define the sequence $\varepsilon_{n}(k)$ in terms of the Hellinger distance, that is, it satisfies (2.1) with $h\left(f_{0}, f_{\theta}\right)$ replacing $\left\|\theta-\theta_{0}\right\|$.

We then have the following result.

Proposition 3.6. Assume that $f_{0}$ is continuous and bounded from above and below by $C_{0}$ and $c_{0}$, respectively. If $\Lambda=\left\{1, \ldots, k_{n}\right\}$, with $k_{n}=O((n / \log n))$ and if $\alpha \leq A$ for some constant $A$ independent on $k$, then for all $k \in \Lambda$

$$
\begin{equation*}
b(k)^{2}+\frac{k \log (n / k)}{n} \lesssim \varepsilon_{n}(k)^{2} \lesssim b(k)^{2}+\frac{k \log n}{n} \tag{3.17}
\end{equation*}
$$

with

$$
b(k)^{2}=\sum_{j=1}^{k} \int_{I_{j}}\left(\sqrt{f_{0}}-\tilde{\eta}_{j} k\right)^{2} d x, \quad \tilde{\eta}_{j}=\int_{I_{j}} \sqrt{f_{0}}(x) d x .
$$

Now suppose that $f_{0} \in \mathcal{H}_{\beta}(L)$, i.e. $f_{0}$ is Holder with smoothness parameter $\beta>0$ and radius parameter $L>0$. The MMLE empirical Bayes posterior achieves the minimax contraction rate (up to a $\log n$ term), that is, for all $M_{n} \rightarrow+\infty$

$$
M_{n} \varepsilon_{n, 0} \lesssim M_{n}(n / \log n)^{-\beta /(2 \beta+1)}
$$

and

$$
E_{f_{0}}^{n} \Pi\left(h\left(f_{0}, f_{\theta}\right) \geq M_{n} \varepsilon_{n, 0} \mid \mathbf{x}_{n}^{n}, \hat{k}\right)=o(1)
$$

Equation (3.17) of Proposition 3.6 is proved in Section A.4, while the rest of the proof is given in Section 1.6 of the Supplementary Material [23].

## 4. Proofs.

4.1. Proof of Theorem 2.1. Following from the definition of $\hat{\lambda}_{n}$ given in (1.1), we have that $m\left(\mathbf{x}_{n} \mid \lambda\right) \leq m\left(\mathbf{x}_{n} \mid \hat{\lambda}_{n}\right)$ for all $\lambda \in \Lambda_{n}$. Therefore, to prove our statement
it is sufficient to show that with $P_{\theta_{0}}^{n}$-probability tending to one we have

$$
\sup _{\lambda \in \Lambda_{n} \backslash \Lambda_{0}} m\left(\mathbf{x}_{n} \mid \lambda\right)<m\left(\mathbf{x}_{n} \mid \lambda_{0}\right) \leq \sup _{\lambda \in \Lambda_{0}} m\left(\mathbf{x}_{n} \mid \lambda\right),
$$

where $\lambda_{0}$ is some hyper-parameter belonging to $\Lambda_{0}$ (possibly dependent on $n$ ).
We proceed in two steps. First, we show that there exists a constant $C>0$ such that with $P_{\theta_{0}}^{n}$-probability tending to one we have

$$
\begin{equation*}
m\left(\mathbf{x}_{n} \mid \lambda_{0}\right) \geq e^{-C n \varepsilon_{n, 0}^{2}} \tag{4.1}
\end{equation*}
$$

Then we complete the proof by showing that for any sequence $w_{n}^{\prime}=o\left(M_{n}^{2} \wedge w_{n}^{2}\right)$ going to infinity

$$
\begin{equation*}
P_{\theta_{0}}^{n}\left(\sup _{\lambda \in \Lambda_{n} \backslash \Lambda_{0}} m\left(\mathbf{x}_{n} \mid \lambda\right)>e^{-n w_{n}^{\prime} \varepsilon_{n, 0}^{2}}\right)=o(1) \tag{4.2}
\end{equation*}
$$

We prove the first inequality (4.1) using the standard technique for lower bounds of the likelihood ratio (e.g., Lemma 10 of [12]). Without loss of generality, we can assume that there exists $\lambda \in \Lambda_{n}$ such that $\varepsilon_{n}(\lambda) \geq \varepsilon_{n, 0}$. Then take an arbitrary $\lambda_{0} \in \tilde{\Lambda}_{0}$ such that $\varepsilon_{n}\left(\lambda_{0}\right) \leq M_{1} \varepsilon_{n, 0}$ for an arbitrary $M_{1}>1$. Then we have from the assumption (B1) and the definition of $\varepsilon_{n}(\lambda)$ given in (2.2) that with $P_{\theta_{0}}^{n}$-probability tending to one the following inequality holds:

$$
\begin{align*}
m\left(\mathbf{x}_{n} \mid \lambda_{0}\right) & \geq \int_{\theta \in B_{n}\left(\theta_{0}, M_{2} \varepsilon_{n}\left(\lambda_{0}\right), 2\right)} e^{\ell_{n}(\theta)-\ell_{n}\left(\theta_{0}\right)} d \Pi\left(\theta \mid \lambda_{0}\right) \\
& \geq \Pi\left(B_{n}\left(\theta_{0}, M_{2} \varepsilon_{n}\left(\lambda_{0}\right), 2\right) \mid \lambda_{0}\right) e^{-2 n \varepsilon_{n}^{2}\left(\lambda_{0}\right) M_{2}^{2}}  \tag{4.3}\\
& \geq e^{-\left(\tilde{c}_{0}+2 M_{2}^{2}\right) M_{1} n \varepsilon_{n, 0}^{2}}
\end{align*}
$$

We now prove (4.2). Split $\Lambda_{n} \backslash \Lambda_{0}$ into balls of size $u_{n} / 2$ and choose for each ball a point in $\Lambda_{n} \backslash \Lambda_{0}$. We denote by $\left(\lambda_{i}\right)_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)}$ these points. Consider the set $\Theta_{n}\left(\lambda_{i}\right)$ defined in (2.6) and divide it into sieves

$$
S_{n, j}^{(i)}=\left\{\theta \in \Theta_{n}\left(\lambda_{i}\right) ; j \varepsilon_{n}\left(\lambda_{i}\right) c\left(\lambda_{i}\right) \leq d\left(\theta, \theta_{0}\right) \leq(j+1) \varepsilon_{n}\left(\lambda_{i}\right) c\left(\lambda_{i}\right)\right\}
$$

We have following from assumption (2.9) that for all $j$

$$
\begin{equation*}
\log N\left(\zeta j \varepsilon_{n}\left(\lambda_{i}\right) c\left(\lambda_{i}\right), S_{n, j}^{(i)}, d(\cdot, \cdot)\right) \leq c_{1} n j^{2} \varepsilon_{n}\left(\lambda_{i}\right)^{2} c\left(\lambda_{i}\right)^{2} / 2 \tag{4.4}
\end{equation*}
$$

and constructing a net of $S_{n, j}^{(i)}$ with radius $\zeta j \varepsilon_{n}\left(\lambda_{i}\right) c\left(\lambda_{i}\right)$ we have following from assumption (2.7) that there exist tests $\varphi_{n, j}^{(i)}$ satisfying

$$
\begin{align*}
E_{\theta_{0}}^{n}\left(\varphi_{n, j}^{(i)}\right) & \leq e^{-c_{1} n j^{2} \varepsilon_{n}\left(\lambda_{i}\right)^{2} c\left(\lambda_{i}\right)^{2}}, \\
\int_{S_{n, j}^{(i)}} Q_{\lambda_{i}, n}^{\theta}\left(1-\varphi_{n, j}^{(i)}\right) d \Pi\left(\theta \mid \lambda_{i}\right) & \leq e^{-c_{1} n j^{2} \varepsilon_{n}\left(\lambda_{i}\right)^{2} c\left(\lambda_{i}\right)^{2}} \Pi\left(S_{n, j}^{(i)} \mid \lambda_{i}\right) . \tag{4.5}
\end{align*}
$$

Let us take the test $\varphi_{n, i}=\max _{j} \varphi_{n, j}^{(i)}$ and for convenience introduce the notation $B_{n}(\lambda)=\Theta_{n}(\lambda) \cap\left\{\theta:\left\|\theta-\theta_{0}\right\| \leq K \varepsilon_{n}(\lambda)\right\}$. Then using the chaining argument, Markov's inequality, Fubini's theorem and (2.7) we get that

$$
\begin{align*}
& P_{\theta_{0}}^{n}\left(\sup _{\lambda \in \Lambda_{n} \backslash \Lambda_{0}} m\left(\mathbf{x}_{n} \mid \lambda\right)>e^{-n w_{n}^{\prime} \varepsilon_{n, 0}^{2}}\right) \\
& \leq \sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} P_{\theta_{0}}^{n}\left(\sup _{\rho\left(\lambda_{i}, \lambda\right) \leq u_{n}} m\left(\mathbf{x}_{n} \mid \lambda\right)>e^{-n w_{n}^{\prime} \varepsilon_{n, 0}^{2}}\right) \\
& \leq \sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} E_{\theta_{0}}^{n}\left[\varphi_{n, i}\right] \\
&+e^{n w_{n}^{\prime} \varepsilon_{n, 0}^{2}}\left\{\sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} E_{\theta_{0}}^{n}\left(\sup _{\rho\left(\lambda_{i}, \lambda\right) \leq u_{n}} \int_{\psi_{\lambda_{i}, \lambda}^{-1}\left\{B_{n}\left(\lambda_{i}\right)\right\}} e^{\ell_{n}(\theta)-\ell_{n}\left(\theta_{0}\right)} d \Pi(\theta \mid \lambda)\right)\right. \\
&+\sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} E_{\theta_{0}}^{n}\left(\sup _{\rho\left(\lambda_{i}, \lambda\right) \leq u_{n}} \int_{\psi_{\lambda_{i}, \lambda}^{-1}\left\{\Theta_{n}\left(\lambda_{i}\right) \cap B_{n}\left(\lambda_{i}\right)^{c}\right\}} e^{\ell_{n}(\theta)-\ell_{n}\left(\theta_{0}\right)}\right. \\
&\left.\times\left(1-\varphi_{n, i}\right) d \Pi(\theta \mid \lambda)\right)  \tag{4.6}\\
&\left.+\sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} E_{\theta_{0}}^{n}\left(\sup _{\rho\left(\lambda_{i}, \lambda\right) \leq u_{n}} \int_{\psi_{\lambda_{i}, \lambda}^{-1}\left\{\Theta_{n}\left(\lambda_{i}\right)^{c}\right\}} e^{\ell_{n}(\theta)-\ell_{n}\left(\theta_{0}\right)} d \Pi(\theta \mid \lambda)\right)\right\} \\
& \leq N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right) 2 e^{-c_{1} n \text { inf } \varepsilon_{i}\left(\lambda_{i}\right)^{2} c\left(\lambda_{i}\right)^{2}} \\
&+e^{n w_{n}^{\prime} \varepsilon_{n, 0}^{2}}\left\{\sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} \int_{B_{n}\left(\lambda_{i}\right)} Q_{\lambda_{i}, n}^{\theta}\left(\mathcal{X}_{n}\right) d \Pi\left(\theta \mid \lambda_{i}\right)\right. \\
& \quad+\sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} \int_{\Theta_{n}\left(\lambda_{i}\right) \cap B_{n}\left(\lambda_{i}\right)^{c}} Q_{\lambda_{i}, n}^{\theta}\left(1-\varphi_{n, i}\right) d \Pi\left(\theta \mid \lambda_{i}\right) \\
&\left.+\sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} \int_{\Theta_{n}\left(\lambda_{i}\right)^{c}} Q_{\lambda_{i}, n}^{\theta}\left(\mathcal{X}_{n}\right) d \Pi\left(\theta \mid \lambda_{i}\right)\right\} .
\end{align*}
$$

Next, we deal with each term on the right-hand side of (4.6) separately and show that all of them tend to zero. One can easily see that since $\lambda_{i} \in \Lambda_{n} \backslash \Lambda_{0}$ and following the definition of $c\left(\lambda_{i}\right)$ given below (2.8), we have that

$$
N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right) e^{-\left(c_{1} / 2\right) n \inf _{i} \varepsilon_{n}\left(\lambda_{i}\right)^{2} c\left(\lambda_{i}\right)^{2}} \leq N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right) e^{-\left(c_{1} / 2\right) w_{n}^{2} n \varepsilon_{n, 0}^{2}}=o(1)
$$

For the second term, we have following from assumption (2.5), the definitions of $\varepsilon_{n}(\lambda)$ and the set $\Lambda_{0}$ given in (2.2) and (2.3), respectively, that

$$
\begin{aligned}
& e^{n w_{n}^{\prime} \varepsilon_{n, 0}^{2}} \sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} \int_{B_{n}\left(\lambda_{i}\right)} Q_{\lambda_{i}, n}^{\theta}\left(\mathcal{X}_{n}\right) d \Pi\left(\theta \mid \lambda_{i}\right) \\
& \quad \leq \sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} e^{n w_{n}^{\prime} \varepsilon_{n, 0}^{2}} e^{o(1) n \varepsilon_{n}^{2}\left(\lambda_{i}\right)} \Pi\left(B_{n}\left(\lambda_{i}\right) \mid \lambda_{i}\right) \\
& \quad \leq e^{-n M_{n}^{2} \varepsilon_{n, 0}^{2}\left(\tilde{c}_{0}^{-1}+o(1)\right)}=o(1)
\end{aligned}
$$

Next, following from (4.5) we have that

$$
\begin{aligned}
& e^{n w_{n}^{\prime} \varepsilon_{n, 0}^{2}} \sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} \int_{\Theta_{n}\left(\lambda_{i}\right) \cap B_{n}\left(\lambda_{i}\right)^{c}} Q_{\lambda_{i}, n}^{\theta}\left(1-\varphi_{n}\right) d \Pi\left(\theta \mid \lambda_{i}\right) \\
& \quad \leq e^{n w_{n}^{\prime} \varepsilon_{n, 0}^{2}} \sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} e^{-c_{1} n \varepsilon_{n}\left(\lambda_{i}\right)^{2} c\left(\lambda_{i}\right)^{2}} \\
& \quad \leq e^{-c_{1} n w_{n}^{2} \varepsilon_{n, 0}^{2}(1+o(1))}=o(1) .
\end{aligned}
$$

Finally, we have following assumption (2.6) that the fourth term on the right-hand side of (4.6) can be bounded from above by

$$
\begin{aligned}
e^{n w_{n}^{\prime} \varepsilon_{n, 0}^{2}} \sum_{i=1}^{N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right)} \int_{\Theta_{n}\left(\lambda_{i}\right)^{c}} Q_{\lambda_{i}, n}^{\theta}\left(\mathcal{X}^{(n)}\right) d \Pi\left(\theta \mid \lambda_{i}\right) & \leq N_{n}\left(\Lambda_{n} \backslash \Lambda_{0}\right) e^{-\left(w_{n}^{2}-w_{n}^{\prime}\right) n \varepsilon_{n, 0}^{2}} \\
& \leq e^{-n w_{n}^{2} \varepsilon_{n, 0}^{2}(1+o(1))}=o(1)
\end{aligned}
$$

4.2. Proof of Corollary 2.1. The proof of Corollary 2.1, follows the same lines of reasoning as Theorem 1 in [8], with the adding remark that

$$
m\left(\mathbf{x}_{n} \mid \hat{\lambda}_{n}\right) \geq m\left(\mathbf{x}_{n} \mid \lambda\right), \quad \forall \lambda \in \Lambda_{n}
$$

so that no uniform lower bound in the form $\inf _{\lambda \in \Lambda_{0}} m\left(\mathbf{x}_{n} \mid \lambda\right)$ is required. We have

$$
\begin{aligned}
E_{\theta_{0}}^{n} & \Pi\left(d\left(\theta, \theta_{0}\right)>M M_{n} \varepsilon_{n, 0} \mid \mathbf{x}_{n} ; \hat{\lambda}_{n}\right) \\
& =E_{\theta_{0}}^{n}\left(\frac{\int_{d\left(\theta, \theta_{0}\right)>M M_{n} \varepsilon_{n, 0}} e^{\ell_{n}(\theta)-\ell_{n}\left(\theta_{0}\right)} d \Pi\left(\theta \mid \hat{\lambda}_{n}\right)}{\int_{\Theta} e^{\ell_{n}(\theta)-\ell_{n}\left(\theta_{0}\right)} d \Pi\left(\theta \mid \hat{\lambda}_{n}\right)}\right) \equiv E_{\theta_{0}}^{n}\left(\frac{H_{n}\left(\hat{\lambda}_{n}\right)}{m\left(\mathbf{x}_{n} \mid \hat{\lambda}_{n}\right)}\right) .
\end{aligned}
$$

We construct $\varphi_{n}=\max _{\lambda_{i}} \max _{j} \max _{l} \varphi_{n}^{(i)}\left(\theta_{j, l}\right)$, with $\left(\lambda_{i}\right)_{i \leq N_{n}\left(\Lambda_{0}\right)}$ a net of $\Lambda_{0}$ with radius $u_{n}$, and for all $j \geq M M_{n},\left(\theta_{j, l}\right)_{l \leq N_{n, j}}$ a $\zeta j \varepsilon_{n}\left(\lambda_{i}\right)$ net of $\bar{S}_{n, j}=\left\{\theta, j \varepsilon_{n, 0} \leq\right.$
$\left.d\left(\theta, \theta_{0}\right) \leq(j+1) \varepsilon_{n, 0}\right\} \cap \Theta_{n}\left(\lambda_{i}\right)$. By assumption (C2), $\log N_{n, j} \leq c_{1} n j^{2} \varepsilon_{n}^{2} / 2$ and $\log N_{n}\left(\Lambda_{0}\right) \leq c_{3} n \varepsilon_{n, 0}^{2}$ (for some $c_{3}>0$ ). Then we have for any $c_{2}>0$,

$$
\begin{align*}
E_{\theta_{0}}^{n}\left(\frac{H_{n}\left(\hat{\lambda}_{n}\right)}{m\left(\mathbf{x}_{n} \mid \hat{\lambda}_{n}\right)}\right) \leq & P_{\theta_{0}}^{n}\left(\hat{\lambda}_{n} \notin \Lambda_{0}\right)+E_{\theta_{0}}^{n}\left(\varphi_{n}\right)+P_{\theta_{0}}^{n}\left[m\left(\mathbf{x}_{n} \mid \hat{\lambda}_{n}\right)<e^{-c_{2} n \varepsilon_{n, 0}^{2}}\right]  \tag{4.7}\\
& +e^{c_{2} n \varepsilon_{n, 0}^{2}} E_{\theta_{0}}^{n}\left[\left(1-\varphi_{n}\right) \sup _{\lambda \in \Lambda_{0}} H_{n}(\lambda)\right]
\end{align*}
$$

We assumed that the first term tends to zero (see Theorem 2.1 for verification of this condition in case of MMLE). Furthermore, by construction

$$
E_{\theta_{0}}^{n}\left(\varphi_{n}\right) \leq N_{n}\left(\Lambda_{0}\right) \sup _{i} \sum_{j \geq M M_{n}} e^{c_{1} n j^{2} \varepsilon_{n}^{2}\left(\lambda_{i}\right) / 2} e^{-c_{1} n j^{2} \varepsilon_{n}^{2}\left(\lambda_{i}\right)} \lesssim e^{-n c_{1} M_{n}^{2} \varepsilon_{n, 0}^{2} / 4}
$$

Also,

$$
P_{\theta_{0}}^{n}\left[m\left(\mathbf{x}_{n} \mid \hat{\lambda}_{n}\right)<e^{-c_{2} n \varepsilon_{n, 0}^{2}}\right] \leq P_{\theta_{0}}^{n}\left[m\left(\mathbf{x}_{n} \mid \lambda_{0}\right)<e^{-c_{2} n \varepsilon_{n, 0}^{2}}\right]=o(1)
$$

following from (4.1) with $c_{2} \geq c_{3}+M_{1}\left(\tilde{c}_{0}+2 M_{2}^{2}+2\right)$. The control of the last term of (4.7) follows from the proof of Theorem 1 of [8].
4.3. Proof of Theorem 2.3. As a first step for notational convenience, let us denote by $B_{n}^{c}$ the sets $\left\{\theta: d\left(\theta, \theta_{0}\right) \geq M M_{n} \varepsilon_{n, 0}\right\}$ or $\left\{\theta: d\left(\theta, \theta_{0}\right) \leq \delta_{n} \varepsilon_{n, 0}\right\}$

$$
\begin{align*}
\Pi\left(B_{n}^{c} \mid \mathbf{x}_{n}\right)= & \int_{\Lambda_{0}\left(M_{n}\right)} \Pi\left(B_{n}^{c} \mid \mathbf{x}_{n} ; \lambda\right) \tilde{\pi}\left(\lambda \mid \mathbf{x}_{n}\right) d \lambda \\
& +\int_{\Lambda_{0}\left(M_{n}\right)^{c}} \Pi\left(B_{n}^{c} \mid \mathbf{x}_{n} ; \lambda\right) \tilde{\pi}\left(\lambda \mid \mathbf{x}_{n}\right) d \lambda  \tag{4.8}\\
\leq & \sup _{\lambda \in \Lambda_{0}\left(M_{n}\right)} \Pi\left(B_{n}^{c} \mid \mathbf{x}_{n} ; \lambda\right)+\int_{\Lambda_{0}\left(M_{n}\right)^{c}} \tilde{\pi}\left(\lambda \mid \mathbf{x}_{n}\right) d \lambda
\end{align*}
$$

Then from the proofs of Theorem 1 of [8] and Theorem 2.2 follows that the expected value of the first term on the right-hand side of the preceding display tends to zero. We note that assumption (H2) is needed to deal with the denominator in the posterior, unlike in Corollary 2.1, where weaker assumptions were sufficient following from the definition of the maximum marginal likelihood estimator $\hat{\lambda}_{n}$.

Hence, it remained to deal with the second term on the right-hand side of (4.8). The hyper-posterior takes the form

$$
\pi\left(\lambda \mid \mathbf{x}_{n}\right) \propto m\left(\mathbf{x}_{n} \mid \lambda\right) \tilde{\pi}(\lambda)
$$

and from the proof of Theorem 1 of [8] (pages 10-11) and (4.6) in the proof of Theorem 2.1 we have with $P_{\theta_{0}}^{n}$-probability tending to one that

$$
\begin{aligned}
& m\left(\mathbf{x}_{n} \mid \lambda\right) \geq e^{-\left(\tilde{c}_{0}+2 M_{2}^{2}\right) \tilde{w}_{n}^{2} n \varepsilon_{n, 0}^{2}} \quad \text { for } \lambda \in \Lambda_{0}\left(\tilde{w}_{n}\right), \quad \text { and } \\
& m\left(\mathbf{x}_{n} \mid \lambda\right) \leq e^{-w_{n}^{\prime} n \varepsilon_{n, 0}^{2}} \quad \text { for } \lambda \in \Lambda_{n} \backslash \Lambda_{0}\left(M_{n}\right)
\end{aligned}
$$

for any $w_{n}^{\prime}=o\left(M_{n}^{2} \wedge w_{n}^{2}\right)$, hence there exists $w_{n}^{\prime}$, which also satisfies $\tilde{w}_{n}=o\left(w_{n}^{\prime}\right)$. Therefore, with $P_{\theta_{0}}^{n}$-probability tending to one we also have that

$$
\int_{\Lambda_{n} \backslash \Lambda_{0}\left(M_{n}\right)} \pi\left(\lambda \mid \mathbf{x}_{n}\right) d \lambda \leq \frac{e^{-w_{n}^{\prime} n \varepsilon_{n, 0}^{2}}}{e^{-\left(\tilde{c}_{0}+2 M_{2}^{2}\right) \tilde{w}_{n}^{2} n \varepsilon_{n, 0}^{2}} \int_{\Lambda_{0}\left(\tilde{w}_{n}\right)} \tilde{\pi}(\lambda) d \lambda}=o(1) .
$$

Finally, similarly to the preceding display we have that

$$
\begin{aligned}
E_{\theta_{0}}^{n} \int_{\Lambda \backslash \Lambda_{n}} \pi\left(\lambda \mid \mathbf{x}_{n}\right) d \lambda & \leq \frac{\int_{\Lambda \backslash \Lambda_{n}} E_{\theta_{0}}^{n} m\left(\mathbf{x}_{n} \mid \lambda\right) \tilde{\pi}(\lambda) d \lambda}{e^{-\left(\tilde{c}_{0}+2 M_{2}^{2}\right) \tilde{w}_{n}^{2} n \varepsilon_{n, 0}^{2} \int_{\Lambda_{0}\left(\tilde{w}_{n}\right)} \tilde{\pi}(\lambda) d \lambda}+o(1)} \\
& \lesssim e^{\left(\tilde{c}_{0}+2 M_{2}^{2}+1\right) \tilde{w}_{n}^{2} n \varepsilon_{n, 0}^{2}} \int_{\Lambda \backslash \Lambda_{n}} \tilde{\pi}(\lambda) d \lambda+o(1)=o(1)
\end{aligned}
$$

completing the proof.

## APPENDIX: PROOF OF THE LEMMAS ABOUT THE RATE $\varepsilon_{n}(\lambda)$

A.1. Proof of Lemma 3.1. We have $\left\|\theta-\theta_{0}\right\|_{2}^{2}=\sum_{j=1}^{k}\left(\theta_{j}-\theta_{0, j}\right)^{2}+$ $\sum_{j=k+1}^{\infty} \theta_{0, j}^{2}$ so that $\left\|\theta-\theta_{0}\right\|_{2}^{2} \leq K^{2} \varepsilon^{2}$ if and only if $\sum_{j=1}^{k}\left(\theta_{j}-\theta_{0, j}\right)^{2} \equiv$ $\left\|\theta-\theta_{0,[k]}\right\|_{2}^{2} \leq \delta^{2}$, with $\delta^{2}=K^{2} \varepsilon^{2}-\sum_{j=k+1}^{\infty} \theta_{0, j}^{2}$, and $\theta_{0,[k]}=\left(\theta_{0, j}, j \leq k\right)$. Then

$$
\begin{aligned}
\int_{\theta \in \mathbb{R}^{k}} g(\theta) \mathbb{1}\left\{\left\|\theta-\theta_{0,[k]}\right\|_{2} \leq \delta\right\} d \theta & \leq\|g\|_{\infty}^{k} \frac{\pi^{k / 2} \delta^{k}}{\Gamma(k / 2+1)} \\
& \geq \underline{g}^{k} \frac{\pi^{k / 2} \delta^{k}}{\Gamma(k / 2+1)}
\end{aligned}
$$

with $\underline{g}=\inf _{B_{k}(\delta)} g(x)$ where $B_{k}(\delta)=\left\{x ; \min _{i \leq k}\left|x-\theta_{0, i}\right| \leq \delta\right\}$. The Stirling formula implies that both the lower and upper bounds have the form $\exp \{k \log (C \delta / \sqrt{k})\}$ and since $\delta=o(1)$ this is equivalent to $\exp \{k \log (\delta / \sqrt{k})(1+$ $o(1))\}$. We thus have

$$
\varepsilon_{n}(k)>\left(\sum_{i>k} \theta_{0, i}^{2}\right)^{1 / 2} / K \quad \text { and } \quad n \varepsilon_{n}^{2}(k)=k \log \left(\sqrt{k} / s_{n}\right)(1+o(1)),
$$

with $s_{n}^{2}=K^{2} \varepsilon_{n}^{2}(k)-\sum_{j=k+1}^{\infty} \theta_{0, j}^{2}$. In other words, $s_{n}>0$ and

$$
\begin{equation*}
s_{n}^{2}+\sum_{j=k+1}^{\infty} \theta_{0, j}^{2}=\frac{K^{2} k}{n} \log \left(\frac{\sqrt{k}}{s_{n}}\right)(1+o(1)) \tag{A.1}
\end{equation*}
$$

Also, if $\sum_{j=k+1}^{\infty} \theta_{0, j}^{2}=o(k \log n / n)$, then (A.1) implies that

$$
s_{n}^{2}=\frac{K^{2} k}{n} \log \left(\frac{\sqrt{k}}{s_{n}}\right)(1+o(1)) \quad \Rightarrow \quad s_{n}^{2}=\frac{K^{2} k}{2 n} \log \left(2 n / K^{2}\right)(1+o(1))
$$

Now take $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L) \cup \mathcal{S}_{\beta}(L)$, since $\sum_{i>k} \theta_{0, i}^{2} \lesssim k^{-2 \beta}$, choosing $k=$ $\left\lfloor(n / \log n)^{1 /(2 \beta+1)}\right\rfloor$ leads to $\varepsilon_{n, 0} \lesssim(n / \log n)^{-\beta /(2 \beta+1)}$. Finally, considering $\theta_{0, i}^{2}=$ $(1+i)^{-2 \beta-1}$ for $\mathcal{H}_{\infty}(\beta, L)$ implies that this is also a lower bound in this case. Furthermore, for all $\delta_{n}=o\left(1 / M_{n}\right)$ and for all $k$ such that

$$
k^{-2 \beta}+\frac{k \log n}{n} \leq M_{n}^{2}(n / \log n)^{-2 \beta /(2 \beta+1)} \quad \Rightarrow \quad k \lesssim M_{n}^{2}(n / \log n)^{1 /(2 \beta+1)}
$$

and $\delta_{n}^{2}\left(k^{-2 \beta}+k \log n / n\right)=o\left(k^{-2 \beta}\right)=o\left(\sum_{i>k} \theta_{0, i}^{2}\right)$ so that

$$
\Pi\left(\left\|\theta-\theta_{0}\right\|_{2} \leq \delta_{n} \varepsilon_{n}(k) \mid k\right)=0
$$

and condition (2.12) is verified.
A.2. Proof of Lemma 3.2. We need to study

$$
\inf _{h \in \mathbb{H}^{\alpha, \tau}:\left\|h-\theta_{0}\right\|_{2} \leq \varepsilon_{n}}\|h\|_{\mathbb{H}^{\alpha, \tau}}^{2} .
$$

Let us distinguish three cases $\beta>\alpha+1 / 2, \beta<\alpha+1 / 2$ and $\beta=\alpha+1 / 2$, and note that the following computations hold both for the truncated and nontruncated versions of the priors (T2) and (T3).

In the case $\beta>\alpha+1 / 2$ and if $\theta_{0, i}^{2} \leq L i^{-2 \beta-1}$ for all $i$, then

$$
\inf _{h \in \mathbb{H}^{\alpha, \tau}:\left\|h-\theta_{0}\right\|_{2} \leq \varepsilon}\|h\|_{\mathbb{H}^{\alpha, \tau}}^{2} \leq \tau^{-2} L \sum_{i=1}^{\infty} i^{2 \alpha-2 \beta} \lesssim \frac{L \tau^{-2}}{\beta-\alpha-1 / 2}
$$

while when $\theta_{0} \in \mathcal{S}_{\beta}(L) \inf _{h \in \mathbb{H}^{\alpha, \tau}:\left\|h-\theta_{0}\right\|_{2} \leq \varepsilon}\|h\|_{\mathbb{H}^{\alpha, \tau}}^{2} \leq \tau^{-2} L$. Also,

$$
n^{-\frac{\alpha}{2 \alpha+1}} \tau^{\frac{1}{2 \alpha+1}} \lesssim \varepsilon_{n}(\alpha, \tau) \lesssim n^{-\frac{\alpha}{2 \alpha+1}} \tau^{\frac{1}{2 \alpha+1}}+\left(\frac{1}{n \tau^{2}(\beta-\alpha-1 / 2)}\right)^{1 / 2}
$$

if $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L)$, while

$$
n^{-\frac{\alpha}{2 \alpha+1}} \tau^{\frac{1}{2 \alpha+1}} \lesssim \varepsilon_{n}(\alpha, \tau) \lesssim n^{-\frac{\alpha}{2 \alpha+1}} \tau^{\frac{1}{2 \alpha+1}}+\left(\frac{1}{n \tau^{2}}\right)^{1 / 2}
$$

if $\theta_{0} \in \mathcal{S}_{\beta}(L)$. Now, if $0<\beta<\alpha+1 / 2$, with $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L)$

$$
\inf _{h \in \mathbb{H}^{\alpha, \tau}:\left\|h-\theta_{0}\right\|_{2} \leq \varepsilon}\|h\|_{\mathbb{H}^{\alpha}, \tau}^{2} \leq \tau^{-2} L \sum_{i=1}^{\left(\frac{L}{2 \beta}\right)^{\frac{1}{2 \beta}} \varepsilon_{n}} i^{2 \alpha-2 \beta} \lesssim L^{\frac{2 \alpha+1}{\beta \beta}} \frac{\tau^{-2} \varepsilon^{-\frac{2 \alpha-2 \beta+1}{\beta}}}{2 \alpha+1-2 \beta}
$$

and when $\theta_{0} \in \mathcal{S}_{\beta}(L)$

$$
\inf _{h \in \mathbb{H}^{\alpha, \tau}:\left\|h-\theta_{0}\right\|_{2} \leq \varepsilon}\|h\|_{\mathbb{H}^{\alpha, \tau}}^{2} \leq \tau^{-2} L^{\frac{2 \alpha+1}{2 \beta}} \varepsilon^{-(2 \alpha-2 \beta+1) / \beta}
$$

If $\beta=\alpha+1 / 2$, the same result holds for $\theta_{0} \in \mathcal{S}_{\beta}(L)$, but it becomes

$$
\inf _{h \in \mathbb{H}^{\alpha}, \tau:\left\|h-\theta_{0}\right\|_{2} \leq \varepsilon}\|h\|_{\mathbb{H}^{\alpha, \tau}}^{2} \leq \frac{\tau^{-2} L}{\beta}|\log (\varepsilon)|(1+o(1))
$$

when $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L)$. These lead to the upper bound in (3.5) and (3.6).
Furthermore, for every $\theta_{0} \in \mathcal{S}_{\beta}(L) \cup \mathcal{H}_{\infty}(\beta, L)$ satisfying $\left\|\theta_{0}\right\|_{2}>2 \varepsilon$, when $\left\|h-\theta_{0}\right\|_{2} \leq \varepsilon$ then $\|h\|_{2}>\left\|\theta_{0}\right\|_{2} / 2$, hence

$$
\inf _{h \in \mathbb{H}^{\alpha}, \tau:\left\|h-\theta_{0}\right\|_{2} \leq \varepsilon}\|h\|_{\mathbb{H}^{\alpha, \tau}}^{2} \geq \tau^{-2} \inf _{h \in \mathbb{H}^{\alpha, \tau}:\left\|h-\theta_{0}\right\|_{2} \leq \varepsilon}\|h\|_{2}^{2} \gtrsim\left\|\theta_{0}\right\|_{2}^{2} \tau^{-2}
$$

Hence, if $\left\|\theta_{0}\right\|_{2}>2 \varepsilon_{n}(\alpha, \tau)$ for $a(\alpha, \beta)$ defined in Lemma 3.2,

$$
\varepsilon_{n}(\lambda) \gtrsim \frac{\left\|\theta_{0}\right\|_{2}}{\sqrt{n \tau^{2}}}+n^{-\alpha /(2 \alpha+1)} \tau^{1 /(2 \alpha+1)}
$$

and for all $\tau^{2} n$ lower bounded by a positive constant the above inequality remains valid when $\left\|\theta_{0}\right\|_{2} \leq 2 \varepsilon_{n}(\lambda)$, providing us the lower bound in (3.5) and (3.6).
A.3. Proof of Lemma 3.3. The proof is based on minimizing the upper bounds obtained in Lemmas 3.1 and 3.2.

- First, consider $\lambda=\tau$. When $\beta>\alpha+1 / 2$, note that for all $\tau \geq n^{-1 /(4 \alpha+4)}$

$$
\left(\frac{1}{n \tau^{2}}\right)^{1 / 2} \lesssim n^{-\alpha /(2 \alpha+1)} \tau^{1 /(2 \alpha+1)}
$$

so that $\varepsilon_{n}(\tau) \asymp n^{-\alpha /(2 \alpha+1)} \tau^{1 /(2 \alpha+1)}$ which is minimized at $\tau \asymp n^{-1 /(4 \alpha+4)}$ so that (3.7) is verified. Following from (3.5), the lower bound is obtained with every $\left\|\theta_{0}\right\|_{2} \geq c>0$, for any arbitrary positive constant $c$. Indeed in this case, we have $\varepsilon_{n}(\tau) \gtrsim\left(n \tau^{2}\right)^{-1 / 2}$ which implies that the lower bound is the same as the upper bound (3.7). Furthermore, we note that the lower bound

$$
\begin{equation*}
\varepsilon_{n, 0} \gtrsim n^{-(2 \alpha+1) /(4 \alpha+4)} \tag{A.2}
\end{equation*}
$$

holds for every $\theta_{0} \neq 0$ (and large enough $n$ ). Therefore, we also have for every $\tau_{0}$ satisfying $\varepsilon_{n}\left(\tau_{0}\right) \lesssim \varepsilon_{n, 0}$ that $\tau_{0} \gtrsim n^{-1 /(4 \alpha+4)}$.

When $\beta<\alpha+1 / 2$, we have for all $\tau \geq n^{-(\beta-\alpha) /(2 \beta+1)}$ that $\varepsilon_{n}(\tau) \asymp n^{-\frac{\alpha}{2 \alpha+1}} \times$ $\tau^{\frac{1}{2 \alpha+1}}$, which is minimized at $\tau \asymp n^{-(\beta-\alpha) /(2 \beta+1)}$, leading to the upper bound (3.8). The upper bound is obtained choosing for instance $\theta_{0, i}=\sqrt{L} i^{-\beta-1 / 2}$ for all $i \leq$ $K_{n}$, for some sequence $K_{n}$ going to infinity, so that

$$
\begin{aligned}
\inf _{\|h-\theta\|_{2} \leq \varepsilon_{n}(\tau)}\|h\|_{\mathbb{H} \alpha, \tau}^{2} & \geq \tau^{-2} \sum_{i=1}^{K_{n}} i^{2 \alpha+1}\left[\theta_{0, i}^{2}-2 \theta_{0, i}\left(\theta_{0, i}-h_{i}\right)\right] \\
& \gtrsim \tau^{-2}\left(L K_{n}^{2 \alpha-2 \beta+1}-2 \sqrt{L} \varepsilon_{n}(\tau) K_{n}^{2 \alpha-\beta+1}\right) \\
& \gtrsim \tau^{-2} K_{n}^{2 \alpha-2 \beta+1}
\end{aligned}
$$

and $K_{n} \leq k_{0} \varepsilon_{n}(\tau)^{-1 / \beta}$. This leads to $\varepsilon_{n}(\tau) \geq\left(n \tau^{2}\right)^{-\beta /(2 \alpha+1)}$, with an extra $\log n$ term in the case $\alpha+1 / 2=\beta$ and $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L)$ so that the lower bound is of the same order as the upper bound (3.6) which in terms implies that the lower bound is the same as the upper bound (3.8).

We now consider the case $\lambda=\alpha$, then we have a generic upper bound for $\varepsilon_{n}(\alpha)$ in the form $n^{-(\alpha \wedge \beta) /(2 \alpha+1)}$ following from (3.5) and $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L) \cup \mathcal{S}_{\beta}(L)$, while the lower bound is a multiple of $n^{-\alpha /(2 \alpha+1)}$. We thus have $\varepsilon_{n, 0} \lesssim n^{-\beta /(2 \beta+1)}$ for all $\theta_{0} \in \mathcal{H}_{\infty}(\beta, L) \cup S_{\beta}(L)$ and the constant depends only on $\beta$ and $L$.
A.4. Proof of equation (3.17) in Proposition 3.6. We prove the first part of proposition, namely the bounds on $\varepsilon_{n}(k)$. Denote by $g_{0}$ the function

$$
g_{0}(x)=k \sum_{j=1}^{k} \tilde{\eta}_{j} \mathbb{1}_{I_{j}}(x)
$$

then $g_{0}$ is the projection of $\sqrt{f_{0}}$ on the set of piecewise constant functions on a $k$ regular grid and for any $\theta \in \mathcal{S}_{k}$ the $k$-dimensional simplex,

$$
h^{2}\left(f_{0}, f_{\theta}\right)=h^{2}\left(f_{0}, g_{0}^{2}\right)+\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\tilde{\eta}_{j} \sqrt{k}\right)^{2} \geq h^{2}\left(f_{0}, g_{0}^{2}\right)=b(k)^{2} .
$$

Define $\bar{\theta}_{j, k}=\left(\tilde{\eta}_{j} \sqrt{k}\right)^{2} / \sum_{l} \tilde{\eta}_{l}^{2} k$ and for some $v_{n}=o(1)$ consider $\theta=\left(\theta_{1}, \ldots\right.$, $\left.\theta_{k}\right) \in \mathcal{S}_{k}$ satisfying $\left|\theta_{j}-\bar{\theta}_{j, k}\right| \leq \bar{\theta}_{j, k} v_{n}$ for $j \leq k-1$. Then $\left|\theta_{k}-\bar{\theta}_{k, k}\right| \leq$ $\sum_{j=1}^{k-1} \bar{\theta}_{j, k} v_{n} \leq v_{n}$. Note that $b(k)^{2}=1-\sum_{j=1}^{k} \tilde{\eta}_{j}^{2} k$, so that

$$
\begin{aligned}
\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\tilde{\eta}_{j} \sqrt{k}\right)^{2} & =\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}} \sqrt{\sum_{l} \tilde{\eta}_{l}^{2} k}\right)^{2} \\
& \leq 2 \sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right)^{2}+2 \sum_{j=1}^{k} \bar{\theta}_{j, k}\left(\sqrt{\sum_{l} \tilde{\eta}_{l}^{2} k}-1\right)^{2} \\
& \leq 2 v_{n}^{2}+2 b(k)^{2}
\end{aligned}
$$

which implies that for such $\theta, h^{2}\left(f_{0}, f_{\theta}\right) \leq 3 b(k)^{2}+2 v_{n}^{2}$. Since $c_{0} \leq f_{0} \leq C_{0}$, $c_{0} / k \leq \bar{\theta}_{j, k} \leq C_{0} / k$ and we also have, as in the proof of Lemma 6.1 of [11], that if $v_{n} \leq c_{0} /(2 k)$, then $v_{n} \leq \bar{\theta}_{k, k} / 2$ and

$$
\begin{aligned}
\pi\left(\left|\theta_{j}-\bar{\theta}_{j, k}\right| \leq \bar{\theta}_{j, k} v_{n}, \forall j \leq k-1\right) & \gtrsim \frac{\Gamma(k \alpha)}{\Gamma(\alpha)^{k}} \bar{\theta}_{k, k}^{\alpha-1} \prod_{j \leq k-1} \int_{\bar{\theta}_{j, k}\left(1-v_{n}\right)}^{\bar{\theta}_{j, k}\left(1+v_{n}\right)} x^{\alpha-1} d x \\
& \gtrsim \frac{\left(C_{1} v_{n}\right)^{k} \Gamma(k \alpha)}{(\alpha \Gamma(\alpha))^{k-1} \Gamma(\alpha)} \prod_{j \leq k-1} \bar{\theta}_{j, k}^{\alpha} \\
& \gtrsim \frac{\left(C_{2} v_{n}\right)^{k} \Gamma(k \alpha) k^{-k \alpha}}{(\alpha \Gamma(\alpha))^{k-1} \Gamma(\alpha)}
\end{aligned}
$$

for some constant $C_{1}, C_{2}>0$. Since $\alpha \leq A$, if $v_{n}=n^{-h}$ for some $h>0$,

$$
\pi\left(\left|\theta_{j}-\bar{\theta}_{j, k}\right| \leq \bar{\theta}_{j, k} v_{n}, \forall j \leq k-1\right) \gtrsim e^{-c k \log n},
$$

which implies that for all $k$ such that $b(k)^{2} \lesssim k \log n / n$ we have $\varepsilon_{n}(k)^{2} \lesssim$ $b(k)^{2}+k \log n / n$. We now bound from below $\varepsilon_{n}(k)$. Since $h^{2}\left(f_{0}, f_{\theta}\right)=b(k)^{2}+$ $\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}} \sqrt{1-b(k)^{2}}\right)^{2}$, on the set $h^{2}\left(f_{0}, f_{\theta}\right) \leq \varepsilon_{n}^{2}, b(k)^{2} \leq \varepsilon_{n}^{2}$ and $\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}} \sqrt{1-b(k)^{2}}\right)^{2} \leq \varepsilon_{n}^{2}$. Using elementary algebra and the CauchySchwarz inequality, we have if $\varepsilon_{n}$ is small, $b(k)$ is small and

$$
\begin{aligned}
& \sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}} \sqrt{1-b(k)^{2}}\right)^{2} \\
& \quad \geq \sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right)^{2}+\frac{b^{4}(k)}{4}-2 b^{2}(k) \sqrt{\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right)^{2}} \\
& \quad=\left(\sqrt{\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right)^{2}}-\frac{b(k)^{2}}{2}\right)^{2} .
\end{aligned}
$$

Over the set $\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right)^{2} \geq \varepsilon_{n}^{2} / 2$, then

$$
\sqrt{\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right)^{2}} \geq b(k)^{2}
$$

and

$$
\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}} \sqrt{1-b(k)^{2}}\right)^{2} \geq \frac{1}{4} \sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right)^{2}
$$

so that if $h\left(f_{0}, f_{\theta}\right) \leq \varepsilon_{n}$ small enough, then

$$
h^{2}\left(f_{0}, f_{\theta}\right) \geq b(k)^{2}+\frac{1}{4} \sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right)^{2}
$$

Hence,

$$
\begin{aligned}
& \Pi\left\{h^{2}\left(f_{0}, f_{\theta}\right) \leq K \varepsilon_{n}(k)^{2}\right\} \\
& \quad \leq \Pi\left(\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right)^{2} \leq K \varepsilon_{n}(k)^{2}-b(k)^{2}\right),
\end{aligned}
$$

with $b(k)^{2}<K \varepsilon_{n}(k)^{2}$. Set $s_{n}^{2}=K \varepsilon_{n}(k)^{2}-b(k)^{2}$. On the set

$$
\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right)^{2} \leq s_{n}^{2}
$$

we split $\{1, \ldots, k-1\}$ into $\left|\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right| \leq 1 / \sqrt{k}$ and $\left|\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right|>1 / \sqrt{k}$. The cardinality of the latter is bounded from above by $s_{n}^{2} k$. Moreover, if $\mid \sqrt{\theta_{j}}-$ $\sqrt{\bar{\theta}_{j, k}} \mid \leq 1 / \sqrt{k}$ then by triangle inequality $\sqrt{\theta_{j}} \lesssim 1 / \sqrt{k}$ else $\sqrt{\theta_{j}} \lesssim s_{n}$. We have

$$
\begin{aligned}
& \Pi\left(\sum_{j=1}^{k}\left(\theta_{j}^{1 / 2}-\bar{\theta}_{j, k}^{1 / 2}\right)^{2} \leq s_{n}^{2}\right) \\
& \leq \\
& \leq \frac{\pi^{k / 2} \Gamma(\alpha k) s_{n}^{k}}{\Gamma(\alpha)^{k} \Gamma(k / 2+1)} \sum_{l=0}^{\left\lfloor s_{n}^{2} k\right\rfloor}\binom{k}{l} s_{n}^{(2 \alpha-1) l} k^{-(k-l)(\alpha-1 / 2)} \\
& \leq \frac{\pi^{\frac{k}{2}} \Gamma(\alpha k) s_{n}^{k}}{\Gamma(\alpha)^{k} \Gamma(k / 2+1)}\left(k^{-k(\alpha-1 / 2)}\right. \\
& \left.\quad+\sum_{l \leq s_{n}^{2} k} C e^{l \log (k)+2 l-(k-l)(\alpha-1 / 2) \log (k)+2 l(\alpha-1 / 2) \log \left(s_{n}\right)}\right) \\
& \quad \lesssim \exp \left\{\alpha k \log (k)-k \log \Gamma(\alpha)-\frac{k}{2} \log (k)+k \log \left(s_{n}\right)\right. \\
& \left.\quad \quad-k\left(\alpha-\frac{1}{2}\right) \log k+O(k)\right\} \\
& \quad \\
& \\
& \quad \exp \left(k \log \left(s_{n}\right)+O(k)\right)
\end{aligned}
$$

if $\alpha \geq 1 / 2$. If $\alpha<1 / 2$, for each $\theta$ split $\{1, \ldots, k-1\}$ into the set $S$ of indices where $\theta_{i} \geq \rho_{n} / k$ and its complement, with $\rho_{n}=o(1)$. The number of indices such that $\theta_{i}<\rho_{n} / k$ is bounded by $O\left(s_{n}^{2} k\right)$ on the set $\sum_{j=1}^{k}\left(\sqrt{\theta_{j}}-\sqrt{\bar{\theta}_{j, k}}\right)^{2} \leq s_{n}^{2}$, so that

$$
\begin{aligned}
& \Pi\left(\sum_{j=1}^{k}\left(\sqrt{\theta}-\sqrt{\bar{\theta}_{j, k}}\right)^{2} \leq s_{n}^{2}\right) \\
& \quad \leq \frac{\Gamma(k \alpha)}{\Gamma(\alpha)^{k}} \\
& \quad \times \sum_{S \subset\{1, \ldots, k\}} \int_{\sum_{i \in S}\left(\theta_{i}^{1 / 2}-\bar{\theta}_{i, k}^{1 / 2}\right)^{2} \leq s_{n}^{2}} \mathbb{1}_{\theta_{i} \geq \frac{\rho_{n}}{k}} \prod_{i \in S} \theta_{i}^{\alpha-1} d \theta_{i} \int \underset{\substack{\mathbb{1}_{\forall i \in S^{c}} \\
\theta_{i}<\frac{\rho_{n}}{k}}}{ } \prod_{i \in S^{c}} \theta_{i}^{\alpha-1} d \theta_{i} \\
& \quad \leq \frac{\Gamma(k \alpha)}{\Gamma(\alpha)^{k}}
\end{aligned}
$$

$$
\begin{aligned}
& \times \sum_{S \subset\{1, \ldots, k\}}\left(\int_{\sum_{i \in S}\left(u_{i}-\bar{\theta}_{i, k}^{1 / 2}\right)^{2} \leq s_{n}^{2}} \mathbb{1} \quad \forall i \in S\right. \\
\leq & \left.\prod_{u_{i} \geq\left(\frac{\rho_{n}}{k}\right)^{\frac{1}{2}}} u_{i \in S}^{2 \alpha-1} d u_{i}\right)\left(\frac{\rho_{n}}{k}\right)^{\left|S^{c}\right| \alpha} \alpha^{-\left|S^{c}\right|} \\
\Gamma(\alpha)^{k} & \sum_{l \geq k\left(1-s_{n}^{2}\right)}\left(\frac{\rho_{n}}{k}\right)^{(k-l) \alpha} \alpha^{-(k-l)}\left(\frac{\rho_{n}}{k}\right)^{l(\alpha-1 / 2)} \frac{\sqrt{\pi} l}{\Gamma(l / 2+1)}\binom{k}{l} \\
\leq & \frac{\Gamma(k \alpha)}{(\alpha \Gamma(\alpha))^{k}}\left(\rho_{n} / k\right)^{k \alpha} \sum_{l \geq k\left(1-s_{n}^{2}\right)}^{k} \alpha^{l} e^{l \log \left(\frac{k^{1 / 2} C s_{n}}{\sqrt{l \rho_{n}}}\right)+k \log k-l \log l-(k-l) \log (k-l)+O(k)} \\
\leq & \exp \left\{k \alpha \log \left(\rho_{n}\right)+k \log \left(s_{n} / \sqrt{\rho_{n}}\right)+O(k)\right\} \leq e^{k \log s_{n}-k(1 / 2-\alpha) \log \rho_{n}+O(k)}
\end{aligned}
$$

Hence, choosing $\left|\log \rho_{n}\right|=o\left(\left|\log s_{n}\right|\right)$ leads to

$$
\Pi\left(\sum_{j=1}^{k}\left(\sqrt{\theta}-\sqrt{\bar{\theta}_{j, k}}\right)^{2} \leq s_{n}^{2}\right) \leq e^{k(1+o(1)) \log s_{n}},
$$

so that $s_{n}^{2}\left|\log s_{n}\right| \geq k / n$ and $s_{n}^{2} \gtrsim k / n \log (n / k)$.
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## SUPPLEMENTARY MATERIAL

Supplement to "Asymptotic behaviour of the empirical Bayes posteriors associated to maximum marginal likelihood estimator" (DOI: 10.1214/16AOS1469SUPP; .pdf). This is the supplementary material associated to the present paper. We provide here the proofs of Propositions 3.1-3.6, together with some technical Lemmas used in the context of priors (T2) and (T3) and some technical Lemmas used in the study of the hierarchical Bayes posteriors. Finally some Lemmas used in the regression and density estimation problems are given.
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