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#### Abstract

We provide simplified proofs for the asymptotic distribution of the number of cuts required to cut down a Galton-Watson tree with critical, finitevariance offspring distribution, conditioned to have total progeny $n$. Our proof is based on a coupling which yields a precise, nonasymptotic distributional result for the case of uniformly random rooted labeled trees (or, equivalently, Poisson Galton-Watson trees conditioned on their size). Our approach also provides a new, random reversible transformation between Brownian excursion and Brownian bridge.


1. Introduction. The subject of cutting down trees was introduced by Meir and Moon [39, 40]. One is given a rooted tree $T$ which is pruned by random removal of edges. At each step, only the portion containing the root is retained (we refer to the portions not containing the root as the pruned portions), and the process continues until eventually the root has been isolated. The main parameter of interest is the random number of cuts necessary to isolate the root. The dual problem of isolating a leaf or a node with a specific label has been considered by Kuba and Panholzer [32, 33].

The procedure has been studied on different deterministic and random trees. Essentially two kinds of random models have been considered for the tree: recursive trees with typical inter-node distances of order $\log n$ [22, 25, 26, 41] and trees arising from critical, finite-variance branching processes conditioned to have size $n$, with typical distances of order $\sqrt{n}$ [23, 27, 28, 43, 44]. In this paper, we are interested in the latter family, and will refer to such trees as conditioned trees for short.

For conditioned trees emerging from a progeny distribution with variance $\sigma^{2} \in(0, \infty)$, once divided by $\sigma \sqrt{n}$, the number of cuts required to isolate the root of a conditioned tree of size $n$ converges in distribution to a Rayleigh random variable with density $x e^{-x^{2} / 2}$ on $[0, \infty)$. In this form, under only a second moment assumption, this was proved by Janson [28]; below we discuss earlier, partial results in this direction. The fact that the Rayleigh distribution appears here with a $\sqrt{n}$ scaling in a setting involving conditioned trees struck us as deserving of explanation. The Rayleigh distribution also arises as the limiting distribution of the

[^0]length of a path between two uniformly random nodes in a conditioned tree, after appropriate rescaling.

In this paper we show that the existence of a Rayleigh limit in both cases is not fortuitous. We will prove using a coupling method that the number of cuts and the distance between two random vertices are asymptotically equal in distribution (modulo a constant factor $\sigma^{2}$ ). This approach yields as a by-product very simple proofs of the results concerning the distribution of the number of cuts obtained in [23, 27, 28, 43]; this is explained in Section 6.

At the heart of our approach is a coupling which yields the exact distribution of the number of cuts for every fixed $n$, for the special case of uniform Cayley trees (uniformly random labeled rooted trees). Given a rooted tree $t$ and a sequence $S=\left(v_{1}, \ldots, v_{k}\right)$ of not necessarily distinct nodes of $t$, consider an edge-removal procedure defined as follows. The planting of $t$ at $S$, denoted $t\langle S\rangle$, is obtained from $t$ by creating a new node $w_{i}$ for each $1 \leq i \leq k$, whose only neighbor is $v_{i}$. (If the $v_{i}$ 's are not all distinct, then the procedure results in multiple new vertices being connected to the same original vertex; if $v_{i}=v_{j}$ for $i \neq j$, then $w_{i} \neq w_{j}$ are both connected to $v_{i}=v_{j}$.) Let $W=\left\{w_{1}, \ldots, w_{k}\right\}$ be the set of new vertices (it may be more natural to take $W$ as a sequence, since $S$ is a sequence, but taking $W$ as a set turns out to be notationally more convenient later). For a subgraph $t^{\prime}$ of $t\langle S\rangle$ and a vertex $v$, we write $C\left(v, t^{\prime}\right)$ for the connected component of $t^{\prime}$ containing $v$; let also $C\left(V, t^{\prime}\right)$ be the (minimal) set of connected components containing all the vertices in a set $V$.

Let $F^{(0)}=t\langle S\rangle$, and for $j \geq 0$, let $F^{(j+1)}$ be obtained from $F^{(j)}$ by removing a uniformly random edge from among all edges of $C\left(W, F^{(j)}\right)$, if there are any such edges. The procedure stops at the first time $j$ at which $C\left(W, F^{(j)}\right)$ simply consists of the set of new vertices $\left\{w_{1}, \ldots, w_{k}\right\}$. We call this procedure planted cutting of $S$ in $t$. We remark that Janson [27] already introduced the planted cutting procedure in the case $k=1$. Note that if $t$ is a rooted tree with root $r$, then $t\langle\{r\}\rangle$ contains only one node which is not a node of $t$, and in this case the cutting procedure is almost identical to that described in the first paragraph of the Introduction; see, however, the remark just before Theorem 3.1. Write $M=M(t, S)$ for the (random) total number of edges removed in the above procedure. We remark that for each $0 \leq i \leq M, F^{(i)}$ has $i+1$ connected components, each of which is a tree.

THEOREM 1.1. Fix $n \geq 1$ and $k \geq 1$, let $T_{n}$ be a uniform Cayley tree on nodes $[n]=\{1, \ldots, n\}$, let $V_{1}, \ldots, V_{k}$ be independent, uniformly random nodes of $T_{n}$ and write $S_{k}=\left(V_{1}, \ldots, V_{k}\right)$. Then $M\left(T_{n}, S_{k}\right)-k$ is distributed as the number of edges spanned by the root plus $k$ independent, uniformly random nodes in a uniform Cayley tree of size $n$.

For $k \geq 1$, let $\chi_{k}$ be a chi random variable with $2 k$ degrees of freedom; the distribution of $\chi_{k}$ is given by

$$
\mathbf{P}\left(\chi_{k} \leq x\right)=\int_{0}^{x} \frac{2^{1-k} s^{2 k-1} e^{-s^{2} / 2}}{(k-1)!} d s
$$

COROLLARY 1.2. For any fixed $k$, as $n \rightarrow \infty, M\left(T_{n}, S_{k}\right) / \sqrt{n}$ converges to $\chi_{k}$ in distribution.

The fact that, after rescaling, the number of edges spanned by the root and $k$ random vertices in $T_{n}$ converges to $\chi_{k}$ in distribution is well known; see, for example, Aldous [7], Lemma 21. In Appendix A we sketch one possible proof of Corollary 1.2 and briefly discuss stronger forms of convergence.

## REMARKS.

$\star$ In the special case $k=1$, Theorem 1.1 states that the number of edges required to isolate the planted node in a planted uniform Cayley tree of size $n$ is identical in distribution to the number of vertices on the path between two uniformly random nodes in a uniform Cayley tree of size $n$. For the case $k=1$, Chassaing and Marchand [19] have also announced a simple bijective proof of this result, based on linear probing hashing.
$\star$ After the current results were announced [3], and independently of our results, Bertoin [13] used powerful recent results of Haas and Miermont [24] to establish the distributional convergence in Corollary 1.2. Bertoin's results give a different explicit interpretation of the number of cuts as the asymptotic distance between two nodes. Bertoin and Miermont [14] also study the genealogy of the fragmentation resulting from the removal of edges in a random order.
$\star$ The original analyses by Meir and Moon [39] include asymptotics for the mean and variance of the number of cuts. In recent years, the subject of distributional asymptotics has been revisited by several researchers. Panholzer [43] and Fill, Kapur and Panholzer [23] have studied the somewhat simpler case where, the laws of the trees (as $n$ varies), satisfy a certain consistency relation. More precisely, if $\mu_{n}$ is the law of the $n$-vertex tree, the consistency condition requires that after one step of the cutting procedure, conditional on the size $k$ of the pruned fragment, the pruned fragment and the remaining tree are independent, with respective laws $\mu_{k}$ and $\mu_{n-k}$. The class of random trees which satisfy this property includes uniform Cayley trees. For this class, they obtained the limiting distribution of various functionals of the number of cuts using the method of moments, and gave an analytic treatment of the recursive equation describing the cutting procedure. Janson [27, 28] used a representation of the number of cuts in terms of generalized records in a labeled tree to extend some of these results to all the family trees of critical branching processes with offspring distribution having a finite variance. His method is also based on the calculation of moments.

In the case $k=1$, our coupling approach also allows us to describe the joint distribution of the sequence of pruned trees. In this paper, a forest is a sequence of rooted labeled trees $\mathbf{f}=\left(t_{1}, \ldots, t_{j}\right)$ with pairwise disjoint sets of labels. In the notation of Theorem 1.1 and of the paragraph which precedes it, write $M=M\left(T_{n}, S_{1}\right)$
and write $\left(T^{(1)}, \ldots, T^{(M)}\right)$ for the connected components of $F^{(M)}$, listed in the order they are created during the edge-removal procedure on $T_{n}\left\langle S_{1}\right\rangle$. Note that the edge-removal procedure stops at the first time that $w_{1}$ is isolated, so necessarily $T^{(M)}$ consists simply of the single vertex $w_{1}$. For each $1 \leq i \leq M, T^{(i)}$ is a tree, which we view as rooted at whichever node of $T^{(i)}$ was closest to $w_{1}$ in $T_{n}\left\langle S_{1}\right\rangle$; in particular, necessarily $T^{(M-1)}$ is rooted at $V_{1}$.

THEOREM 1.3. The forest $\left(T^{(1)}, \ldots, T^{(M-1)}\right)$ is distributed as a uniformly random forest on $[n]$.

The analysis which leads to Theorem 1.3 will also yield as a by-product the following result.

THEOREM 1.4. Let $F^{n}=\left(T_{1}, \ldots, T_{\kappa}\right)$ be a uniformly random forest on $[n]$. For each $i \in[\kappa-1]$, add an edge from the root of $T_{i}$ to a uniformly random node from among all nodes in $T_{i+1}, \ldots, T_{\kappa}$. Call the resulting tree $T$, and view $T$ as rooted at the root of $T_{\kappa}$. Then $T$ is distributed as a uniform Cayley tree on $[n]$.

It turns out that our coupling approach allows us to prove results about a natural "continuum version" of the random cutting procedure which takes place on the Brownian continuum random tree (CRT). Our main result about randomly cutting the CRT is Theorem 5.1, below. Although we work principally in the language of $\mathbb{R}$-trees, Theorem 5.1 can be viewed as a new, invertible random transformation between Brownian excursion and reflecting Brownian bridge. Though the precise statement requires a fair amount of set-up, if this set-up is taken for granted the result can be easily described. (For the reader for whom the following three paragraphs are opaque, all the below terminology will be re-introduced and formally defined later in the paper.)

Let $(\mathcal{T}, d)$ be a CRT with root $\rho$ and mass measure $\mu$, $\operatorname{write} \operatorname{skel}(\mathcal{T})$ for its skeleton, and let $\mathcal{P}$ be a homogeneous Poisson point process on $\operatorname{skel}(\mathcal{T}) \times[0, \infty)$ with intensity measure $\ell \otimes d t$, where $\ell$ is the length measure on the skeleton. We think of the second coordinate as a time parameter. View each point $(p, \tau)$ of $\mathcal{P}$ as a potential cut, but only make a cut at $p$ if no previous cut has fallen on the path from the root $\rho$ to $p$. At each time $0 \leq t<\infty$, this yields a forest of countably many rooted $\mathbb{R}$-trees; we write $\mathcal{T}_{t}$ for the component of this forest containing $\rho$. Run to time infinity, this process again yields a countable collection of rooted $\mathbb{R}$-trees, later called $\left(f_{i}, i \in I_{\infty}\right)$. Furthermore, each element $f_{i}$ of the collection comes equipped with a time index $\tau_{i}$ (the time at which it was cut).

For $0 \leq t<\infty$, let $L(t)=\int_{0}^{t} \mu\left(\mathcal{T}_{s}\right) d s$, and let $L(\infty)=\lim _{t \rightarrow \infty} L(t)$. It turns out that $L(\infty)$ is almost surely finite. Next, create a single compact $\mathbb{R}$-tree ( $\mathcal{T}^{\prime}, d^{\prime}$ ) from the collection $\left(f_{i}, i \in I_{\infty}\right)$ and the closed interval $[0, L(\infty)]$ by identifying the root of $f_{i}$ with the point $L\left(\tau_{i}\right) \in[0, L(\infty)]$, for each $i \in I_{\infty}$, then taking the completion of the resulting object. Let $\mu^{\prime}$ be the push-forward of $\mu$ under the transformation described above.

THEOREM 1.5. The triples $\left(\mathcal{T}^{\prime}, d^{\prime}, \mu^{\prime}\right)$ and $(\mathcal{T}, d, \mu)$ have the same distribution. Furthermore, $0 \in \mathcal{T}^{\prime}$ and $L(\infty) \in \mathcal{T}^{\prime}$ are independent and both have law $\mu^{\prime}$.

Using the standard encoding of the CRT by a Brownian excursion, we may take the triple $(\mathcal{T}, d, \mu)$, together with the point $\rho$, to be encoded by a Brownian excursion. Similarly, it is possible to view the triple ( $\mathcal{T}^{\prime}, d^{\prime}, \mu^{\prime}$ ), together with the points 0 and $L(\infty)$, as encoded by a reflecting Brownian bridge; see Section 10 of [11] (this is also closely related to the "forest floor" picture of [15]). From this perspective, the transformation from ( $\mathcal{T}, \rho$ ) to ( $\mathcal{T}^{\prime}, 0, L_{\infty}$ ) becomes a new, random transformation from Brownian excursion to reflecting Brownian bridge. When expressed in the language of Brownian excursions and bridges, this theorem and our "inverse transformation" result, Theorem 1.7, below, have intriguing similarities to results from Aldous and Pitman [11]; we briefly discuss this in Appendix B.

As an immediate consequence of the above development, we will obtain the following result. Let $v(t)$ be the mass of the tagged fragment in the Aldous-Pitman [11] fragmentation at time $t$. Then, $(v(t), t \geq 0)$ is distributed as $\left(\mu\left(\mathcal{T}_{t}\right), t \geq 0\right)$ and we have the following.

COROLLARY 1.6. The random variable $\int_{0}^{\infty} v(t) d t$ has the standard Rayleigh distribution.

A different proof of this fact appears in a recent preprint by Abraham and Delmas [2]. We also note that the identity in Theorem 1.5 has been generalized to the case of Lévy trees in [1].

We are also able to explicitly describe the inverse of the transformation of Theorem 1.5 , and we now do so. Let $(\mathcal{T}, d, \mu)$ be a measured CRT, and let $\rho, \rho^{\prime}$ be independent random points in $\mathcal{T}$ with law $\mu$. Let $B$ be the set of branch points of $\mathcal{T}$ on the path from $\rho$ to $\rho^{\prime}$. For each $b \in B$ let $\mathcal{T}_{b}$ be the set of points $x \in \mathcal{T}$ for which the path from $x$ to $\rho$ contains a point $b^{\prime} \in B$ with $d\left(\rho, b^{\prime}\right)>d(\rho, b)$. In words, $\mathcal{T}_{b}$ is the set of points in subtrees that "branch off the path from $\rho$ to $\rho^{\prime}$ after $b$." Then, independently for each point $b \in B$, let $y_{b}$ be a random element of $\mathcal{T}_{b}$, with law $\mu / \mu\left(\mathcal{T}_{b}\right)$. Delete all nonbranch points on the path between $\rho$ and $\rho^{\prime}$; then, for each $b \in B$, identify the points $b$ and $y_{b}$. Write ( $\mathcal{T}^{\prime}, d^{\prime}$ ) for the resulting tree, and $\mu^{\prime}$ for the push-forward of $\mu$ to $\mathcal{T}^{\prime}$.

THEOREM 1.7. The triples $(\mathcal{T}, d, \mu)$ and $\left(\mathcal{T}^{\prime}, d^{\prime}, \mu^{\prime}\right)$ have the same distribution. Furthermore, the point $\rho^{\prime} \in \mathcal{T}^{\prime}$ has law $\mu^{\prime}$.

We remark that it is not a priori obvious the inverse transformation should a.s. yield a connected metric space, let alone what the distribution of the resulting space should be. Theorems 1.5 and 1.7 together appear as Theorem 5.1, below.

Plan of the paper. In Section 2 we gather definitions and state our notational conventions. In Section 3 we prove all finite distributional identities related to the case $k=1$, in particular proving Theorems 1.3 and 1.4 , and in Section 4 we
prove Theorem 1.1. Our results on cutting the CRT, notably Theorem 5.1, appear in Section 5; finally, in Section 6 we explain how our results straightforwardly imply the distributional convergence results obtained in [27, 28, 43].
2. Notation and definitions. We note that the terminology introduced in Sections 2.2 and 2.3 is not used until Section 5, and the reader may wish to correspondingly postpone their reading of these sections.
2.1. Finite trees and graphs. Given any finite graph $G$, we write $v(G)$ for the set of vertices (or nodes) of $G$ and $e(G)$ for the set of edges of $G$, and write $|G|$ for the size (number of vertices) of $G$. If we say that $G$ is a graph on $S$, we mean that $v(G)=S$. Given a graph $G$ and $w \in v(G)$, we write $C(w, G)$ for the connected component of $G$ containing $w$. Given a graph $G$ and $S^{\prime} \subset e(G)$, we sometimes write $G \backslash S^{\prime}$ for the graph $\left(v(G), e(G) \backslash S^{\prime}\right)$.

Practically all graphs in this paper will be rooted trees and be denoted $t$ or $T$. When we write "tree" we mean a rooted tree unless we explicitly say otherwise.

Given a rooted labeled tree $t$, we write $r(t)$ for the root of $t$. For a vertex $u$ of $t$ write $t(u)$ for the subtree of $t$ rooted at $u$, write $h_{t}(u)$ for the number of edges on the path from $r(t)$ to $u$, and write $a(u)=a(u, t)$ for the parent of $u$ in $t$, with the convention that $a(r(t))=r(t)$. At times we view the edges of $t$ as oriented toward $r(t)$. In other words, if we state that $(u, v)$ is an oriented edge of $t$, or write $(u, v) \in e(t)$, we mean that $\{u, v\} \in e(t)$ and $v=a(u)$. In this case we call $u$ the tail of $\{u, v\}$ and $v$ the head of $\{u, v\}$. It is also sometimes useful to view $r(t)$ as both the head and tail of a directed loop $(r(t), r(t))$; we will mention this again when it arises.

Given a set $S=\left\{v_{1}, \ldots, v_{k}\right\}$ of nodes of $t$, we write $t \llbracket S \rrbracket$ or $t \llbracket v_{1}, \ldots, v_{k} \rrbracket$ for the subtree of $t$ obtained by taking the union of all shortest paths between elements of $S$, and call $t \llbracket S \rrbracket$ the subtree of $t$ spanned by $S$; if $r(t) \in S$ then we consider $t \llbracket S \rrbracket$ as rooted at $r(t)$. Given a single node $v \in t$, we write $t^{r \leftrightarrow v}$ to denote the tree obtained from $t$ by rerooting at $v$. As mentioned in the Introduction, in this paper an ordered forest is a sequence of rooted labeled trees $\mathbf{f}=\left(t_{1}, \ldots, t_{k}\right)$ with pairwise disjoint sets of labels. If we write $\mathbf{f}=\left(t_{1}, \ldots, t_{k}\right)$ is an ordered forest on $S$ we mean that $v\left(t_{1}\right) \cup \cdots \cup v\left(t_{k}\right)=S$.

Given a finite set $S$, by a uniform Cayley tree on $S$ we mean a rooted tree chosen uniformly at random from among all rooted trees $t$ on $S$; there are $|S|^{|S|-1}$ such trees. Given a rooted or unrooted tree $t$, and an ordered sequence $S=\left(v_{1}, \ldots, v_{k}\right)$ of elements of $v(t)$, we recall the definition of $t\langle S\rangle$ (the planting of $t$ at $S$ ) from the Introduction: for each $1 \leq i \leq k$, create a new node $w_{i}$ and add a single edge between $w_{i}$ and $v_{i}$. Given a set $U \subset v(t\langle S\rangle$ ), we write $|U|$ for the number of nodes of $U \backslash\left\{w_{1}, \ldots, w_{k}\right\}$. In other words, the nodes $w_{1}, \ldots, w_{k}$ are not included when performing node counts in $t\langle S\rangle$.
2.2. Metric spaces and real trees. In this paper all metric spaces are assumed to be separable. Given a metric space $\mathrm{X}=(X, d)$, and a real number $c>0$, we
write $c \mathrm{X}$ for the metric space obtained by scaling all distances by $c$. In other words, if $x, y \in X$, then the distance between $x$ and $y$ in $c \mathrm{X}$ is $c d(x, y)$. We also write $\operatorname{diam}(\mathrm{X})=\sup \{d(x, y): x, y \in X\} \in[0, \infty]$.

Given a metric space $(X, d)$ and $x, y \in X$, a geodesic between $x$ and $y$ is an isometry $f:[0, d(x, y)] \rightarrow X$ such that $f(0)=x$ and $f(d(x, y))=y$. In this case we call the image $\operatorname{Im}(f)$ a shortest path between $x$ and $y$.

A metric space $\mathrm{T}=(T, d)$ is an $\mathbb{R}$-tree if for all $x, y \in T$ the following two properties hold:
(1) There exists a unique geodesic between $x$ and $y$. In other words, there exists a unique isometry $f:[0, d(x, y)] \rightarrow T$ such that $f(0)=x$ and $f(d(x, y))=y$.
(2) If $g:[0, d(x, y)] \rightarrow T$ is a continuous injective map with $g(0)=x$ and $g(d(x, y))=y$, then $f([0, d(x, y)])=g([0, d(x, y)])$.
Given an $\mathbb{R}$-tree $(T, d)$ and $a, b \in T$, we write $\llbracket a, b \rrbracket$ for the image of the unique geodesic from $a$ to $b$, and write $\rrbracket a, b \llbracket=\llbracket a, b \rrbracket \backslash\{a, b\}$. The skeleton skel(T) is defined as

$$
\bigcup_{a, b \in T} \rrbracket a, b \llbracket .
$$

(We could equivalently define skel(T) as the set of points whose removal disconnects the space.) Since ( $T, d$ ) is separable by assumption, this may be re-written as a countable union, and so there is a unique $\sigma$-finite measure $\ell$ on $T$ with $\ell(] a, b[)=d(a, b)$ for all $a, b \in T$ and such that $\ell(T \backslash \operatorname{skel}(T))=0$. We refer to $\ell$ as the length measure on T .

For a set $S \subset T$, write $T \llbracket S \rrbracket$ for the subspace of $T$ spanned by $\bigcup_{x, y \in S} \rrbracket x, y \llbracket$ and $d_{S}$ for its distance (the restriction of $d$ to $\left.T \llbracket S \rrbracket\right)$, and note that ( $T \llbracket S \rrbracket, d_{S}$ ) is again a real tree.
2.3. Types of convergence. Before proceeding to definitions, we remark that not all the terminology of this subsection is yet fully standardized. The GromovHausdorff distance is by now well-established. The name "Gromov-HausdorffProkhorov distance" seems to have first appeared in [48], Chapter 27, where it had a slightly different meaning. The probabilistic aspects of the Gromov-HausdorffProkhorov distance were substantially developed in [24, 42]. In particular, it is shown in [42], Section 6.1, that the below definition of $d_{\mathrm{GHP}}$ is equivalent to a definition based on the more standard Prokhorov distance between measures.

Gromov-Hausdorff distance. Let $\mathrm{X}=\left(X, d_{X}\right)$ and $\mathrm{Y}=\left(Y, d_{Y}\right)$ be compact metric spaces. The Gromov-Hausdorff distance $d_{\mathrm{GH}}(\mathrm{X}, \mathrm{Y})$ between X and Y is defined as follows. Let $\mathcal{S}$ be the set of all pairs $(\phi, \psi)$, where $\phi: X \rightarrow Z$ and $\psi: Y \rightarrow Z$ are isometric embeddings into some common metric space $\left(Z, d_{Z}\right)$. Then

$$
d_{\mathrm{GH}}(\mathrm{X}, \mathrm{Y})=\inf _{(\phi, \psi) \in \mathcal{S}} d_{\mathrm{H}}(\phi(X), \psi(Y))
$$

where $d_{\mathrm{H}}$ denotes Hausdorff distance in the target metric space. It can be verified that $d_{\mathrm{GH}}$ is indeed a distance and that, writing $\mathcal{M}$ for the set of isometryequivalence classes of compact metric spaces, $\left(\mathcal{M}, d_{\mathrm{GH}}\right)$ is a complete separable metric space. We say that a sequence $\mathrm{X}_{n}=\left(X_{n}, d_{n}\right)$ of compact metric spaces converges to a compact metric space $\mathrm{X}=(X, d)$ if $d_{\mathrm{GH}}\left(\mathrm{X}_{n}, \mathrm{X}\right) \rightarrow 0$ as $n \rightarrow \infty$. It is then obvious that $X$ is uniquely determined up to isometry. There are two alternate descriptions of the Gromov-Hausdorff distance that will be useful and which we now describe.

Next, for compact metric spaces $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$, and a subset $C$ of $X \times Y$, the distortion $\operatorname{dis}(C)$ is defined by

$$
\operatorname{dis}(C)=\sup \left\{\left|d_{X}\left(x, x^{\prime}\right)-d_{Y}\left(y, y^{\prime}\right)\right|:(x, y) \in C,\left(x^{\prime}, y^{\prime}\right) \in C\right\} .
$$

A correspondence $C$ between $X$ and $Y$ is a Borel subset of $X \times Y$ such that for every $x \in X$, there exists $y \in Y$ with $(x, y) \in C$ and vice versa. Write $\mathscr{C}(X, Y)$ for the set of correspondences between $X$ and $Y$. We then have

$$
d_{\mathrm{GH}}(\mathrm{X}, \mathrm{Y})=\frac{1}{2} \inf \{r: \exists C \in \mathscr{C}(X, Y) \text { such that } \operatorname{dis}(C)<r\}
$$

and there is a correspondence which achieves this infimum.
Given a correspondence $C$ between $X$ and $Y$ and $\varepsilon \geq 0$ write

$$
C_{\varepsilon}=\left\{(x, y) \in X \times Y: \exists\left(x^{\prime}, y^{\prime}\right) \in C, d_{X}\left(x, x^{\prime}\right) \leq \varepsilon, d_{Y}\left(y, y^{\prime}\right) \leq \varepsilon\right\}
$$

and note that $C_{\varepsilon}$ is again a correspondence, with distortion at most $\operatorname{dis}(C)+2 \varepsilon$. We call $C_{\varepsilon}$ the $\varepsilon$ blow-up of $C$.

Let $\mathrm{X}=\left(X, d_{X},\left(x_{1}, \ldots, x_{k}\right)\right)$ and $\mathrm{Y}=\left(Y, d_{Y},\left(y_{1}, \ldots, y_{k}\right)\right)$ be metric spaces, each with an ordered set of $k$ distinguished points (we call such spaces $k$-pointed metric spaces). When $k=1$, we simply refer to pointed (rather than 1-pointed) metric spaces, and write $\left(X, d_{X}, x\right)$ rather than $\left(X, d_{X},(x)\right)$. The $k$-pointed Gromov-Hausdorff distance is defined as

$$
\begin{aligned}
& d_{\mathrm{GH}}^{k}(\mathrm{X}, \mathrm{Y}) \\
& \quad=\frac{1}{2} \inf \left\{r: \exists C \in \mathscr{C}(X, Y) \text { such that }\left(x_{i}, y_{i}\right) \in C, 1 \leq i \leq k \text { and } \operatorname{dis}(C)<r\right\}
\end{aligned}
$$

It is straightforward to verify that for each $k$, the space $\left(\mathcal{M}^{k}, d_{\mathrm{GH}}^{k}\right)$ of marked isometry-equivalence classes of $k$-pointed compact metric spaces, endowed with the distance $d_{\mathrm{GH}}^{k}$, forms a complete separable metric space.

Couplings and Gromov-Hausdorff-Prokhorov distance. Let $(X, d, \mu)$ and ( $X^{\prime}, d^{\prime}, \mu^{\prime}$ ) be two measured metric spaces, and let $v$ be a Borel measure on $X \times X^{\prime}$. We say $v$ is a (defective) coupling between $\mu$ and $\mu^{\prime}$ if $p_{*} \nu \leq \mu$ and $p_{*}^{\prime} \nu \leq \mu^{\prime}$, where $p: X \times X^{\prime} \rightarrow X$ and $p^{\prime}: X \times X^{\prime} \rightarrow X^{\prime}$ are the canonical projections. The defect of $v$ is defined as

$$
D(\nu)=\max \left(\left(\mu-p_{*} \nu\right)(X),\left(\mu^{\prime}-p_{*}^{\prime} \nu\right)\left(X^{\prime}\right)\right) .
$$

We let $\mathcal{C}\left(\mu, \mu^{\prime}\right)$ be the set of couplings between $\mu$ and $\mu^{\prime}$, and for $\varepsilon \geq 0$ we write $\mathcal{C}_{\varepsilon}\left(\mu, \mu^{\prime}\right)=\left\{v \in \mathcal{C}\left(\mu, \mu^{\prime}\right): D(v) \leq \varepsilon\right\}$

The Prokhorov distance between two finite positive Borel measures $\mu, \mu^{\prime}$ on the same space $(X, d)$ is

$$
\begin{array}{r}
d_{\mathrm{P}}^{\circ}\left(\mu, \mu^{\prime}\right)=\inf \left\{\varepsilon>0: \mu(F) \leq \mu^{\prime}\left(F^{\varepsilon}\right)+\varepsilon \text { and } \mu^{\prime}(F) \leq \mu\left(F^{\varepsilon}\right)+\varepsilon\right. \\
\text { for every closed } F \subseteq X\},
\end{array}
$$

where $F^{\varepsilon}=\left\{x \in X: \exists x^{\prime} \in F, d\left(x, x^{\prime}\right)<\varepsilon\right\}$.
There is another distance which generates the same topology and lends itself more naturally to combination with the correspondences introduced above. We define

$$
d_{\mathrm{P}}\left(\mu, \mu^{\prime}\right)=\inf \left\{\varepsilon>0: \exists v \in \mathcal{C}_{\varepsilon}\left(\mu, \mu^{\prime}\right), v\left(\left\{\left(x, x^{\prime}\right) \in X \times X: d\left(x, x^{\prime}\right) \geq \varepsilon\right\}\right)<\varepsilon\right\}
$$

By analogy with the latter, the Gromov-Hausdorff-Prokhorov (GHP) distance between $\mathrm{X}=(X, d, \mu)$ and $\mathrm{X}^{\prime}=\left(X^{\prime}, d^{\prime}, \mu^{\prime}\right)$ is defined as

$$
d_{\mathrm{GHP}}\left(\mathrm{X}, \mathrm{X}^{\prime}\right)=\inf \left\{\begin{array}{cc}
\varepsilon>0: \quad \exists v \in \mathcal{C}_{\varepsilon}\left(\mu, \mu^{\prime}\right) \text { and } R \in \mathscr{C}\left(X, X^{\prime}\right) \text { such that } \\
v\left(R^{c}\right)<\varepsilon, \operatorname{dis}(R)<2 \varepsilon
\end{array}\right\} .
$$

We always have $d_{\mathrm{GHP}}\left(\mathrm{X}, \mathrm{X}^{\prime}\right) \geq d_{\mathrm{GH}}\left(\mathrm{X}, \mathrm{X}^{\prime}\right)$. Similarly to before, the collection $\widehat{\mathcal{M}}$ of measured isometry-equivalence classes of compact metric spaces, endowed with the distance $d_{\mathrm{GHP}}$, forms a complete separable metric space [42], Section 6.

Given $\mathrm{X}=\left(X, d_{X}, \mu,\left(x_{1}, \ldots, x_{k}\right)\right)$ and $\mathrm{X}^{\prime}=\left(X^{\prime}, d^{\prime}, \mu^{\prime},\left(x_{1}^{\prime}, \ldots, x_{k}^{\prime}\right)\right)$, two $k$-pointed measured metric spaces, we define the $k$-pointed Gromov-HausdorffProkhorov distance as

$$
\begin{aligned}
& d_{\mathrm{GHP}}^{k}\left(\mathrm{X}, \mathrm{X}^{\prime}\right) \\
& \quad=\inf \left\{\varepsilon>0: \quad \begin{array}{rl}
\exists v & \in \mathcal{C}_{\varepsilon}\left(\mu, \mu^{\prime}\right) \text { and } R \in \mathscr{C}\left(X, X^{\prime}\right) \text { such that } \\
v\left(R^{c}\right)<\varepsilon, \operatorname{dis}(R)<2 \varepsilon \text { and }\left(x_{i}, x_{i}^{\prime}\right) \in R, 1 \leq i \leq k
\end{array}\right\} .
\end{aligned}
$$

Once again, we may define an associated complete separable metric space $\left(\widehat{\mathcal{M}}^{k}, d_{\mathrm{GHP}}^{k}\right)$.

## 3. Cutting down uniform Cayley trees.

3.1. The Aldous-Broder dynamics. Given a simple random walk $\left\{X_{n}\right\}_{n \in \mathbb{N}}$ on a finite connected graph $G$, we may generate a spanning tree $T$ of $G$ by including all edges $\left(X_{k}, X_{k+1}\right)$ with the property that $X_{k+1} \notin\left\{X_{i}\right\}_{0 \leq i \leq k}$. The resulting tree $T$ is in fact almost surely a uniformly random spanning tree of $G$. (More generally, if $G$ comes equipped with edge weights $\left\{w_{e}: e \in e(G)\right\}$, then the probability the simple random walk on the weighted graph $G$ generates a specific spanning tree $t$ is proportional to $\prod_{e \in e(t)} w_{e}$.) This fact was independently discovered by Broder [17] and Aldous [10], and the above procedure is commonly called the AldousBroder algorithm.

By reversibility, the tree $T$ generated by the Aldous-Broder algorithm may instead be viewed as generated by a simple random walk $\left\{X_{n}\right\}_{n \leq 0}$ on $G$, started from stationarity at time $-\infty$; see [36], pages 127-128. If instead of stopping the walk at time zero we instead stop at time $i \geq 0$, then the walk $\left\{X_{n}\right\}_{n \leq i}$ gives another tree, say $T_{i}$. What we call the Aldous-Broder dynamics is the (deterministic) rule by which the sequence $\left\{T_{i}, i \geq 0\right\}$ is obtained from $T_{0}$ and from the sequence $\left\{X_{n}, n \geq 0\right\}$. In the current section, we explain these dynamics. In the next section, we introduce a modification of the Aldous-Broder dynamics, and use it to exhibit the key coupling alluded to in Section 1.

Recall that given a rooted tree $t$ and $x \in v(t), t(x)$ denotes the subtree of $t$ rooted at $x$. Fix an integer $n \geq 1$ and a tree $t$ on $[n]$, and let $\mathbf{x}=\left(x_{i}\right)_{i \in \mathbb{N}}$ be a sequence of elements of $[n]=\{1,2, \ldots, n\}$.

We then form a sequence of trees $\left\{T^{m}(t, \mathbf{x}): m \in \mathbb{N}\right\}$. First, $T^{0}=t$. Then, for $m \geq 0$, we proceed as follows:

- if $x_{m+1}=r\left(T^{m}\right)$, then $T^{m+1}=T^{m}$;
- if $x_{m+1} \neq r\left(T^{m}\right)$, then form $T^{m+1}$ by removing the unique edge of $T^{m}$ with tail $x_{m+1}$, then adding the edge $\left(x_{m}, x_{m+1}\right)$, and finally rerooting at $x_{m+1}$.

In all cases, $r\left(T^{m}\right)=x_{m}$ for all $m \geq 1$. We refer to this procedure as the AldousBroder dynamics on $t$ and $\mathbf{x}$. One can equivalently think of the root vertex as being both the head and tail of a directed loop; then one always removes the unique edge with tail $x_{m+1}$ in $T^{m}$ and adds the directed edge $\left(x_{m}, x_{m+1}\right)$. Taking this perspective, let $R_{m+1}=R_{m+1}(t, \mathbf{x})$ be the subtree of $T^{m}$ rooted at $x_{m+1}$, so $R_{m+1}=T^{m}\left(x_{m+1}\right)$. Let $K_{m+1}=K_{m+1}(t, \mathbf{x})$ be the other component created when removing the edge with tail $x_{m+1}$, which is empty if $x_{m+1}=x_{m}$ and otherwise contains $x_{m}$. In all cases $T^{m+1}$ is obtained from $R_{m+1}$ and $K_{m+1}$ by adding an edge from $x_{m}$ to $x_{m+1}$; see Figure 1.


FIG. 1. Two successive trees $T^{i}$ and $T^{i+1}$ built from the sequence construction: $T^{i+1}$ is obtained from $T^{i}$ by cutting above $x_{i+1}$ and rearranging the parts in such a way that the subtree above the cut is appended as a child of the root $x_{i+1}$ of the subtree $R_{i+1}$ below the cut.
3.2. A modified Aldous-Broder dynamics. Say that a sequence $\mathbf{x} \in[n]^{\mathbb{N}}$ is $\operatorname{good}$ if for each $k \in[n], \sup \left\{i: x_{i}=k\right\}=\infty$. Fix a tree $t$ on $[n]$ and a good sequence $\mathbf{x}$. We now describe a rule for removing a set of edges from $t$ to obtain an ordered forest $\mathbf{F}=\mathbf{F}(t, \mathbf{x})$ on $[n]$. [Recall that an ordered forest is an ordered sequence $\left(t_{1}, \ldots, t_{k}\right)$ of rooted trees.]

In words, to build $\mathbf{F}(t, \mathbf{x})$ we start from the tree $t$ and make the cuts that are dictated by the sequence $\mathbf{x}$, but ignore any such cuts that fall in a subtree we have already pruned at an earlier step. Since $\mathbf{x}$ is good, we will eventually prune the root $r(t)$ and so we will ignore all but finitely many of the cuts.

Formally, let $\sigma_{0}=0$ and, for $i \geq 1$, let

$$
\sigma_{i}=\inf \left\{m>\sigma_{i-1}: x_{m} \notin \bigcup_{j=1}^{i-1} t\left(x_{\sigma_{j}}\right)\right\}
$$

Then let $\kappa=\kappa(t, \mathbf{x})=\inf \left\{i: x_{\sigma_{i}}=r(t)\right\}$. Note that we always have $\sigma_{1}=1$, that $\kappa<\infty$ since $\mathbf{x}$ is good, and that for all $j>\kappa, \sigma_{j}=\infty$. Recall that we write $t=$ $(v(t), e(t))$, where $v(t)$ and $e(t)$ denote the vertex and edge set of $t$, respectively. After all the cuts in $\mathbf{x}$ have been made, we are left with a graph

$$
f=\left(v(t), e(t) \backslash\left\{\left(x_{\sigma_{i}}, a\left(x_{\sigma_{i}}\right)\right), 1 \leq i \leq \kappa\right\}\right)
$$

For $1 \leq i \leq \kappa$, let $T_{i}=T_{i}(t, \mathbf{x})=C\left(x_{\sigma_{i}}, f\right)$. Note that $T_{i}$ is a tree, which we view as rooted at $x_{\sigma_{i}}$. We then take

$$
\mathbf{F}=\mathbf{F}(t, \mathbf{x})=\left(T_{1}, \ldots, T_{\kappa}\right)
$$

Write $r_{i}=r_{i}(t, \mathbf{x})$ for the root of $T_{i}$ and note that $r_{\kappa}=r(t)$. Finally, write $\widehat{T}=$ $\widehat{T}(t, \mathbf{x})$ for the tree obtained from the forest $\mathbf{F}(t, \mathbf{x})$ by adding a directed edge from the root of $T_{i+1}$ to the root of $T_{i}$, for each $i \in[\kappa-1]$, and rooted at $r_{1}$ (as suggested by the orientation of the edges). These definitions are illustrated in Figure 2. We call this procedure the modified Aldous-Broder dynamics on $t$ and $\mathbf{x}$.


FIG. 2. Left: a tree $t$, with node labels suppressed for readability; the first five nodes $x_{1}, \ldots, x_{5}$ of some good sequence are marked in the figure. Center: the forest $\mathbf{F}(t, \mathbf{x})$ built by applying the modified Aldous-Broder dynamics to $t$ with any sequence $\mathbf{x}$ starting with $x_{1}, \ldots, x_{5}$. The trees are $T_{1}(t, \mathbf{x}), \ldots, T_{4}(t, \mathbf{x})$ are shown from left to right, and $r_{1}=x_{1}, r_{2}=x_{2}, r_{3}=x_{4}, r_{4}=x_{5}$. Right: the tree $\widehat{T}(t, \mathbf{x})$, which has root $x_{1}$.

REMARK. The cutting procedure described above differs slightly from that used in much of the work on the subject. More precisely, it is more common to cut the tree by the removal of random edges rather than the selection of random vertices. However, there is a close correspondence between the vertex selection procedure and the edge selection procedure on a planted version of the same tree, which means results proved for one procedure have immediate analogues for the other. In particular, Janson ([27], Lemma 6.1) analyzed the difference between the two variants and showed that it is asymptotically negligible.

Now let $\mathcal{X}=\left(X_{m}\right)_{m \in \mathbb{N}}$ be a sequence of i.i.d. uniform $\{1, \ldots, n\}$ random variables. It is easily seen that $\mathcal{X}$ is good with probability one. The following theorem is the key fact underlying almost all the results of the paper.

THEOREM 3.1. Let $T$ be a uniform Cayley tree on $[n]$. Then for any tree $t$ on $[n]$ and any $w \in[n]$,

$$
\mathbf{P}(\widehat{T}(T, \mathcal{X})=t \text { and } r(T)=w)=n^{-n} .
$$

Since there are $n^{n-1}$ labeled rooted trees on [ $n$ ], there are $n^{n}$ possible ways to choose a labeled rooted tree on [ $n$ ], plus an additional vertex of said tree. In other words, the theorem states that $\widehat{T}(T, \mathcal{X})$ is a uniform Cayley tree, and that $r(T)$ is uniform on $[n]$ and independent of $\widehat{T}(T, \mathcal{X})$ (the fact that $r(T)$ is uniform on [ $n$ ] is immediate from the fact that $T$ is a uniform Cayley tree).

Proof of Theorem 3.1. We proceed by induction on $n$, the case $n=1$ being trivial. So we now suppose that $n>1$. First, consider the case when $w=r(\widehat{T})$; we have $r(T)=r(\widehat{T})$ precisely if $X_{1}=r(T)$ and in this case $\widehat{T}=T$. Thus, for any rooted tree $t$ on [ $n$ ],

$$
\mathbf{P}(\widehat{T}=t, r(T)=r(\widehat{T}))=\mathbf{P}\left(X_{1}=r(T), T=t\right)=\frac{1}{n} \mathbf{P}(T=t)=\frac{1}{n^{n}},
$$

since $T$ is a uniform Cayley tree.
Next, fix a rooted tree $t$ on $[n]$ and any $w \in[n], w \neq r(t)$. Let $c=c(t, w)$ be the child of $r=r(t)$ for which the subtree of $t$ rooted at $c$ contains the node $w$. Let $t_{r}$ and $t_{c}$ be the subtrees containing $r$ and $c$, respectively, when the edge $(c, r)$ is removed from $t$. If we are to have $r(T)=w$ and $\widehat{T}=t$, then $t_{r}$ must appear as a subtree of $T$, and we must additionally have $X_{1}=r$. Since $T$ is a uniform Cayley tree it follows that

$$
\begin{align*}
& \mathbf{P}(r(T)=w, \widehat{T}=t) \\
& \quad=\mathbf{P}\left(r(T)=w, \widehat{T}=t, t_{r} \text { is a subtree of } T, X_{1}=r\right)  \tag{1}\\
& \quad=\frac{\left(n-\left|t_{r}\right|\right)^{n-\left|t_{r}\right|}}{n^{n-1}} \cdot \frac{1}{n} \cdot \mathbf{P}\left(r(T)=w, \widehat{T}=t \mid t_{r} \text { is a subtree of } T, X_{1}=r\right) .
\end{align*}
$$

Now let $\mathcal{X}^{\prime}=\left(X_{i}^{\prime}\right)_{i \in \mathbb{N}}$ be the subsequence of $\mathcal{X}$ consisting of the nodes of $K_{1}(T, \mathcal{X})$, the connected component of $T$ containing the root after the edge above $X_{1}$ has been removed: for $i \in \mathbb{N}$, let

$$
j_{i}=\min \left\{\ell:\left|\left\{X_{1}, \ldots, X_{\ell}\right\} \cap v\left(K_{1}(T, \mathcal{X})\right)\right|=i\right\}
$$

and set $X_{i}^{\prime}=X_{j_{i}}$. Given that $t_{r}$ is a subtree of $T$ and $X_{1}=r$, the entries of $\mathcal{X}^{\prime}$ are independent, uniformly random elements of $v\left(t_{c}\right)$. Furthermore, under this conditioning we have that $\widehat{T}(T, \mathcal{X})=t$ and $r(T)=w$ precisely if $\widehat{T}\left(K_{1}(T, \mathcal{X}), \mathcal{X}^{\prime}\right)=t_{c}$ and $r\left(K_{1}(T, \mathcal{X})\right)=w$. Since $T$ is a uniform Cayley tree and $K_{1}(T, \mathcal{X})$ is obtained from $T$ by removing the subtree rooted at $X_{1}$, it is immediate that conditional on its vertex set, $K_{1}(T, \mathcal{X})$ is again a uniform Cayley tree (and has less vertices than $T$ ). By induction, it follows that

$$
\begin{aligned}
& \mathbf{P}\left(r(T)=w, \widehat{T}=t \mid t_{r} \text { is a subtree of } T, X_{1}=r\right) \\
& \quad=\mathbf{P}\left(\widehat{T}\left(K_{1}(T, \mathcal{X}), \mathcal{X}^{\prime}\right)=t_{c}, r\left(K_{1}(T, \mathcal{X})\right)=w \mid t_{r} \text { is a subtree of } T, X_{1}=r\right) \\
& \quad=\left|t_{c}\right|^{-\left|t_{c}\right|} .
\end{aligned}
$$

Since $\left|t_{c}\right|=n-\left|t_{r}\right|$, together with (1) this yields that $\mathbf{P}(\widehat{T}(T, \mathcal{X})=t$ and $r(T)=$ $w)=n^{-n}$, as required.

We can transform the modified Aldous-Broder procedure for isolating the root into an edge-removal procedure, as follows. First, plant the tree to be cut at its root. Next, each time a node is selected for pruning, instead remove the parent edge incident to each selected vertex. The Aldous-Broder procedure then becomes the planted cutting procedure described in the Introduction, and $\kappa(T, \mathcal{X})$ is precisely the number of edges removed before the planted vertex is isolated. But $\kappa(T, \mathcal{X})$ is also the number of vertices on the path from $r(\widehat{T})$ to $r(T)$ in $\widehat{T}$. By Theorem 3.1, and from known results about the distance between the root and a uniformly random node in a uniform Cayley tree $[4,6,7,31,41]$, the case $k=1$ of Theorem 1.1 and of Corollary 1.2 follow immediately. By a well-known bijective correspondence between labeled rooted trees with a distinguished vertex and ordered labeled rooted forests (see, e.g., [11]), Theorem 1.3 also follows immediately (the forest consists of the sequence of trees obtained when removing the edges on the path between the root and the distinguished vertex).

REMARK. Aldous [5] studied the subtree rooted at a uniformly random node in a critical, finite variance Galton-Watson tree conditioned to have size $n$. In particular, he showed that such a subtree converges in distribution to an unconditioned critical Galton-Watson tree. It is then straightforward that, for fixed $k \geq 1$, the first $k$ trees that are cut converge in distribution to a forest of $k$ critical Galton-Watson trees. On the other hand, a critical Galton-Watson tree conditioned to be large converges locally (in the sense of local weak convergence of [9], i.e., inside balls
of arbitrary fixed radius $k$ around the root) to an infinite path of nodes having a size-biased number of children (exactly one of which is again on the infinite path), where each nonpath node is the root of an unconditioned critical Galton-Watson tree. This is the incipient infinite cluster for critical, finite variance Galton-Watson trees [30]. Theorem 1.3 then appears as a strengthening of this picture, valid only for Poisson Galton-Watson trees, in which $k$ is allowed to grow with $n$.

Recall that $T$ is a uniform Cayley tree on [n] and that $\mathcal{X}=\left(X_{m}\right)_{m \in \mathbb{N}}$ is a sequence of i.i.d. uniform elements of [n]. In the next proposition, which is essentially a time-reversed version of Theorem 3.1, we write $\mathbf{F}(T, \mathcal{X})=\mathbf{F}$ for readability.

Proposition 3.2. For any forest $\mathbf{f}=\left(t_{1}, \ldots, t_{k}\right)$ on [ $n$ ], given that $\mathbf{F}=\mathbf{f}$, independently for each $i \in[k-1]$ the parent $a\left(r\left(t_{i}\right), T\right)$ of $r\left(t_{i}\right)$ in $T$ is a uniformly random element of $\bigcup_{j=i+1}^{k} v\left(t_{j}\right)$.

Proof. If $k=1$, then there is nothing to prove. If $k>1$, then fix any sequence $\mathbf{v}=\left(v_{1}, \ldots, v_{k-1}\right)$ with $v_{i} \in \bigcup_{j=i+1}^{k} v\left(t_{j}\right)$ for each $i \in[k-1]$. Write $t(\mathbf{f}, \mathbf{v})$ for the tree formed from $\mathbf{f}$ by adding an edge from $r\left(t_{i}\right)$ to $v_{i}$ for each $i \in[k-1]$. In order that $\mathbf{F}=\mathbf{f}$ and that, for each $i \in[k-1], a\left(r\left(t_{i}\right), T\right)=v_{i}$, it is necessary and sufficient that $T=t(\mathbf{f}, \mathbf{v})$ and that for each $i \in[k], X_{\sigma_{i}}=r\left(t_{i}\right)$. The probability that $T=t(\mathbf{f}, \mathbf{v})$ is $n^{-(n-1)}$. Furthermore, since $\left(X_{m}\right)_{m \in \mathbb{N}}$ are i.i.d. elements of [ $n$ ],

$$
\mathbf{P}\left(X_{\sigma_{i}}=r\left(t_{i}\right), 1 \leq i \leq k \mid T=t(\mathbf{f}, \mathbf{v})\right)=\prod_{i \in[k]} \frac{1}{\left|\bigcup_{j \geq i} v\left(t_{j}\right)\right|}
$$

It follows that

$$
\mathbf{P}\left(\mathbf{F}=\mathbf{f} \text { and } a\left(r\left(t_{i}\right), T\right)=v_{i}, 1 \leq i<k\right)=\frac{1}{n^{n-1}} \cdot \prod_{i \in[k]} \frac{1}{\left|\bigcup_{j \geq i} v\left(t_{j}\right)\right|},
$$

which proves the proposition since this expression does not depend on $v_{1}$, $\ldots, v_{k-1}$.

Theorem 1.4 is an immediate consequence of Proposition 3.2.
4. Isolating more than one vertex. In this section we describe how to generalize the arguments of Section 3.2 to obtain results on isolating sets of vertices of size greater than one. Recall that when performing the planted cutting of $S$ in $t$, described in Section 1, we wrote $W=\left\{w_{1}, \ldots, w_{k}\right\}$ for the set of new vertices, and wrote $M=M(t, S)$ for the (random) total number of edges removed. In order to study the random variable $M$, it turns out to be necessary to study a transformation of the planted cutting procedure. The modified procedure is defined via a canonical re-ordering of the sequence of removed edges. As such, it may be coupled with
the original procedure so that the final set of removed edges is the same in both. In particular, both procedures isolate the vertices of $W$, and the total number of cuts has the same distribution in both.

In the following, for an edge $e$ and a connected component $C$, we write $e \in C$ to mean that both endpoints of $e$ lie in $C$, or equivalently (since the connected components are trees) that the removal of $e$ leaves $C$ disconnected. Also, recall from Section 2 that given a set $A$ of edges, we write $t \backslash A$ for the graph $(v(t), e(t) \backslash A)$.

Now fix a sequence $\mathbf{e}=\left(e_{1}, \ldots, e_{m}\right)$ of distinct edges of $t$. We say that $\mathbf{e}$ is a possible cutting sequence (for $S$ in $t$ ) if:

- each edge $\left\{v_{i}, w_{i}\right\}, 1 \leq i \leq k$ appears in $\mathbf{e}\left(\mathbf{e}\right.$ really isolates $\left.w_{1}, \ldots, w_{k}\right)$, and
- for each $1 \leq j \leq m$, one has $e_{j} \in C\left(W, t \backslash\left\{e_{1}, \ldots, e_{j-1}\right\}\right)$, that is, each $e_{j}$ indeed produces a cut.

We now describe a canonical re-ordering of $\mathbf{e}$, which we denote $\mathbf{e}^{*}$; this re-ordering operation gives rise to the modified cutting procedure. In $\mathbf{e}^{*}$, we first list all edges whose removal decreases the size of the component containing $w_{1}$ (in increasing order of arrival time). We then list all remaining edges whose removal decreases the size of the component containing $w_{2}$, again in increasing order of arrival time, and so on. (This is somewhat related to a size-biased reordering of an exchangeable random structure; see [45], Chapter 1. The next three paragraphs formalize this description.)

For $1 \leq i \leq k$, write

$$
U_{i}=U_{i}(\mathbf{e})=\left\{j: e_{j} \in C\left(w_{i}, t \backslash\left\{e_{1}, \ldots, e_{j-1}\right\}\right)\right\}
$$

and let $U_{i}^{*}=U_{i} \backslash\left(\bigcup_{j=1}^{i-1} U_{j}\right)$. In words, $U_{i}^{*}$ is the set of times $j$ at which the component containing $w_{i}$ does not contain any of $w_{1}, \ldots, w_{i-1}$, and such that removing the current edge $e_{j}$ decreases the size of this component.

Next, let $m(i)=m(i, t, \mathbf{e})=\left|U_{i}\right|$, write $Z_{i}=Z_{i}(\mathbf{e})=\left(z_{i, 1}, \ldots, z_{i, m(i)}\right)$ for the sequence obtained by listing the elements of $U_{i}$ in increasing order, and define $Z_{i}^{*}$ accordingly. Notice that once $w_{i}$ is in a component distinct from $w_{1}, \ldots, w_{i-1}$, it can never rejoin such a component, and so writing $s(i)=$ $s(i, t, \mathbf{e})=\min \left\{\ell: z_{i, \ell} \in U_{i}^{*}\right\}$, we must have

$$
Z_{i}^{*}=\left(z_{i, s(i)}, z_{i, s(i)+1}, \ldots, z_{i, m(i)}\right)
$$

We then write

$$
\begin{aligned}
\mathbf{e}^{*} & =\left(e_{z_{1, s(1)}}, \ldots, e_{z_{1, m(1)}}, e_{z_{2, s(2)}}, \ldots, e_{z_{2, m(2)}}, \ldots, e_{z_{k, s(k)}}, \ldots, e_{z_{k, m(k)}}\right) \\
& =\left(e_{1}^{*}, \ldots, e_{m}^{*}\right)
\end{aligned}
$$

the latter equality constituting the definition of $e_{1}^{*}, \ldots, e_{m}^{*}$. For $1 \leq i \leq k$, let $a_{i}\left(t, \mathbf{e}^{*}\right)=1+\sum_{\ell=1}^{i-1}(m(\ell)-s(\ell)+1)$ let $b_{i}\left(t, \mathbf{e}^{*}\right)=\sum_{\ell=1}^{i}(m(\ell)-s(\ell)+1)$, and set

$$
\mathbf{e}_{i}^{*}=\left(e_{j}^{*}, a_{i} \leq j \leq b_{i}\right)=\left(e_{z_{i, j}}, s(i) \leq j \leq m(i)\right)
$$

We remark that necessarily $e_{z_{i, m(i)}}=\left\{w_{i}, v_{i}\right\}$, and so in particular the sequence $\mathbf{e}_{i}^{*}$ is nonempty for each $1 \leq i \leq k$.

Now write $\mathbf{E}=\mathbf{E}(t, S)=\left(E_{1}, \ldots, E_{M}\right)$ for the random sequence of removed edges (in the original planted cutting procedure), write $\mathbf{E}^{*}=\mathbf{E}^{*}(t, S)=$ $\left(E_{1}^{*}, \ldots, E_{M}^{*}\right)$ for the rearrangement of $\mathbf{E}$ described above, and likewise define $\mathbf{E}_{i}^{*}$, for $1 \leq i \leq k$, as above.

It is easily seen that if $\mathbf{e}$ is not a possible cutting sequence, then $\mathbf{P}(\mathbf{E}(t, S)=$ $\mathbf{e})=0$, and if $\mathbf{e}$ is a possible cutting sequence, then

$$
\begin{equation*}
\mathbf{P}(\mathbf{E}(t, S)=\mathbf{e})=\prod_{j=1}^{m} \frac{1}{\left|e\left(C\left(W, t \backslash\left\{e_{1}, \ldots, e_{j-1}\right\}\right)\right)\right|} . \tag{2}
\end{equation*}
$$

For our purposes, it is in fact the expression for $\mathbf{P}\left(\mathbf{E}^{*}(t, S)=\mathbf{e}^{*}\right)$ given in the following lemma that will be more useful. Fix any sequence $\mathbf{f}=\left(f_{1}, \ldots, f_{m}\right)$ of edges of $t\langle S\rangle$. If there exists a possible cutting sequence $\mathbf{e}=\left(e_{1}, \ldots, e_{m}\right)$ for $S=$ $\left(v_{1}, \ldots, v_{k}\right)$ in $t$ such that $\mathbf{e}^{*}=\mathbf{f}$, then we say that $\mathbf{f}$ is valid (for $t$ and $S$ ).

Lemma 4.1. Given any sequence $\mathbf{f}=\left(f_{1}, \ldots, f_{m}\right)$ that is valid for $t$ and $S$, we have

$$
\mathbf{P}\left(\mathbf{E}^{*}(t, S)=\mathbf{f}\right)=\prod_{i=1}^{k} \prod_{j=a_{i}(t, \mathbf{f})}^{b_{i}(t, \mathbf{f})} \frac{1}{\left|e\left(C\left(w_{i}, t \backslash\left\{f_{1}, \ldots, f_{j-1}\right\}\right)\right)\right|}
$$

Proof. We prove the lemma by induction on $|e(t\langle S\rangle)|$. Fix $\mathbf{f}$ as in the statement of the lemma, write

$$
\mathcal{E}(\mathbf{f})=\mathcal{E}(\mathbf{f}, t, S)=\left\{\mathbf{e}: \mathbf{e} \text { is a possible cutting sequence for } S \text { in } t \text { and } \mathbf{e}^{*}=\mathbf{f}\right\}
$$

and note that $\mathbf{f} \in \mathcal{E}(\mathbf{f})$. For any $\mathbf{e}=\left(e_{1}, \ldots, e_{m}\right) \in \mathcal{E}(\mathbf{f})$ we necessarily have $e_{1}=f_{1}$, and so

$$
\mathbf{P}\left(\mathbf{E}_{1}^{*}(t, S)=f_{1}\right)=\mathbf{P}\left(\mathbf{E}_{1}(t, S)=f_{1}\right)=\frac{1}{|e(t\langle S\rangle)|}
$$

If $e_{1}=\left\{v_{1}, w_{1}\right\}$, then writing $S^{\prime}=\left(v_{2}, \ldots, v_{k}\right)$, we have

$$
\begin{aligned}
\mathbf{P}\left(\mathbf{E}^{*}=\mathbf{f} \mid \mathbf{E}_{1}^{*}=f_{1}\right) & =\mathbf{P}\left(\mathbf{E}^{*}=\mathbf{f} \mid \mathbf{E}_{1}=f_{1}\right) \\
& =\mathbf{P}\left(\mathbf{E}^{*}\left(t, S^{\prime}\right)=\left(f_{2}, \ldots, f_{m}\right)\right)
\end{aligned}
$$

and the result follows by induction since $t\left\langle S^{\prime}\right\rangle$ has fewer edges than $t\langle S\rangle$.
If $e_{1} \neq\left\{v_{1}, w_{1}\right\}$, then write $t_{1}=C\left(w_{1}, t\langle S\rangle \backslash\left\{e_{1}\right\}\right)$, and write $t_{2}$ for the other component of $t\langle S\rangle \backslash\left\{e_{1}\right\}$; each of these trees has fewer edges than $t\langle S\rangle$. Write $S_{1}=\left(x_{1}, \ldots, x_{k_{1}}\right)$ and $S_{2}=\left(y_{1}, \ldots, y_{k_{2}}\right)$ for the nodes of $S$ within $t_{1}$ and $t_{2}$, respectively, listed in the same order as in $S$.

Now fix any possible cutting sequence $\mathbf{e}=\left(e_{1}, \ldots, e_{m}\right)$ with $e_{1}=f_{1}$. Write $\mathbf{e}^{(1)}$ and $\mathbf{e}^{(2)}$ for those edges in the sequence $\left(e_{2}, \ldots, e_{m}\right)$ falling in $t_{1}$ and $t_{2}$, respectively, and listed in the same order as in $\mathbf{e}$. Then it is clear that, conditionally on $\mathbf{E}_{1}=f_{1}$, the sequences $\mathbf{E}\left(t_{1}, S_{1}\right)$ and $\mathbf{E}\left(t_{2}, S_{2}\right)$ have the distribution of the planted cutting procedure on $t_{1}\left\langle S_{1}\right\rangle$ and $t_{2}\left\langle S_{2}\right\rangle$, respectively, and are independent. In other words,

$$
\begin{aligned}
& \mathbf{P}\left(\mathbf{E}\left(t_{1}, S_{1}\right)=\mathbf{e}^{(1)}, \mathbf{E}\left(t_{2}, S_{2}\right)=\mathbf{e}^{(2)} \mid \mathbf{E}_{1}=f_{1}\right) \\
& \quad=\mathbf{P}\left(\mathbf{E}\left(t_{1}, S_{1}\right)=\mathbf{e}^{(1)}\right) \cdot \mathbf{P}\left(\mathbf{E}\left(t_{2}, S_{2}\right)=\mathbf{e}^{(2)}\right)
\end{aligned}
$$

Furthermore, if $\mathbf{e} \in \mathcal{E}(\mathbf{f})$, then $e_{1}=f_{1}$, and $\mathbf{e} \in \mathcal{E}(\mathbf{f})$ if and only if $\mathbf{e}^{(1)} \in$ $\mathcal{E}\left(\mathbf{f}^{(1)}, t_{1}, S_{1}\right)$ and $\mathbf{e}^{(2)} \in \mathcal{E}\left(\mathbf{f}^{(2)}, t_{2}, S_{2}\right)$. [Note: this does not mean that the map from $\mathbf{e}$ to $\left(\mathbf{e}^{(1)}, \mathbf{e}^{(2)}\right)$ is bijective! In fact, for a given pair $\mathbf{e}^{(1)} \in \mathcal{E}\left(\mathbf{f}^{(1)}, t_{1}, S_{1}\right)$ and $\mathbf{e}^{(2)} \in \mathcal{E}\left(\mathbf{f}^{(2)}, t_{2}, S_{2}\right)$, the number of pre-images in $\mathcal{E}(\mathbf{f})$ is precisely $\binom{m-1}{m_{1}}$, where $m_{1}$ is the length of $\mathbf{f}^{(1)}$.] Also, $\mathbf{f}^{(1)}$ (resp., $\mathbf{f}^{(2)}$ ) is valid for $t_{1}$ and $S_{1}$ (resp., for $t_{2}$ and $S_{2}$ ). It follows that

$$
\begin{aligned}
\mathbf{P}\left(\mathbf{E}^{*}\right. & \left.=\mathbf{f} \mid \mathbf{E}_{1}=f_{1}\right) \\
& =\sum_{\mathbf{e} \in \mathcal{E}} \mathbf{P}\left(\mathbf{E}=\mathbf{e} \mid \mathbf{E}_{1}=f_{1}\right) \\
& =\sum_{\mathbf{e}^{(1)} \in \mathcal{E}\left(\mathbf{f}^{(1)}, t_{1}, S_{1}\right)} \sum_{\mathbf{e}^{(2)} \in \mathcal{E}\left(\mathbf{f}^{(2)}, t_{2}, S_{2}\right)} \mathbf{P}\left(\mathbf{E}\left(t_{1}, S_{1}\right)=\mathbf{e}^{(1)}, \mathbf{E}\left(t_{2}, S_{2}\right)=\mathbf{e}^{(2)} \mid \mathbf{E}_{1}=f_{1}\right) \\
& =\sum_{\mathbf{e}^{(1)} \in \mathcal{E}\left(\mathbf{f}^{(1)}, t_{1}, S_{1}\right)} \sum_{\mathbf{e}^{(2)} \in \mathcal{E}\left(\mathbf{f}^{(2)}, t_{2}, S_{2}\right)} \mathbf{P}\left(\mathbf{E}\left(t_{1}, S_{1}\right)=\mathbf{e}^{(1)}\right) \cdot \mathbf{P}\left(\mathbf{E}\left(t_{2}, S_{2}\right)=\mathbf{e}^{(2)}\right) \\
& =\mathbf{P}\left(\mathbf{E}^{*}\left(t_{1}, S_{1}\right)=\mathbf{f}^{(1)}\right) \cdot \mathbf{P}\left(\mathbf{E}^{*}\left(t_{2}, S_{2}\right)=\mathbf{f}^{(2)}\right)
\end{aligned}
$$

from which the result again follows by induction.
The formula in the preceding lemma implies that removing edges in the order given by $\mathbf{E}^{*}$ corresponds to the following procedure. For each $1 \leq i \leq k$, in that order, remove edges of $t$ uniformly at random from among those whose removal reduces the size of the component currently containing $w_{i}$, until $w_{i}$ is isolated. We call this the ordered cutting of $S$ in $t$.

For $1 \leq i \leq k$, write $M_{i}$ for the random time at which $w_{i}$ is isolated in the ordered cutting procedure

$$
\begin{aligned}
M_{i} & =M_{i}(t, S)=\max \left\{j: E_{j}^{*} \in C\left(w_{i}, t \backslash\left\{E_{1}^{*}, \ldots, E_{j-1}^{*}\right\}\right)\right\} \\
& =\min \left\{j:\left|C\left(w_{i}, t \backslash\left\{E_{1}^{*}, \ldots, E_{j}^{*}\right\}\right)\right|=0\right\}
\end{aligned}
$$

(recall that the counting does not include planted vertices), and note that $M_{1}<$ $M_{2}<\cdots<M_{k} \stackrel{d}{=} M$.

Now, let $T$ be a uniform Cayley tree on $[n]$, let $V_{1}, \ldots, V_{k}$ be independent, uniformly random elements of $[n]$, and let $S_{k}=\left(V_{1}, \ldots, V_{k}\right)$. Then write $M_{k}=$ $M\left(T, S_{k}\right)$ for the number of edges removed during the ordered cutting of $S_{k}$ in $t$.

THEOREM 4.2. $\quad M_{k}-k$ is distributed as the number of edges spanned by the root plus $k$ independent, uniformly random nodes in a uniform Cayley tree of size $n$.

Theorem 1.1 follows immediately from Theorem 4.2 and the relationship between planted cutting and ordered cutting described above. To prove Theorem 4.2, we will exhibit a coupling which generalizes that of Section 3.2 and which we now explain. The coupling hinges upon the following, easy lemma, whose proof is omitted. Recall that if $S$ is a set of nodes in a tree $t$, then $t \llbracket S \rrbracket$ is the subtree of $S$ spanned by $S$.

Lemma 4.3. Fix $i \geq 1$. Let $T$ be a uniform Cayley tree on $[n]$, let $V_{1}, \ldots, V_{i+1}$ be independent, uniformly random elements of $[n]$, and let $S=\left\{r(T), V_{1}, \ldots, V_{i}\right\}$. Let $U$ be the most recent ancestor of $V_{i+1}$ in $T$ which is an element of $v(T \llbracket S \rrbracket)$. Let $R$ be the set of nodes whose path to $V_{i+1}$ uses no edges of $T \llbracket S \rrbracket$ (such paths may pass through $U)$. Let $T^{+}=T \llbracket R \rrbracket$, let $T^{-}=T \llbracket([n] \backslash R) \cup\{U\} \rrbracket$ and root $T^{+}$ and $T^{-}$at $U$ and at $r(T)$, respectively. Then conditionally on $R, T^{+}$is a uniformly random labeled rooted tree on $R$, independent of $T^{-}$and of $V_{1}, \ldots, V_{i}$, and $V_{i+1}$ is a uniformly random element of $R$ independent of $T^{+}, T^{-}$and $V_{1}, \ldots, V_{i}$.

The definitions in Lemma 4.3 are depicted in Figure 3.
Proof of Theorem 4.2. We provide a coupling between the random sequence of edges $\mathbf{E}^{*}\left(T,\left(V_{1}, \ldots, V_{k}\right)\right)$ and a sequence $T_{1}, \ldots, T_{k}$ of trees on [ $n$ ],


FIG. 3. An example of the definitions of Lemma 4.3 in the case $i=2\left[\operatorname{so} S=\left(r(T), V_{1}, V_{2}\right)\right]$. The subtree $T \llbracket S \rrbracket$ is in thicker black lines. The tree $T^{+}$is in thick grey lines, and the tree $T^{-}$consists of all black lines (thick and thin).
such that the following properties hold. First, for any rooted tree $t$ on [ $n$ ], and any $v_{1}, \ldots, v_{i}$ elements of [ $n$ ] (not necessarily distinct),

$$
\begin{equation*}
\mathbf{P}\left(T_{i}=t, V_{1}=v_{1}, \ldots, V_{i}=v_{i}\right)=n^{-(n-1+i)} \tag{3}
\end{equation*}
$$

Second, for each $1 \leq i \leq k$, the following holds:
( $\star$ ) the forest obtained from $T\left\langle\left(V_{1}, \ldots, V_{i}\right)\right\rangle$ by first removing all edges of $\left\{E_{1}^{*}, \ldots, E_{M_{i}}^{*}\right\}$, then deleting $w_{1}, \ldots, w_{i}$, is identical to the forest obtained from $T_{i}$ by removing all edges of its subtree $T_{i} \llbracket r\left(T_{i}\right), V_{1}, \ldots, V_{i} \rrbracket$.

Equation (3) says that $T_{i}$ is a uniform Cayley tree and $V_{1}, \ldots, V_{i}$ are independent of $T_{i}$, and ( $\star$ ) then implies in particular (by considering only the case $i=k$ ) that $M_{k}-k$ is equal to the number of edges of $T_{k} \llbracket r\left(T_{k}\right), V_{1}, \ldots, V_{k} \rrbracket$. This clearly implies the theorem, and so it remains to explain how we construct such a sequence.

Fix a sequence $\mathcal{X}=\left(X_{i}\right)_{i \geq 1}$ of i.i.d. uniform elements of [ $n$ ]. Let $T_{1}$ be the tree built by running the modified Aldous-Broder dynamics on $T^{r \leftrightarrow V_{1}}$ (recall that this is the tree $T$, rerooted at node $V_{1}$ ) with the sequence $\left(X_{i}\right)_{i \geq 1}$. [In the notation of Section 3.2, $T_{1}=\widehat{T}\left(T^{r \leftrightarrow V_{1}}, \mathcal{X}\right)$.] By Theorem 3.1, for any tree $t$ on [ $n$ ] and any $v \in[n], \mathbf{P}\left(T_{1}=t, V_{1}=v\right)=n^{-n}$, so (3) holds in the case $i=1$. Temporarily write $u_{1}, \ldots, u_{\ell}$ for the nodes on the path in $T_{1}$ from $r\left(T_{1}\right)$ to $V_{1}$, in the same order they appear on that path. We must then have $u_{\ell}=V_{1}$, and $M_{1}=\ell$. For $1 \leq j \leq \ell-1$, let $E_{j}^{*}=\left\{u_{j}, a\left(u_{j}, T^{r \leftrightarrow V_{1}}\right)\right\}$, and note that this is also an edge of $T$ since $T$ and $T^{r \leftrightarrow V_{1}}$ have the same edge set. Then let $E_{M_{1}}^{*}=\left\{u_{\ell}, w_{1}\right\}=\left\{V_{1}, w_{1}\right\}$. (An example of this construction is shown in Figure 4.) By construction, it is immediate that ( $\star$ ) then holds in the case $i=1$.


FIG. 4. Left: the tree $T\left\langle\left(V_{1}\right)\right\rangle$. Center: the tree $T^{r \leftrightarrow V_{1}}$, planted at $V_{1}$. Right: the tree $T_{1}$. The vertex and edge labels provide an example of the construction in the proof of Theorem 4.2, in the case $k=1$. For each of the three trees, the forest obtained by removing the bold edges [and, for $T\left\langle\left(V_{1}\right)\right\rangle$, then throwing away the vertex $w_{1}$ ] is identical.

Now fix $1 \leq j<k$, suppose that $T_{1}, \ldots, T_{j}$ and $\left(E_{1}^{*}, \ldots, E_{M_{j}}^{*}\right)$ are already defined and that (3) and ( $\star$ ) both hold for each $1 \leq i \leq j$. As defined, $V_{j+1}$ is independent of $T_{i}$ and of $\left(E_{1}^{*}, \ldots, E_{M_{j}}^{*}\right)$, and so for any tree $t$ on $[n]$ and any sequence $u_{1}, \ldots, u_{j+1}$ of elements of [ $n$ ], we have

$$
\begin{equation*}
\mathbf{P}\left(T_{j}=t, V_{1}=u_{1}, \ldots, V_{j+1}=u_{j+1}\right)=n^{-(n-1+i+1)} \tag{4}
\end{equation*}
$$

Let $U$ be the most recent ancestor of $V_{j+1}$ that lies in $T_{j} \llbracket r\left(T_{i}\right), V_{1}, \ldots, V_{j} \rrbracket$, and define $T^{+}$and $T^{-}$as in Lemma 4.3.

Now let $\mathcal{X}^{\prime}$ be a random sequence such that conditionally on $v\left(T^{+}\right)$, the entries of $\mathcal{X}^{\prime}$ are independent uniform elements of $v\left(T^{+}\right)$, independent of all preceding randomness. Then apply the modified Aldous-Broder dynamics to $T^{+, r \leftrightarrow V_{j+1}}$, and call the result $T^{*}$. By Theorem 3.1, given that $v\left(T^{+}\right)=S,\left(T^{+}, V_{j+1}\right)$ and ( $T^{*}, V_{j+1}$ ) are identically distributed. As above, let $u_{1}, \ldots, u_{\ell}$ be the nodes on the path from $r\left(T^{*}\right)$ to $V_{j+1}$, and note that we must have $M_{j+1}=M_{j}+\ell$. For $1 \leq i \leq \ell-1$ let $E_{M_{i}+j}^{*}=\left\{u_{i}, a\left(u_{i}, T^{\left.+, r \leftrightarrow V_{j+1}\right)}\right\}\right.$, and let $E_{M_{j+1}}^{*}=\left\{V_{j+1}, w_{j+1}\right\}$. In words, we have applied exactly the same construction as in the case $i=1$, but to the subtree $T^{+}$of $T$ (which contains $V_{j+1}$ ). Figures 3 and 4 may be useful as visual aids to these definitions.

Write $P$ for the parent of $U$ in $T_{j}$, and $C_{1}, \ldots, C_{\ell}$ for the children of $U$ in $T_{j} \backslash T^{+}$(any such child is an ancestor of at least one of $V_{1}, \ldots, V_{j}$ ). Now let $T_{j+1}$ be the tree obtained from $T_{j}$ by replacing $T^{+}$by $T^{*}$. In other words, $T_{j+1}$ is built from $T_{j}$ by, first, removing all edges of $T_{j}$ that are incident to nodes of $T^{+}$and then, second, adding all edges of $T^{*}$ as well as edges from the root of $T^{*}$ to $P$ and to each of $C_{1}, \ldots, C_{\ell}$. With this construction, $(\star)$ now holds for all $1 \leq i \leq j+1$.

Finally, write $R=v\left(T^{+}\right)$. By Lemma 4.3 and by Theorem 3.1, $\left(T^{+}, V_{j+1}\right)$ and ( $T^{*}, V_{j+1}$ ) are identically distributed conditionally on their vertex sets, and both are independent of $T^{-}$and of $V_{1}, \ldots, V_{j}$. It follows that (4) still holds with $T_{j}$ replaced by $T_{j+1}$, and this verifies (3) and completes the proof by induction.
5. A novel transformation of the Brownian CRT. In [28], Janson suggested that it should be possible to define a version of the cutting procedure directly on $\mathcal{T}$. In this section, we provide such a construction. This construction yields straightforward, "conceptual" proofs of some of the main results of [28], and also provides a novel, reversible transformation from $\mathcal{T}$ to another, doubly-rooted Brownian CRT. (We remark in passing that the results of this section can also be straightforwardly used to prove the first convergence result from Theorem 1.10 of [28].) Using the by now well-known coding of the Brownian CRT by a standard Brownian excursion, this transformation can be viewed as a new, invertible random transformation between Brownian excursion and Brownian Bridge.

We now describe the details of the construction, using the language of $\mathbb{R}$-trees. For the interested reader, we describe the corresponding transformation from Brownian excursion to reflecting Brownian bridge in Appendix B.

We begin with a quick, high-level description of the transformation. An initial compact real tree $\mathcal{T}$ distributed as the Brownian CRT will be cut by points falling on its skeleton. When a point arrives, the current tree is separated into two connected components; the one containing the root will suffer further cuts at later times, while the other one-the pruned tree-will no longer be cut. As in the discrete transformation of Section 3.2, the cut trees are rearranged by attaching their roots to a "backbone" so as to form a new real tree. We now describe the continuous transformation by first building the backbone that will eventually connect the roots of the pruned subtrees, and then specifying where these subtrees should be grafted along the backbone.
5.1. The details of the transformation. Let $\mathcal{P}$ be a Poisson process on $\operatorname{skel}(\mathcal{T}) \times[0, \infty)$ with intensity measure $\ell \otimes d t$, and for each $t \geq 0$, let

$$
\mathcal{P}_{t}^{\circ}=\{x \in \mathcal{T}: \exists s, 0 \leq s \leq t,(x, s) \in \mathcal{P}\}
$$

In [8], Aldous and Pitman used the point process $\mathcal{P}$ to construct (what is now called) a self-similar fragmentation process on $\mathcal{T}$ [12]. For each $t \geq 0$, let $\mathcal{F}_{t}^{\circ}=$ $\mathcal{T} \backslash \mathcal{P}_{t}^{\circ}$. In particular, two points $u, v \in \mathcal{T} \backslash \mathcal{P}_{t}^{\circ}$ are in the same component of $\mathcal{F}_{t}^{\circ}$ precisely if, in $\mathcal{T}$, the path $\llbracket u, v \rrbracket$ contains no element of $\mathcal{P}_{t}^{\circ}$. Aldous and Pitman [8] established many beautiful facts about how the collection of masses of the components of $\mathcal{F}_{t}^{\circ}$ evolve with $t$; one basic fact from [8] is that a.s., for each $t>0$, $\mathcal{F}_{t}^{\circ}$ has only countably many components, and the total mass of all components of $\mathcal{F}_{t}^{\circ}$ is one. (This seems intuitively obvious, but note that it is a priori possible that for every $t>0, \mathcal{F}_{t}^{\circ}$ contains uncountably many components, each of mass zero; consider $[0,1] \backslash \mathbb{Q}$.)

DESCRIPTION OF THE BACKBONE. For $t \geq 0$, write $\tilde{\mathcal{T}}_{t}$ for the component of $\mathcal{F}_{t}^{\circ}$ containing the root $\rho$ at time $t$; then define a process $(L(t), t \geq 0)$ by setting

$$
\begin{equation*}
L(t)=\int_{0}^{t} \mu\left(\tilde{\mathcal{T}}_{s}\right) d s \tag{5}
\end{equation*}
$$

The process $L(t)$ is the continuum analogue of the "number of cuts by time $t$ "; the process $(L(t), t \geq 0)$ will code the distance along the backbone in the continuum transformation; see Theorem 5.5 and Corollary 5.6 below.

Theorem 6 of [8] states that if we define an increasing function $(X(t), t \geq 0)$ by

$$
\begin{equation*}
\left(\mu\left(\widetilde{\mathcal{T}}_{t}\right), t \geq 0\right)=\frac{1}{1+X(t)} \tag{6}
\end{equation*}
$$

then $X(\cdot)$ is a stable subordinator of index $1 / 2$, or in other words, is distributed as the inverse local time process at zero of a standard reflecting Brownian motion. The function $X(\cdot)$ has almost sure quadratic growth, and it follows that $L(\infty):=\lim _{t \rightarrow \infty} L(t)$ is almost surely finite. [The proof of Corollary 5.6, below, contains a different proof that $L(\infty)$ is almost surely finite, using the principle of accompanying laws.]

The pruned subtrees, and their grafting on the backbone. Since $\mathcal{P}$ is a countable set, we may enumerate its atoms as $\left(\left(p_{i}, \tau_{i}\right), i \in \mathbb{N}\right)$. For $t \geq 0$, let

$$
I_{t}=\left\{i \in \mathbb{N}: 0 \leq \tau_{i} \leq t, \mu\left(\widetilde{\mathcal{T}}_{\tau_{i}}\right)<\mu\left(\widetilde{\mathcal{T}}_{\tau_{i}-}\right)\right\}
$$

and let

$$
\mathcal{P}_{t}=\left\{p_{i}: i \in I_{t}\right\} \subseteq \mathcal{P}_{t}^{\circ} .
$$

Let $P_{\infty}=\bigcup_{t \geq 0} \mathcal{P}_{t}$, and let $I_{\infty}=\bigcup_{t \geq 0} I_{t}$. Next, for $0 \leq t \leq \infty$, let $\widetilde{\mathcal{F}}_{t}=\mathcal{T} \backslash$ $\mathcal{P}_{t}$, let $\tilde{d}_{t}$ be its intrinsic distance: for points $x, y$ in the same component of $\widetilde{\mathcal{F}}_{t}$, we have $\tilde{d}_{t}(x, y)=d(x, y)$, while for $x, y$ in distinct components of $\tilde{\mathcal{F}}_{t}$, we have $\tilde{d}_{t}(x, y)=\infty,{ }^{1}$ and let $\tilde{\mu}_{t}$ be the restriction of $\mu$ to $\widetilde{\mathcal{F}}_{t}$. Then let $\left(\mathcal{F}_{t}, d_{t}\right)$ be the metric space completion of $\left(\widetilde{\mathcal{F}}_{t}, \tilde{d}_{t}\right)$, and let $\mu_{t}$ be the extension of $\tilde{\mu}_{t}$ obtained by assigning measure zero to all points of $\mathcal{F}_{t} \backslash \widetilde{\mathcal{F}}_{t}$; note that there are only countably many such points. ${ }^{2}$

Next, write $\mathcal{T}_{t}$ for the component of $\mathcal{F}_{t}$ containing $\rho$. We then have that a.s. for all $t \geq 0, \widetilde{\mathcal{T}}_{t}$ is a connected component of $\widetilde{\mathcal{F}}_{t}$, and that a.s.

$$
\begin{equation*}
\left(\mu\left(\widetilde{\mathcal{T}}_{t}\right), t \geq 0\right)=\left(\mu_{t}\left(\mathcal{T}_{t}\right), t \geq 0\right) \tag{7}
\end{equation*}
$$

By definition, a.s. for every $0 \leq s<t$, every component of $\widetilde{\mathcal{F}}_{s}$ not containing $\rho$ is also a component of $\widetilde{\mathcal{F}}_{t}$. This naturally extends to the completions $\mathcal{F}_{s}$ and $\mathcal{F}_{t}$.

For $0 \leq t \leq \infty$, let $\tilde{\phi}_{t}$ be the identity map from $\widetilde{\mathcal{F}}_{t}$ to $\mathcal{T}$, and let $\phi_{t}$ be the unique extension of $\tilde{\phi}_{t}$ to $\mathcal{F}_{t}$ whose restriction to any component of $\mathcal{F}_{t}$ is a continuous function. With probability one, for each $i \in I_{\infty}, p_{i}$ has degree two in $\mathcal{T}$ and also in $\mathcal{F}_{\tau_{i}-}$. It follows that almost surely, for each $i \in I_{\infty}, \mathcal{F}_{\tau_{i}} \backslash \mathcal{F}_{\tau_{i}-}$ contains precisely two points. Call these points $x_{i}$ and $y_{i}$, labeled so that $x_{i} \notin \mathcal{T}_{\tau_{i}}$ and $y_{i} \in \mathcal{T}_{\tau_{i}}$. Write $f_{i}$ for the component of $\mathcal{F}_{\tau_{i}}$ containing $x_{i}$. Necessarily, $x_{i} \in f_{i} \backslash \widetilde{\mathcal{F}}_{t}$ and $p_{i}=\phi_{t}\left(x_{i}\right)$ is the closest point of $\phi_{t}\left(f_{i}\right)$ to $\rho$; in other words, $p_{i}$ is "the root of the subtree cut at time $\tau_{i}$." Also, $x_{i}$ and $y_{i}$ are both leaves in $\mathcal{F}_{\tau_{i}}$. For distinct points $p_{i}, p_{j} \in I_{t}$ the trees $f_{i}, f_{j}$ are disjoint, so in particular $x_{i} \neq x_{j}$.

The space $\left(\mathcal{F}_{\infty}, d_{\infty}, \mu_{\infty}\right)$ is the limiting analogue of the forest $\mathbf{F}$ from Section 3.2. We note that $(\mathcal{T}, \mu)$ can be recovered from $\left(\mathcal{F}_{\infty}, d_{\infty}, \mu_{\infty}\right)$ by identifying $x_{i}$ and $y_{i}$ for each $p_{i} \in I_{\infty}$, and taking as measure the corresponding push-forward of $\mu_{\infty}$.

[^1]For $0 \leq t \leq \infty$, let $A_{t}$ be the real tree consisting of the line segment [ $0, L(t)$ ] with the standard distance. Then form a measured $\mathbb{R}$-tree $\left(\widehat{\mathcal{T}}_{t}, \hat{d}_{t}, \hat{\mu}_{t}\right)$ from $A_{t}$ and $\mathcal{F}_{t} \backslash \mathcal{T}_{t}$, by identifying $x_{i} \in f_{i}$ and $L\left(\tau_{i}\right) \in[0, L(t)]$, for each $i \in I_{t}$, with measure $\hat{\mu}_{t}$ given by the push-forward of $\left.\mu_{t}\right|_{\mathcal{F}_{t} \backslash \mathcal{T}_{t}}$. [We justify that $\left(\widehat{\mathcal{T}}_{t}, \hat{d}_{t}, \hat{\mu}_{t}\right)$ is indeed a well-defined random $\mathbb{R}$-tree, using a coding by excursions, in Appendix B.] We naturally view these spaces as increasing in $t$. Write $\widehat{\mathcal{T}}=\widehat{\mathcal{T}}_{\infty}, \hat{d}=\hat{d}_{\infty}, \hat{\mu}=\hat{\mu}_{\infty}$ and let $u=L(0)$ and $v=L(\infty)$. Almost surely both $u$ and $v$ are elements of $\widehat{\mathcal{T}}$.

The set of points of $\llbracket u, v \rrbracket$ of degree greater than two in $(\widehat{\mathcal{T}}, \hat{d})$ are precisely the images in $\widehat{\mathcal{T}}$ of the points $\left\{x_{i}, i \in I_{\infty}\right\}$ in $\mathcal{F}_{\infty}$, and if $x$ is the image of such a point $x_{i}$, then $\hat{d}(u, x)=L\left(\tau_{i}\right)$. It follows that the set of times $\left\{\tau_{i}, i \in I_{\infty}\right\}$ is measurable with respect to ( $\widehat{\mathcal{T}}, \hat{d}, \hat{\mu})$. Also, a.s. $\left\{y_{i}, i \in I_{\infty}\right\} \cap\left\{x_{i}, i \in I_{\infty}\right\}=\varnothing$, so none of the points $\left\{y_{i}, i \in I_{\infty}\right\}$ are identified with other points when forming $\widehat{\mathcal{T}}$. In other words, we may view the points $\left\{y_{i}, i \in I_{\infty}\right\}$ as points of $\widehat{\mathcal{T}}$ (rather than as members of equivalence classes of points).

Now recall the definition of $(\mathcal{T}, d, \mu, \rho)$ from the start of the section, and let $\rho^{\prime}$ be a point of $\mathcal{T}$ selected according to $\mu$ and independent of $\rho$.

THEOREM 5.1. It holds that $(\widehat{\mathcal{T}}, \hat{d}, \hat{\mu},(u, v)$ ) has the same distribution as $\left(\mathcal{T}, d, \mu,\left(\rho, \rho^{\prime}\right)\right)$. Furthermore, conditionally on $(\widehat{\mathcal{T}}, \hat{d}, \hat{\mu},(u, v))$, the elements of $\left\{y_{i}, i \in I_{\infty}\right\}$ are mutually independent, and for all $i \in I_{\infty}, y_{i}$ is distributed according to the probability measure $\left.\hat{\mu}\right|_{\widehat{\mathcal{T}}} ^{\widehat{\tau_{\tau}^{i}}} \mid ~\left(1-\hat{\mu}\left(\widehat{\mathcal{T}}_{\tau_{i}}\right)\right)$.

We remark that Theorem 1.5 is an immediate consequence of the first assertion of the theorem. Likewise, Theorem 1.7 immediately follows from the definitions of $(\widehat{\mathcal{T}}, \hat{d}, \hat{\mu},(u, v))$ and of the points $\left\{y_{i}, i \in I_{\infty}\right\}$ and from the second assertion of the theorem.

The remainder of Section 5 is devoted to the proof of Theorem 5.1. The proof of Theorem 5.1 relies on couplings with the construction for uniform Cayley trees, and we introduce these couplings in Section 5.2. In Section 5.3, we show that the process $(L(t), t \geq 0)$ is indeed the correct analogue of "number of cuts" in the discrete setting. Finally, we wrap up the proof of Theorem 5.1 in Section 5.4.
5.2. Some couplings between discrete and continuous trees. The couplings we introduce in this section are not specific to the case of uniform Cayley trees. This will be important in Section 6, when we extend our results to other finite-variance critical conditioned Galton-Watson trees.

Let $\xi=\left(\xi_{i}, i \geq 0\right)$ be a critical finite-variance offspring distribution, that is, a probability distribution on $\{0,1, \ldots\}$ with

$$
\sum_{i \geq 0} i \xi_{i}=1 \quad \text { and } \quad \sigma^{2}=\sum_{i \geq 0} i(i-1) \xi_{i} \in(0, \infty)
$$

In the following, we consider only values of $n$ such that a sum of $n$ i.i.d. random variables with distribution $\xi$ equals $n-1$ with positive probability. For such $n \geq 1$, let $T^{n}$ be a Galton-Watson tree with offspring distribution $\xi$, conditioned to have
$n$ nodes. For $x, y \in T^{n}$ let $d^{n}(x, y)$ be $\sigma n^{-1 / 2}$ times the graph distance between $x$ and $y$ in $T^{n}$. Let $\rho^{n}$ denote the root of $T^{n}$, let $\mu^{n}$ be the measure placing mass $1 / n$ on each node of $T^{n}$ and let $\ell^{n}$ be the measure placing mass $\sigma n^{-1 / 2}$ on each vertex of $T^{n}$ (the "discrete, rescaled length measure"). Let next, $\mathcal{T}$ be the Brownian CRT with root $\rho$ and distance metric $d$, let $\mu$ be its mass measure and let $\ell$ be the length measure on the skeleton of $\mathcal{T}$. We will use the following fundamental result heavily.

Theorem 5.2 (Aldous [7], Le Gall [35]). It holds that

$$
\left(T^{n}, d^{n}, \mu^{n}, \rho^{n}\right) \xrightarrow{d}(\mathcal{T}, d, \mu, \rho)
$$

as $n \rightarrow \infty$, where convergence is in the 1-pointed Gromov-Hausdorff-Prokhorov sense.

Strictly speaking, neither of the above papers establishes Gromov-HausdorffProkhorov convergence. However, deducing Theorem 5.2 from the earlier results is essentially immediate; we briefly sketch the line of the proof. First, by Proposition 10 of [42], to prove Theorem 5.2 it suffices to establish convergence of ( $T^{n}, d^{n}, \mu^{n}$ ) to ( $\mathcal{T}, d, \mu$ ) in the Gromov-Hausdorff-Prokhorov sense. Second, it is straightforward to verify that Gromov-Hausdorff-Prokhorov convergence is equivalent to Gromov-Hausdorff convergence plus convergence of all finitedimensional marginals. The former convergence is established in [35], and the latter is established in [7]. (See also Theorem 8 of Haas and Miermont [24], who explicitly state Gromov-Hausdorff-Prokhorov convergence as an application of their results on Markov branching trees.)

First, by Skorohod's representation theorem (see, e.g., [16]), we may consider a probability space $(\Omega, \mathcal{F}, \mathbf{P})$ in which we have the almost sure GHP convergence

$$
\left(T^{n}, d^{n}, \mu^{n}, \rho^{n}\right) \rightarrow(\mathcal{T}, d, \mu, \rho)
$$

In such a space, we may find a sequence of correspondences ( $R_{n}, n \geq 1$ ) between $T^{n}$ and $\mathcal{T}$, such that $\operatorname{dis}\left(R_{n}\right) \rightarrow 0$ almost surely as $n \rightarrow \infty$. We may also find a sequence of couplings ( $v_{n}, n \geq 1$ ) between $\mu^{n}$ and $\mu$ such that the defect $D\left(v_{n}\right) \rightarrow 0$ almost surely as $n \rightarrow \infty$, and such that $v_{n}\left(R_{n}^{c}\right) \rightarrow 0$ almost surely as $n \rightarrow \infty$.

Next, let ( $s_{i}, i \geq 1$ ) be a random sequence of independent points of $\mathcal{T}$ distributed according to $\mu$, and for each $n \in \mathbb{N}$ let $\left(s_{i}^{n}, i \geq 1\right)$ be a sequence of independent points of $T^{n}$ distributed according to $\mu^{n}$. Also, write $s_{0}=\rho$ and $s_{0}^{n}=\rho^{n}$ for notational convenience, and for $k \geq 1$ write $S_{k}^{n}=\left\{s_{0}^{n}, \ldots, s_{k}^{n}\right\}$. The almost sure GHP convergence above implies [42], Proposition 10, that for each fixed $k \geq 1$,

$$
\left(T^{n}, d^{n}, \mu^{n},\left(s_{0}^{n}, \ldots, s_{k}^{n}\right)\right) \xrightarrow{d}\left(\mathcal{T}, d, \mu,\left(s_{0}, \ldots, s_{k}\right)\right),
$$

in the sense of $d_{\mathrm{GHP}}^{k+1}$, and Skorohod's theorem (applied once for each $k \geq 1$ ) then implies that we may work in a space in which almost surely, for all $\varepsilon>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \inf \left\{k: d_{\mathrm{GHP}}^{k+1}\left(\left(T^{n}, \mu^{n},\left(s_{0}^{n}, \ldots, s_{k}^{n}\right)\right),\left(\mathcal{T}, \mu,\left(s_{0}, \ldots, s_{k}\right)\right)\right) \geq \varepsilon\right\}=\infty \tag{8}
\end{equation*}
$$

For each $n, k \geq 0$, recall that $T^{n} \llbracket S_{k}^{n} \rrbracket$ is the subtree of $T^{n}$ spanned by $S_{k}^{n}$, and let $\ell_{k}^{n}$ be the restriction of $\ell^{n}$ to $T^{n} \llbracket S_{k}^{n} \rrbracket$. Also, let $\mathcal{T} \llbracket S_{k} \rrbracket$ be the subtree of $\mathcal{T}$ spanned by $S_{k}=\left\{s_{0}, \ldots, s_{k}\right\}$, and let $\ell_{k}$ be the length measure on $\mathcal{T} \llbracket S_{k} \rrbracket$. In the space in which (8) almost surely holds, we immediately have

$$
\begin{equation*}
\sup _{k \in \mathbb{N}} \lim _{n \rightarrow \infty} d_{\mathrm{GHP}}^{k+1}\left(\left(T^{n} \llbracket S_{k}^{n} \rrbracket, \ell_{k}^{n},\left(s_{0}^{n}, \ldots, s_{k}^{n}\right)\right),\left(\mathcal{T} \llbracket S_{k} \rrbracket, \ell_{k},\left(s_{0}, \ldots, s_{k}\right)\right)\right)=0 \tag{9}
\end{equation*}
$$

For each $n$ let $\mathcal{P}^{n}$ be a Poisson process on $T^{n} \times[0, \infty)$ with intensity measure $\ell^{n} \otimes d t$. Then $\mathcal{P}^{n}$ converges in distribution to $\mathcal{P}$ in the sense of uniform convergence on sets of finite length measure [20], Chapter 11.

Recall that we have enumerated the atoms of $\mathcal{P}$ as $\left(\left(p_{i}, \tau_{i}\right), i \in \mathbb{N}\right)$; likewise, for each $n \in \mathbb{N}$ we list the atoms of $\mathcal{P}^{n}$ as $\left(\left(p_{i}^{n}, \tau_{i}^{n}\right), i \in \mathbb{N}\right)$. We noted above that a.s. for each $i \in \mathbb{N}, p_{i}$ has degree two in $\mathcal{T}$ and in $\mathcal{F}_{\tau_{i}-}$. Since $\mathcal{T}$ is compact, yet another application of Skorohod's theorem then implies that we may find a space in which in addition to (8) and (9), almost surely for each $\varepsilon>0$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \inf \left\{i:\left|\tau_{i}^{n}-\tau_{i}\right|>\varepsilon\right\}=\infty \tag{10}
\end{equation*}
$$

for each $k \geq 0$ we have

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \inf \left\{i \in \mathbb{N}:\left|\mathcal{T} \llbracket S_{k} \rrbracket \cap\left\{p_{1}, \ldots, p_{i}\right\}\right| \neq\left|T^{n} \llbracket S_{k}^{n} \rrbracket \cap\left\{p_{1}^{n}, \ldots, p_{i}^{n}\right\}\right|\right\}  \tag{11}\\
& \quad=\infty
\end{align*}
$$

and for any fixed $k \geq 0, i \geq 1$, writing

$$
U_{k, i}^{n}=\left(s_{0}^{n}, \ldots, s_{k}^{n}, p_{1}^{n}, \ldots, p_{i}^{n}\right) \quad \text { and } \quad U_{k, i}=\left(s_{0}, \ldots, s_{k}, p_{1}, \ldots, p_{i}\right)
$$

we a.s. have

$$
\begin{equation*}
d_{\mathrm{GHP}}^{k+1+i}\left(\left(T^{n}, d^{n}, \mu^{n}, U_{k, i}^{n}\right),\left(\mathcal{T}, d, \mu, U_{k, i}\right)\right) \rightarrow 0 \tag{12}
\end{equation*}
$$

as $n \rightarrow \infty$.
To sum up: by a sequence of applications of Skorohod's theorem we have arrived at a space in which, after rescaling, the sequence $T^{n}$ converge almost surely to a Brownian CRT $\mathcal{T}$. We have additionally coupled a sequence of random draws from the mass measure of $\mathcal{T}$ to its discrete counterpart, and a Poisson process on $\operatorname{skel}(\mathcal{T}) \times[0, \infty)$ to its discrete counterpart, in such a way that any finite collection of such points in the limiting space is arbitrarily closely approximated by a corresponding (in both the informal and the technical sense) collection of points in $T^{n}$, for $n$ large enough. Furthermore, we have done so in such a manner that for any fixed $t>0$ and $k \geq 1$, the operation of restricting the Poisson process to the set of points arriving before time $t$ and falling within the subtree spanned by the first $k$ random draws from the mass measure, commutes with taking the large- $n$ limit.
5.3. The convergence of the discrete backbones. In this section we continue to assume that $T^{n}$ is a conditioned Galton-Watson tree with critical, finite-variance offspring distribution $\xi$. Before proving Theorem 5.1, we also need to express the modified Aldous-Broder dynamics in the setting of conditioned Galton-Watson trees. The only minor issue which needs to be addressed is the fact that the modified Aldous-Broder dynamics should ignore points of $\mathcal{P}^{n}$ which fall in an already cut subtree.

First, we consider the planted tree $T^{n}\left\langle\rho^{n}\right\rangle$ and call the planted vertex $w^{n}$. We extend $\mu^{n}$ to $v\left(T^{n}\left\langle\rho^{n}\right\rangle\right)$ by setting $\mu^{n}\left(\left\{w^{n}\right\}\right)=0$. Recall the notation $a(v)$ for the parent of vertex $v$. For each $0 \leq t \leq \infty$, let $T_{t}^{n}$ be the component of

$$
\left(v\left(T^{n}\left\langle\rho^{n}\right\rangle\right), e\left(T^{n}\left\langle\rho^{n}\right\rangle\right) \backslash\left\{\left(p_{i}^{n}, a\left(p_{i}^{n}\right)\right): 0 \leq \tau_{i}^{n} \leq t\right\}\right)
$$

containing $w^{n}$, and define $T_{t-}^{n}$ accordingly. (The forest in the preceding equation is the finite- $n$ analogue of $\mathcal{F}_{t}^{\circ}$, but will not be used in what follows.) Write

$$
I_{t}^{n}=\left\{i \in \mathbb{N}: 0 \leq \tau_{i}^{n} \leq t, \mu^{n}\left(T_{t}^{n}\right)<\mu^{n}\left(T_{t-}^{n}\right)\right\}
$$

for the indices corresponding to "effective" cuts up to time $t$, and let

$$
\mathcal{P}_{t}^{n}=\left\{p_{i}^{n}: i \in I_{t}^{n}\right\}
$$

be the set of locations of these cuts. For $i \in I_{\infty}^{n}$ let $x_{i}^{n}=p_{i}^{n}$ and let $y_{i}^{n}$ be the parent of $x_{i}^{n}$ in $T^{n}$ (here we view $\rho^{n}$ as its own parent). Then, for $0 \leq t \leq \infty$, let

$$
\mathcal{F}_{t}^{n}=\left(v\left(T^{n}\right), e\left(T^{n}\right) \backslash\left\{\left(x_{i}, y_{i}\right): 0 \leq \tau_{i} \leq t\right\}\right)
$$

and for $i \in I_{\infty}^{n}$ write $f_{i}^{n}$ for the component of $\mathcal{F}_{\infty}^{n}$ containing $x_{i}^{n}$. Note that $f_{i}^{n}$ is in fact a component of $\mathcal{F}_{t}^{n}$ for all $\tau_{i}^{n} \leq t \leq \infty$.

Write $\kappa^{n}=\left|I_{\infty}^{n}\right|$, and write $\pi^{n}$ for the permutation of $I_{\infty}^{n}$ that reorders the elements of $I_{\infty}^{n}$ in increasing order of the corresponding cut time, so that for $i, j \in I_{\infty}^{n}$, $\pi^{n}(i)<\pi^{n}(j)$ if and only if $\tau_{i}^{n}<\tau_{j}^{n}$. Also, write

$$
u^{n}=x_{\pi^{n}(1)}^{n} \quad \text { and } \quad v^{n}=x_{\pi^{n}\left(\kappa^{n}\right)}^{n}
$$

Finally, let $\widehat{T}^{n}$ be the tree obtained from $\mathcal{F}_{\infty}^{n}$ by removing $w^{n}$, then adding the edges

$$
\left(x_{\pi^{n}(i+1)}^{n}, x_{\pi^{n}(i)}^{n}\right) \quad 1 \leq i<\kappa^{n} .
$$

We view $\widehat{T}^{n}$ as rooted at $u^{n}$.
Remark. It is a standard fact that if $\xi$ is a mean-one Poisson distribution (in fact, the mean does not matter), then $T^{n}$ has the same distribution as the tree obtained from a uniform Cayley tree on $[n]$ by removing the vertex labels. In this case, Theorem 3.1 then implies that $\widehat{T}^{n}$ is distributed as a uniform Cayley tree with labels removed, and $v^{n}$ is a uniformly random element of $v\left(\widehat{T}^{n}\right)$, independent of $\widehat{T}^{n}$. This fact will be used in the course of the proof of Theorem 5.1 in Section 5.4. However, it plays almost no role in the current section. In particular, all results presented in this section, with the exception of Corollary 5.6, are valid for general critical, finite-variance conditioned Galton-Watson trees.

Lemma 5.3. In the space where (8)-(12) hold, almost surely

$$
\left(\mu^{n}\left(T_{t}^{n}\right), t \geq 0\right) \rightarrow\left(\mu_{t}\left(\mathcal{T}_{t}\right), t \geq 0\right)
$$

in the sense of uniform convergence on compacts for the Skorohod $J_{1}$ topology.
Proof. Write $v_{k}$ for the uniform measure on points $s_{0}, \ldots, s_{k}$. In other words, given $\mathcal{T}$ and $s_{0}, \ldots, s_{k}, v_{k}$ assigns mass $1 /(k+1)$ to each of the points $s_{0}, \ldots, s_{k}$. Similarly, write $\nu_{k}^{n}$ for the uniform measure on $s_{0}^{n}, \ldots, s_{k}^{n}$. By (12), for any fixed $i, k \geq 1$, almost surely

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d_{\mathrm{GHP}}^{k+1+i}\left(\left(T^{n}, d^{n}, v_{k}^{n}, U_{k, i}^{n}\right),\left(\mathcal{T}, d, v_{k}, U_{k, i}\right)\right)=0 \tag{13}
\end{equation*}
$$

Also, by Theorem 8 of [8], for almost every realization of $\mathcal{T}$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} d_{\mathrm{P}}\left(v_{k}, \mu\right)=0 \tag{14}
\end{equation*}
$$

(In fact, in [8], only almost sure weak convergence is claimed, but the proof simply consists of an application of the Glivenko-Cantelli theorem and is easily seen to yield convergence with respect to $d_{\mathrm{P}}$.) Since for all $t \geq 0, \mathcal{T}_{t}$ is a compact subspace of $\mathcal{T}$, and the $\mathcal{T}_{t}$ are decreasing in $t$, it follows that

$$
\begin{equation*}
\left(v_{k}\left(\mathcal{T}_{t}\right), t \geq 0\right) \rightarrow\left(\mu_{t}\left(\mathcal{T}_{t}\right), t \geq 0\right) \tag{15}
\end{equation*}
$$

as $k \rightarrow \infty$. Combining (13) with (10) and (11), we obtain that for each $k \geq 0$, almost surely

$$
\begin{equation*}
\left(v_{k}^{n}\left(T_{t}^{n}\right), t \geq 0\right) \rightarrow\left(v_{k}\left(\mathcal{T}_{t}\right), t \geq 0\right) \tag{16}
\end{equation*}
$$

as $n \rightarrow \infty$. Next, combining (14) with (12), we obtain that almost surely

$$
\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} d_{\mathrm{GHP}}^{k+1+i}\left(\left(T^{n}, d^{n}, \mu^{n}, U_{k, i}^{n}\right),\left(\mathcal{T}, d, v_{k}, U_{k, i}\right)\right)=0
$$

which together with (13) implies that almost surely

$$
\lim _{k \rightarrow \infty} \limsup _{n \rightarrow \infty} d_{\mathrm{P}}\left(\mu^{n}, v_{k}^{n}\right)=0
$$

In view of (15) and (16), this proves the lemma.
Next, for each $n \geq 1$, reorder the elements of $\mathcal{P}^{n}$ as $\left\{\left(p_{n, i}, t_{n, i}\right), i \geq 1\right\}$ so that $t_{n, i}<t_{n, i+1}$ for all $i \geq 1$. We emphasize that here we consider all atoms of $\mathcal{P}^{n}$, not only those that correspond to "effective cuts."

Lemma 5.4. In the space where (8)-(12) hold, a.s.

$$
\left(\frac{1}{\sigma \sqrt{n}} \sum_{\left\{j: t_{n, j} \leq t\right\}} \mu^{n}\left(T_{t_{n, j}}^{n}\right), t \geq 0\right) \rightarrow(L(t), t \geq 0)
$$

in the sense of uniform convergence on compacts for the uniform distance, as $n \rightarrow \infty$.

Proof. From Lemma 5.3 it is immediate that

$$
\left(\int_{0}^{t} \mu^{n}\left(T_{s}^{n}\right) d s, t \geq 0\right) \rightarrow\left(\int_{0}^{t} \mu_{s}\left(\mathcal{T}_{s}\right) d s, t \geq 0\right)
$$

as $n \rightarrow \infty$. Also, $\ell^{n}\left(T^{n}\right)=\sigma \sqrt{n}$, so the set $\left\{\tau_{i}^{n}, i \in \mathbb{N}\right\}$ forms a Poisson point process of intensity $\sigma \sqrt{n}$ on $[0, \infty)$, from which it follows straightforwardly that

$$
\left(\frac{1}{\sigma \sqrt{n}} \sum_{\left\{j: t_{n, j} \leq t\right\}} \mu^{n}\left(T_{t_{n, j}}^{n}\right), t \geq 0\right) \rightarrow\left(\int_{0}^{t} \mu_{s}\left(\mathcal{T}_{s}\right) d s, t \geq 0\right)
$$

and the result then follows from (7) and the definition of $L(t)$ in (5).
Our next goal is to show that $(L(t), t \geq 0)$ is the limit of the discrete process which tracks the number of effective cuts up to time $t \sqrt{n}$. Write

$$
L^{n}(t)=\left|\mathcal{P}_{t}^{n}\right|=\#\left\{s \leq t: \mu^{n}\left(T_{s}^{n}\right)<\mu^{n}\left(T_{s-}^{n}\right)\right\}
$$

and note that, for every $n \geq 1, L^{n}(t)$ increases to $\kappa^{n}\left(T^{n}\right)=\#\left\{s>0: \mu^{n}\left(T_{s}^{n}\right)<\right.$ $\left.\mu^{n}\left(T_{s-}^{n}\right)\right\}$, as $t \rightarrow \infty$.

THEOREM 5.5. In the space in which (8)-(12) hold, a.s.

$$
\left(L^{n}(t) /\left(\sigma n^{1 / 2}\right), t \geq 0\right) \rightarrow(L(t), t \geq 0)
$$

in the sense of uniform convergence on compacts for the uniform distance, as $n \rightarrow \infty$.

In proving Theorem 5.5 we will use a martingale inequality from [37], Theorem 3.15. Let $\left\{X_{i}\right\}_{i=0}^{n}$ be a bounded martingale with $X_{0}=0$, adapted to a filtration $\left\{\mathcal{G}_{i}\right\}_{i=0}^{n}$. Next let $V=\sum_{i=0}^{n-1} \mathbf{V}\left[X_{i+1} \mid \mathcal{G}_{i}\right]$, where

$$
\mathbf{V}\left[X_{i+1} \mid \mathcal{G}_{i}\right]:=\mathbf{E}\left[\left(X_{i+1}-X_{i}\right)^{2} \mid \mathcal{G}_{i}\right]=\mathbf{E}\left[X_{i+1}^{2} \mid \mathcal{G}_{i}\right]-X_{i}^{2}
$$

is the predictable quadratic variation of $X_{i+1}$. Define

$$
v=\operatorname{ess} \sup V \quad \text { and } \quad b=\max _{0 \leq i \leq n-1} \operatorname{ess} \sup \left(X_{i+1}-X_{i} \mid \mathcal{G}_{i}\right)
$$

where for a random variable $X$, the essential supremum ess $\sup X$ is defined to equal $\sup \{x: \mathbf{P}(X \geq x)>0\}$. Then we have the following bound [37]. For any $t \geq 0$,

$$
\begin{equation*}
\mathbf{P}\left(\max _{0 \leq i \leq n} X_{i} \geq t\right) \leq \exp \left(-\frac{t^{2}}{2 v(1+b t /(3 v))}\right) \tag{17}
\end{equation*}
$$

Proof of Theorem 5.5. In a first part, we prove uniform convergence on compacts for which we do not need the trees $T^{n}, n \geq 1$, to be uniform Cayley trees. Fix $\delta>0$ and $C>0$. By Lemma 5.4, a.s.

$$
\sup _{0 \leq t \leq C}\left|\frac{1}{\sigma \sqrt{n}} \sum_{\left\{j: t_{n, j} \leq t\right\}} \mu^{n}\left(T_{t_{n, j-1}}^{n}\right)-L(t)\right| \rightarrow 0
$$

as $n \rightarrow \infty$. It follows that

$$
\begin{equation*}
\mathbf{P}\left(\limsup _{n \rightarrow \infty} \sup _{0 \leq t \leq C}\left|\frac{1}{\sigma \sqrt{n}} L^{n}(t)-L(t)\right|>\delta\right) \tag{18}
\end{equation*}
$$

$$
\leq \mathbf{P}\left(\limsup _{n \rightarrow \infty} \sup _{0 \leq t \leq C}\left|L^{n}(t)-\sum_{\left\{j: t_{n, j} \leq t\right\}} \mu^{n}\left(T_{t_{n, j-1}}^{n}\right)\right|>\sigma \delta n^{1 / 2}\right)
$$

Also, since $\mathcal{P}^{n}$ has intensity measure $\ell^{n} \otimes d t$ and $\ell^{n}\left(v\left(T^{n}\right)\right)=\sigma n^{1 / 2}$, we have that

$$
\lim _{x \rightarrow \infty} \mathbf{P}\left(\liminf _{n \rightarrow \infty} t_{n,\lfloor x \sqrt{n}\rfloor}>C\right)=1
$$

which implies that the probability in (18) is at most

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \mathbf{P}\left(\limsup _{n \rightarrow \infty} \max _{i \leq x \sqrt{n}}\left|L^{n}\left(t_{n, i}\right)-\sum_{1 \leq j \leq i} \mu^{n}\left(T_{t_{n, j-1}}^{n}\right)\right|>\sigma \delta n^{1 / 2}\right) . \tag{19}
\end{equation*}
$$

For $i \geq 1$, write

$$
X_{i}=\mathbf{1}_{\left\{\mu^{n}\left(T_{n, i}^{n}\right)<\mu^{n}\left(T_{n, i-1}^{n}\right)\right\}}
$$

Also, for each $i \geq 1$, let $\mathcal{P}_{i}^{n}=\left\{p_{n, 1}, \ldots, p_{n, i}\right\}$. Taking $\mathcal{G}_{n, i}$ to be the sigma field generated by $T^{n}$ and $\mathcal{P}_{i}^{n}$, then $\left(X_{i}, i \geq 1\right)$ is adapted to $\left(\mathcal{G}_{n, i}, i \geq 1\right)$. Note that

$$
\mathbf{E}\left[X_{i} \mid \mathcal{G}_{n, i-1}\right]=\mu^{n}\left(T_{t_{n, i-1}}^{n}\right)=\mathbf{E}\left[X_{i}^{2} \mid \mathcal{G}_{n, i-1}\right]
$$

so in all cases $\operatorname{Var}\left[X_{i} \mid \mathcal{G}_{n, i-1}\right] \leq 1 / 4$. Also, for all $i \geq 1$ we have $\sum_{j=1}^{i} X_{j}=$ $L^{n}\left(t_{n, i}\right)$. By (17), for any fixed $x>0$ and $n \geq 1$, we thus have

$$
\begin{align*}
& \mathbf{P}\left(\max _{i \leq x \sqrt{n}}\left|\sum_{j \leq i} X_{j}-\sum_{j \leq i} \mu^{n}\left(T_{t_{n, j-1}}^{n}\right)\right| \geq y\right) \\
& \quad \leq 2 \exp \left(-\frac{2 y^{2}}{x \sqrt{n}(1+4 y /(3 x \sqrt{n}))}\right) . \tag{20}
\end{align*}
$$

Applying this bound with $y=\delta \sqrt{n}$ and summing over $n$, it follows by BorelCantelli that

$$
\mathbf{P}\left(\limsup _{n \rightarrow \infty} \max _{i \leq x \sqrt{n}}\left|L^{n}\left(t_{n, i}\right)-\sum_{1 \leq j \leq i} \mu^{n}\left(T_{t_{n, j-1}}^{n}\right)\right|>\delta n^{1 / 2}\right)=0,
$$

which together with (19) shows that $\left(L^{n}(t) /\left(\sigma n^{1 / 2}\right), 0 \leq t \leq C\right) \rightarrow(L(t)$, $0 \leq t \leq C$ ) almost surely for the uniform distance.

COROLLARY 5.6. If $\xi$ is the Poisson(1) distribution then in the space in which (8)-(12) hold,

$$
\left(L^{n}(t) / n^{1 / 2}, t \geq 0\right) \rightarrow(L(t), t \geq 0)
$$

in probability in the sense of uniform convergence on $[0, \infty)$.

Proof. If $\xi$ is the Poisson(1) distribution, then $\sigma=1$. Uniform convergence on compacts follows from Theorem 5.5. Furthermore, as noted in the remark just before Lemma 5.3, in this case $T^{n}$ is distributed as a uniform Cayley tree on [ $n$ ] with labels removed. Also, $\widehat{T}^{n}$ is again distributed as a uniform Cayley tree with labels removed, and $\kappa^{n}\left(T^{n}\right)$ is the distance between $u^{n}$ and $v^{n}$ in $\widehat{T}^{n}$, it follows from Theorem 3.1 that $\kappa^{n}\left(T^{n}\right) / n^{1 / 2}$ converges in distribution to a Rayleigh random variable.

For any $t, \delta>0$, given that $\mu^{n}\left(T_{t}^{n}\right) \leq \delta$, the difference $\kappa^{n}\left(T^{n}\right)-L^{n}(t)$ is dominated by the number of cuts required to isolate the root of a uniform Cayley tree on $\lfloor\delta n\rfloor$ vertices. It follows that for any $\varepsilon>0$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{P}\left(\kappa^{n}\left(T^{n}\right)-L^{n}(t)>\varepsilon n^{1 / 2}\right)=0 . \tag{21}
\end{equation*}
$$

By the principle of accompanying laws (Theorem 9.1.13 of [47]), in the space in which (8)-(12) hold, we have

$$
\frac{\kappa^{n}\left(T^{n}\right)}{n^{1 / 2}} \xrightarrow{p} L(\infty)=\lim _{t \rightarrow \infty} L(t),
$$

which together with (21) implies uniform convergence on $[0, \infty)$. [This also yields a second proof that $L(\infty)$ is almost surely finite, as promised just after (5).]

Before proving Theorem 5.1 we note one consequence of Corollary 5.6, stated in the Introduction as Corollary 1.6. A different proof of this result can be found in Abraham and Delmas [2].

Proof of Corollary 1.6. In proving Corollary 5.6 we showed the existence of a space in which

$$
L(\infty) \stackrel{p}{=} \lim _{n \rightarrow \infty} \frac{\kappa^{n}\left(T^{n}\right)}{n^{1 / 2}}
$$

and the latter limit is Rayleigh distributed by Theorem 3.1 The lemma then follows from the definition of $L(t)$ in (5) and (7).
5.4. The proof of Theorem 5.1. In this section, in order to use the discrete results of Section 3, we assume that $\xi$ is the Poisson(1) distribution, or equivalently (see the remark just before Lemma 5.3) that $T^{n}$ is a uniform Cayley tree on [ $n$ ] with its labels removed. In particular, this implies that $\sigma=1$.

Recall the definitions of the trees $\left\{f_{i}, i \in I_{\infty}\right\}$ and $\left\{f_{i}^{n}, i \in I_{\infty}^{n}\right\}$ from pages 2318 and 2322 (here we simply view each $f_{i}$ as a subset of $\mathcal{T}$ ). Also, write $\hat{d}_{n}$ for $n^{-1 / 2}$ times the standard graph distance on $\widehat{T}^{n}$, and write $\hat{\mu}^{n}$ for the uniform probability measure on $v\left(\widehat{T}^{n}\right)$.

We work in a space where (8)-(12) all hold. For any $\varepsilon>0$, let

$$
J_{\varepsilon}=\left\{i \in I_{\infty}: \mu_{\infty}\left(f_{i}\right)>\varepsilon\right\} .
$$

The set $J_{\varepsilon}$ is necessarily finite (it has size at most $\varepsilon^{-1}$ ), so $K^{(\varepsilon)}:=\sup \left\{i: i \in J_{\varepsilon}\right\}$ is a.s. finite. By (11), for all $n$ sufficiently large we in particular have that $J_{\varepsilon} \subset I_{\infty}^{n}$, and we hereafter assume that inclusion indeed holds.

Let $S=\{u, v\} \cup \bigcup_{i \in J_{\varepsilon}} f_{i}$, and let $\widehat{T}_{\varepsilon}=\bigcup_{x, y \in S} \llbracket x, y \rrbracket$. In words, $\widehat{T}_{\varepsilon}$ is the minimal subtree of $\widehat{T}$ which contains each of the subtrees $f_{i}, i \in J_{\varepsilon}$ and also contains the distinguished nodes $u$ and $v$. Likewise, let

$$
\widehat{T}_{\varepsilon}^{n}=\widehat{T}^{n} \llbracket\left\{u^{n}, v^{n}\right\} \cup \bigcup_{i \in J_{\varepsilon}} v\left(f_{i}^{n}\right) \rrbracket .
$$

We let $\hat{d}_{\varepsilon}=\left.\hat{d}\right|_{\widehat{\tau}_{\varepsilon}}$, and define $\hat{\mu}_{\varepsilon}, \hat{d}_{\varepsilon}^{n}, \hat{\mu}_{\varepsilon}^{n}$ accordingly.
The set $I_{\infty}$ is countable and $J_{\varepsilon} \uparrow I_{\infty}$ as $\varepsilon \downarrow 0$. Also, it follows from the result of Aldous and Pitman [8] mentioned earlier that $\sum_{i \in I_{\infty}} \mu_{\infty}\left(f_{i}\right)=1$ a.s., and we thus a.s. have

$$
\lim _{\varepsilon \downarrow 0} \sum_{i \notin J_{\varepsilon}} \mu_{\infty}\left(f_{i}\right)=0
$$

Since $\mathcal{T}$ is compact and each $f_{i}$ can be viewed as a subtree of $\mathcal{T}$, we must also a.s. have

$$
\lim _{\varepsilon \downarrow 0} \sup _{i \notin J_{\varepsilon}} \operatorname{diam}\left(f_{i}\right)=0 .
$$

(Otherwise, there would exist $\delta>0$ and an infinite set $S \subset I_{\infty}$ such that for each $i \in S, f_{i}$ has height greater than $\delta$. For $i \in S$, letting $q_{i}$ be any point in $f_{i}$ whose distance to the root $p_{i}$ of $f_{i}$ is at least $\delta$, the set $\left\{q_{i}, i \in S\right\}$ is infinite and its elements have pairwise distance at least $\delta$, contradicting compactness.) By these facts and by (12), for any $\delta>0$ there is $N=N(\varepsilon, \delta)$ which is almost surely finite, such that for all $n \geq N$ and $i \in J_{\varepsilon}$,

$$
\begin{equation*}
d_{\mathrm{GHP}}^{k+1+i}\left(\left(T^{n}, d^{n}, \mu^{n}, U_{k, i}^{n}\right),\left(\mathcal{T}, d, \mu, U_{k, i}\right)\right)<\delta \tag{22}
\end{equation*}
$$

and additionally $\sum_{i \notin J_{\varepsilon}} \mu_{\infty}\left(f_{i}\right)<\delta$ and $\sup _{i \notin J_{\varepsilon}} \operatorname{diam}\left(f_{i}\right)<\delta$. We fix a correspondence $C \in \mathscr{C}\left(\left(T^{n}, d^{n}, \mu^{n}, U_{k, i}^{n}\right),\left(\mathcal{T}, d, \mu, U_{k, i}\right)\right)$ with $\operatorname{dis}(C)<2 \delta$ and containing the appropriate pairs of points from $U_{k, i}^{n}$ and $U_{k, i}$. It follows from the fact that $\sup _{i \notin J_{\varepsilon}} \operatorname{diam}\left(f_{i}\right)<\delta$ that

$$
\begin{equation*}
d_{\mathrm{GHP}}^{2}\left((\widehat{T}, \hat{d}, \hat{\mu},(u, v)),\left(\widehat{T}_{\varepsilon}, \hat{d}_{\varepsilon}, \hat{\mu}_{\varepsilon},(u, v)\right)\right)<\delta \tag{23}
\end{equation*}
$$

and that

$$
\begin{equation*}
\sup _{i \in I_{\infty}^{n} \backslash J_{\varepsilon}} n^{-1 / 2} \operatorname{diam}\left(f^{n}\right)<3 \delta . \tag{24}
\end{equation*}
$$

Next, write $m_{\delta}=\sup _{x \in \mathcal{T}} \mu(B(x, \delta))$, where $B(x, \delta)$ is the ball of radius $\delta$ around $x$ in $\mathcal{T}$. We have $m_{\delta} \downarrow 0$ a.s. as $\delta \rightarrow 0$. Choose $0<\delta<\varepsilon^{2}$ small enough that
$m_{4 \delta}<\varepsilon^{2}$. Then for $n \geq N(\varepsilon, \delta)$, and for all $i \in J_{\varepsilon}$, by considering the $\delta$ blow-up $C_{\delta}$ of the correspondence $C$, we see that

$$
\begin{equation*}
d_{\mathrm{GHP}}^{1}\left(\left(f_{i}^{n},\left.d_{\infty}^{n}\right|_{f_{i}^{n}},\left.\mu_{\infty}^{n}\right|_{f_{i}^{n}}\right),\left(f_{i},\left.d_{\infty}\right|_{f_{i}}, \mu_{\infty} \mid f_{i}\right)\right)<2 \delta+m_{4 \delta}<2 \varepsilon^{2} \tag{25}
\end{equation*}
$$

In particular, for each $i \in J_{\varepsilon},\left|\mu_{\infty}^{n}\left(f_{i}^{n}\right)-\mu_{\infty}\left(f_{i}\right)\right|<2 \varepsilon^{2}$, so

$$
\begin{equation*}
\sum_{i \in J_{\varepsilon}}\left|\mu_{\infty}^{n}\left(f_{i}^{n}\right)-\mu_{\infty}\left(f_{i}\right)\right|<2 \varepsilon^{2}\left|J_{\varepsilon}\right|<2 \varepsilon \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i \in I_{\infty}^{n} \backslash J_{\varepsilon}} \mu_{\infty}^{n}\left(f_{i}^{n}\right) \leq 2 \varepsilon+\delta<3 \varepsilon \tag{27}
\end{equation*}
$$

By (24) and (27), it follows that for all $n$ sufficiently large,

$$
d_{\mathrm{GHP}}^{2}\left(\left(\widehat{T}^{n}, \hat{d}^{n}, \hat{\mu}^{n},\left(u^{n}, v^{n}\right)\right),\left(\widehat{T}_{\varepsilon}^{n}, \hat{d}_{\varepsilon}^{n}, \hat{\mu}_{\varepsilon}^{n},\left(u^{n}, v^{n}\right)\right)\right)<3(\delta+\varepsilon)<6 \varepsilon .
$$

For each $i \in I_{\infty}, L\left(\tau_{i}\right)=\hat{d}\left(u, x_{i}\right)$ and for each $i \in I_{\infty}^{n}, n^{-1 / 2} L^{n}\left(\tau_{i}^{n}\right)=\hat{d}\left(u^{n}, x_{i}^{n}\right)$. By Corollary 5.6, it follows that for all $i \in J_{\varepsilon}$, for all $n$ sufficiently large, $\left|\hat{d}\left(u, x_{i}\right)-\hat{d}^{n}\left(u^{n}, x_{i}^{n}\right)\right|<\delta$. Together with (25) and (26), this implies that

$$
d_{\mathrm{GHP}}^{2}\left(\left(\widehat{T}_{\varepsilon}^{n}, \hat{d}_{\varepsilon}^{n}, \hat{\mu}_{\varepsilon}^{n},\left(u^{n}, v^{n}\right)\right),\left(\widehat{T}_{\varepsilon}, \hat{d}_{\varepsilon}, \hat{\mu}_{\varepsilon},(u, v)\right)\right)<\max \left(\delta+2 \varepsilon^{2}, 2 \varepsilon\right)<3 \varepsilon .
$$

By the two preceding inequalities, (23) and the triangle inequality, we obtain that a.s. for all $n$ sufficiently large,

$$
d_{\mathrm{GHP}}^{2}\left(\left(\widehat{T}^{n}, \hat{d}^{n}, \hat{\mu}^{n},\left(u^{n}, v^{n}\right)\right),(\widehat{T}, \hat{d}, \hat{\mu},(u, v))\right)<9 \varepsilon+\delta<10 \varepsilon .
$$

Since $\varepsilon>0$ was arbitrary, the first assertion of the theorem then follows from Theorem 3.1.

Finally, since the distribution of the collection $\left\{y_{i}, i \in I_{\infty}\right\}$ is determined by its finite-dimensional distributions, the assertion in the statement of Theorem 5.1 about the collection $\left\{y_{i}, i \in I_{\infty}\right\}$ then follows from Lemma 5.7, below, whose straightforward proof is omitted.

Lemma 5.7. Fix $n \geq 1, k \geq 1$, let $K=\left\{i \in I_{\infty}^{n}: p_{i}^{n} \in T^{n} \llbracket S_{k}^{n} \rrbracket\right\}$ and let $j \in K$ be the element $i \in K$ which minimizes $\tau_{i}^{n}$. Suppose that $T^{n}$ is a uniform Cayley tree on $[n]$. Then for any $S \subset v\left(T^{n}\right)$, any tree $t$ with $v(t)=S$, and any $y \in S$,

$$
\mathbf{P}\left(T_{\tau_{j}^{n}}^{n}=t \text { and } y_{j}^{n}=y \mid v\left(T_{\tau_{j}^{n}}^{n}\right)=S\right)=|S|^{-|S|}
$$

6. Conditioned Galton-Watson trees with finite variance. We now want to prove that the picture that we have obtained for the process in the case of uniform Cayley trees is also valid when one considers conditioned Galton-Watson trees with critical, finite-variance offspring distribution. Fix an offspring distribution $\xi=\left(\xi_{0}, \xi_{1}, \ldots\right)$ with

$$
\sum_{i \geq 0} i \xi_{i}=1 \quad \text { and } \quad \sum_{i \geq 0} i(i-1) \xi_{i}=\sigma^{2} \in(0, \infty)
$$

THEOREM 6.1. Let $T^{n}$ be distributed as a Galton-Watson tree with offspring distribution $\xi$, conditioned to have $n$ vertices. Then after rescaling, the number of cuts $\kappa\left(T^{n}\right)$ required to isolate the root of $T^{n}$ is asymptotically Rayleigh distributed,

$$
\lim _{n \rightarrow \infty} \mathbf{P}\left(\kappa\left(T^{n}\right) \geq \sigma x \sqrt{n}\right)=e^{-x^{2} / 2}
$$

Under a finite-variance assumption, Galton-Watson trees conditioned on their size have the same scaling limit as uniform Cayley trees, so when looking at a ( $n, \sqrt{n}$ ) rescaling for time and space, the cutting process will essentially look the same. Completing the argument then boils down to showing that once the left-over tree has size $o(n)$ the number of cuts needed to completely destroy it is $o(\sqrt{n})$. The following lemma shows that this is indeed the case. (Although the factor $\varepsilon^{1 / 6}$ is certainly not best possible, it is sufficient for our needs.)

Lemma 6.2. Suppose that $\mathbf{E} \xi=1$ and $\operatorname{Var}[\xi]=\sigma^{2} \in(0, \infty)$. Let $T^{n}$ be a Galton-Watson tree with progeny distribution $\xi$, conditioned on having size $n$. Let also $\tau^{n}(\varepsilon)=\inf \left\{t: \mu^{n}\left(T_{t}^{n}\right)<\varepsilon\right\}$. Then

$$
\limsup _{n \rightarrow \infty} \mathbf{P}\left(\kappa\left(T_{\tau^{n}(\varepsilon)}^{n}\right) \geq \varepsilon^{1 / 6} \sqrt{n}\right) \underset{\varepsilon \rightarrow 0}{\rightarrow} 0
$$

Proof. Recall that for a rooted tree $T$ and a node $v$ of $T$, we write $h_{T}(v)$ for the height of $v$ in $T$, which is the number of edges on the path from the root to $v$. We also write $h(T)=\max _{v \in v(T)} h_{T}(v)$, and call $h(T)$ the height of $T$. Finally, for $i \geq 0$ write $w_{i}(T)=\#\left\{v \in v(T): h_{T}(v)=i\right\}$.

For any $x, y>0$ we have

$$
\begin{align*}
\mathbf{P}\left(\kappa\left(T_{\tau^{n}(\varepsilon)}^{n}\right) \geq y \sqrt{n}\right) \leq & \mathbf{P}\left(\kappa\left(T_{\tau^{n}(\varepsilon)}^{n}\right) \geq y \sqrt{n}, h\left(T_{\tau^{n}(\varepsilon)}^{n}\right) \leq x \sqrt{n}\right)  \tag{28}\\
& +\mathbf{P}\left(h\left(T_{\tau^{n}(\varepsilon)}^{n}\right)>x \sqrt{n}\right)
\end{align*}
$$

The first term above is easily bounded using Markov's inequality. We use Janson's representation of the number of cuts as records in the tree [27, 28]. Given a tree $t$, rooted at $r$, one can assign extra labels to the vertices using a random permutation of $\{1,2, \ldots,|t|\}$. This random permutation determines the order in which the vertices are considered for cutting. In this representation, a vertex $u$ will actually produce a cut if and only if the path $\llbracket r, u \rrbracket$ between $u$ and the root has not been
previously cut. This happens precisely if $u$ has the minimum label of all vertices on $\llbracket r, u \rrbracket$. In particular, conditional on the height $h_{t}(u)$ of $u$ in $t$, the probability that a vertex $u$ produces a cut is $\left(h_{t}(u)+1\right)^{-1}$. It follows that
(29)

$$
\begin{aligned}
& \mathbf{P}\left(\kappa\left(T_{\tau^{n}(\varepsilon)}^{n}\right) \geq y \sqrt{n}, h\left(T_{\tau^{n}(\varepsilon)}^{n}\right) \leq x \sqrt{n}\right) \\
& \quad \leq \frac{1}{y \sqrt{n}} \cdot \mathbf{E}\left[\kappa\left(T_{\tau^{n}(\varepsilon)}^{n}\right) \mathbf{1}_{\left\{h\left(T_{\tau^{n}(\varepsilon)}^{n}\right) \leq x \sqrt{n}\right\}}\right] \\
& \quad \leq \frac{1}{y \sqrt{n}} \cdot \mathbf{E}\left[\sum_{u \in T_{\tau^{n}(\varepsilon)}^{n}} \frac{1}{1+h_{T^{n}(u)}} \mathbf{1}_{\left\{h\left(T_{\tau^{n}(\varepsilon)}^{n}\right) \leq x \sqrt{n}\right\}}\right] \\
& \quad \leq \frac{1}{y \sqrt{n}} \cdot \mathbf{E}\left[\sum_{0 \leq i \leq x \sqrt{n}\left\{u: h_{\left.T^{n}(u)=i\right\}}\right.} \frac{1}{1+h_{T^{n}(u)}} \mathbf{1}_{\left\{h\left(T_{\tau^{n}(\varepsilon)}^{n}\right) \leq x \sqrt{n}\right\}}\right] \\
& \quad \leq \frac{1}{y \sqrt{n}} \cdot \sum_{0 \leq i \leq x \sqrt{n}} \frac{\mathbf{E}\left[w_{i}\left(T^{n}\right)\right]}{1+i} \\
& \quad \leq \frac{1}{y \sqrt{n}} \cdot \sum_{0 \leq i \leq x \sqrt{n}} \frac{C i}{1+i} \leq \frac{C x}{y},
\end{aligned}
$$

we used the fact that $\mathbf{E}\left[w_{k}\left(T^{n}\right)\right] \leq C k$ uniformly in $k \geq 0$ and $n \geq 0$ (see Devroye and Janson [21]) to obtain the second-to-last inequality.

To bound the second term, we relate the finite- $n$ trees $T^{n}$ to their limit $\mathcal{T}$. We work in a space in which (8)-(12) all hold, and recall from Section 5.2 the definitions of the collections of points $\left(s_{i}, i \geq 1\right)$ and $\left\{p_{i}^{n}: i \in \mathbb{N}\right\}$, and of their finite- $n$ counterparts $\left(s_{i}^{n}, i \geq 1\right)$ and $\left\{p_{i}^{n}: i \in \mathbb{N}\right\}$. In particular, recall the definitions of the sequences $S_{k}, S_{k}^{n}$, from page 2321.

We now use that for all $\delta>0$,

$$
\lim _{k \rightarrow \infty} \mathbf{P}\left(d_{\mathrm{GH}}^{1}\left((\mathcal{T}, d, \rho),\left(\mathcal{T} \llbracket S_{k} \rrbracket,\left.d\right|_{\mathcal{T} \llbracket S_{k} \rrbracket}, \rho\right)>\delta\right)\right)=0
$$

By (8), we then also have that

$$
\lim _{k \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{P}\left(d_{\mathrm{GH}}\left(\left(T^{n}, d^{n}, \rho^{n}\right),\left(T^{n} \llbracket S_{k}^{n} \rrbracket,\left.d^{n}\right|_{T^{n} \llbracket S_{k}^{n} \rrbracket}, \rho^{n}\right)>\delta \sqrt{n}\right)\right)=0
$$

Equations (10), (11) and (12) provide a coupling of the cuts falling on $T^{n} \llbracket S_{k}^{n} \rrbracket$ with those falling on $\mathcal{T} \llbracket S_{k} \rrbracket$ so that for any fixed $t>0$ and for all sufficiently large $n$, the cuts falling within $T^{n} \llbracket S_{k}^{n} \rrbracket$ and within $\mathcal{T} \llbracket S_{k} \rrbracket$ occur at essentially the same times and at essentially the same locations. [This is precisely formalized by (10), (11) and (12).] It then follows that in this space, for any $\varepsilon>0$ and $\delta>0$,

$$
\limsup _{n \rightarrow \infty} \mathbf{P}\left(d_{\mathrm{GH}}^{1}\left(\left(T_{\tau^{n}(\varepsilon)}^{n},\left.\sigma n^{-1 / 2} d^{n}\right|_{T_{\tau^{n}(\varepsilon)}^{n}}, \rho^{n}\right),\left(\mathcal{T}_{\tau(\varepsilon)},\left.d\right|_{\mathcal{T}_{\tau(\varepsilon)}}, \rho\right)\right)>\delta\right)=0
$$

Taking $\delta=x \sqrt{\varepsilon}$, from this we immediately obtain that

$$
\begin{align*}
\limsup _{n \rightarrow \infty} \mathbf{P}\left(h\left(T_{\tau^{n}(\varepsilon)}^{n}\right) \geq \frac{x}{\sigma} \sqrt{\varepsilon n}\right) & \leq \mathbf{P}\left(h\left(\mathcal{T}_{\tau(\varepsilon)}\right) \geq x \sqrt{\varepsilon}\right) \\
& \leq e^{-\alpha x^{2}} \tag{30}
\end{align*}
$$

for some constant $\alpha>0$. The last inequality holds since: conditional on its mass, $\mathcal{T}_{\tau(\varepsilon)}$ is a Brownian CRT (see [8], equation (44)); we have $\mu\left(\mathcal{T}_{\tau(\varepsilon)}\right) \leq \varepsilon$; the height of a Brownian CRT is distributed as the supremum of a Brownian excursion; and the supremum of a Brownian excursion has Gaussian tails [29].

Then, choosing, for instance, $x=\varepsilon^{1 / 3}$ in (28) and $y=\varepsilon^{1 / 6}$ and using the bounds in (29) and (30) to bound (28) proves the result.

Putting together Corollary 1.6 and the following lemma then yields Theorem 6.1.

LEMMA 6.3. Let $T^{n}$ be a Galton-Watson tree with offspring distribution $\xi$ conditioned to have size $n$, and let $\mathcal{T}$ be a Brownian CRT. If $\mathbf{E} \xi=1$ and $\operatorname{Var}(\xi)=$ $\sigma^{2} \in(0, \infty)$ then

$$
\frac{\kappa\left(T^{n}\right)}{\sigma \sqrt{n}} \xrightarrow[n \rightarrow \infty]{\xrightarrow{d}} \int_{0}^{\infty} \mu\left(\mathcal{T}_{t}\right) d t
$$

Proof. Write $T_{t}^{n}$ for the subtree containing the root at time $t$ of the cutting process, and as in Section 5.3 write

$$
L^{n}(t)=\#\left\{s \leq t: \mu^{n}\left(T_{t}^{n}\right)<\mu^{n}\left(T_{t-}^{n}\right)\right\}
$$

for the number of cuts occurring before time $t$, Theorem 5.5 implies that for any fixed $t \in[0, \infty)$

$$
\begin{equation*}
\frac{L^{n}(t)}{\sigma \sqrt{n}} \xrightarrow{d} \int_{0}^{t} \mu\left(\mathcal{T}_{t}\right) d t \tag{31}
\end{equation*}
$$

as $n \rightarrow \infty$.
Recall that $\tau^{n}(\varepsilon)=\inf \left\{t: \mu^{n}\left(T_{t}^{n}\right)<\varepsilon\right\}$. Since $\tau^{n}(\varepsilon)<\infty$ almost surely and additionally $\tau^{n}(\varepsilon) \rightarrow \tau(\varepsilon)$ in distribution jointly with the convergence in (31), we have

$$
\frac{L^{n}\left(\tau^{n}(\varepsilon)\right)}{\sigma \sqrt{n}} \xrightarrow{d} \int_{0}^{\tau(\varepsilon)} \mu(s) d s
$$

On the other hand,

$$
\frac{\kappa\left(T^{n}\right)-L^{n}\left(\tau^{n}(\varepsilon)\right)}{\sqrt{n}} \leq \frac{\kappa\left(T_{\tau^{n}(\varepsilon)}^{n}\right)}{\sqrt{n}} \underset{\varepsilon \rightarrow 0}{\rightarrow} 0
$$

in probability, uniformly for all $n$ sufficiently large, by Lemma 6.2. Since $\tau(\varepsilon) \rightarrow \infty$ almost surely as $\varepsilon \rightarrow 0$, it follows that

$$
\frac{\kappa\left(T^{n}\right)}{\sigma \sqrt{n}} \xrightarrow{d} \int_{0}^{\infty} \mu\left(\mathcal{T}_{t}\right) d t
$$

as $n \rightarrow \infty$, as claimed.

## APPENDIX A: COROLLARY 1.2: PROOF SKETCH AND DISCUSSION

Fix a rooted tree $t$ with nodes $\{1, \ldots, n\}$, and a sequence $\left(v_{1}, \ldots, v_{k}\right) \in$ $\{1, \ldots, n\}^{k}$ of nodes of $t$. In $t$, view the children of a node as ordered so that node labels increase from left to right. Let $t^{\prime}$ be the subtree of $t$ spanned by the root and $v_{1}, \ldots, v_{k}$. Let the reduced tree $t^{*}$ be obtained from $t^{\prime}$ by suppressing degree-two vertices (so in $t^{*}$, the parent of $v_{i}$ corresponds to the most recent common ancestor of $v_{i}$ and any of the $v_{j}$ with $v_{j} \neq v_{i}$ ) and suppressing vertex labels (but keeping the plane tree structure). Since $t^{*}$ has no nodes of degree 2 , it has at most $2 k-1$ edges, with equality precisely if it is binary and $v_{1}, \ldots, v_{k}$ are distinct. Write $e$ for the number of edges of $t^{*}$.

Given the tree $t^{*}$, one may recover $t$ by listing an ordered rooted forest $f_{1}, \ldots, f_{m}$, together with a weak composition $\left(c_{1}, \ldots, c_{e}\right)$ of $m$ into $e$ parts. To do so, list the edges of $t^{*}$ according to their order of first traversal by a contour exploration of $t^{*}$. Then glue the roots of $f_{1}, \ldots, f_{c_{1}}$ along the first edge, $f_{c_{1}+1}, \ldots, f_{c_{1}+c_{2}}$ along the second edge, and so on. A result of Riordan [46] states that the number of ordered rooted forests on vertices $\{1, \ldots, n\}$ with $m$ components is

$$
B_{n, m}:=m!\binom{n-1}{m-1} n^{n-m} .
$$

It follows that the number of trees $t$ with reduced tree $t^{*}$ and such that $t^{\prime}$ has $m$ vertices, is

$$
A_{k}\left(t^{*}\right) B_{n, m}\binom{m+e-1}{e-1}
$$

where $\binom{m+e-1}{e-1}$ is the number of weak compositions of $m$ into $e$ parts, and $A_{k}\left(t^{*}\right)$ is a combinatorial factor counting the possible locations of $v_{1}, \ldots, v_{k}$ in $t^{*}$. More precisely, $A_{k}\left(t^{*}\right)$ is the number of multi-sets of vertices from $t^{*}$ of size $k$ (with multiplicity) containing all leaves of $t^{*}$. In particular, if $t^{*}$ has $k$ leaves then $A_{k}\left(t^{*}\right)=1$. Since the total number of $k$-marked rooted trees on [ $n$ ] is $n^{n+1-k}$, and the number of binary plane trees with $k$ leaves is given by the $(k-1$ )'st Catalan number, straightforward approximations then prove Corollary 1.2.

It seems worthwhile to further observe that for any $p \in[1, \infty)$, the collection of laws of the random variables $\left(\left(n^{-1 / 2} M\left(T_{n}, S_{k}\right)\right)^{p}, n \geq 1\right)$ forms a uniformly
integrable family. To see this, using the notation of Theorem 1.1, let $E_{n}$ be number of edges in the subtree of $T_{n}$ spanned by its root $r=r\left(T_{n}\right)$ plus $V_{1}, \ldots, V_{k}$. By Theorem 1.1,

$$
M\left(T_{n}, S_{k}\right) \stackrel{d}{=} E_{n}+k
$$

Furthermore, writing $d_{n}$ for graph distance in $T_{n}$, we have

$$
E_{n}+k \leq \sum_{i=1}^{k} d_{n}\left(r, V_{i}\right)+k
$$

Since $\left(d_{n}\left(r, V_{i}\right), 1 \leq i \leq k\right)$ are i.i.d. it follows by a union bound that for $x>0$,

$$
\begin{equation*}
\mathbf{P}\left(\left(n^{-1 / 2} M\left(T_{n}, S_{k}\right)\right)^{p} \geq x\right) \leq k \mathbf{P}\left(d_{n}\left(r, V_{1}\right) \geq n^{1 / 2} x^{1 / p} / k-1\right) \tag{32}
\end{equation*}
$$

But the law of $d_{n}\left(r, V_{1}\right)$ is well-known (see [38] for an early derivation): we have, for $\ell \geq 1$,

$$
\begin{equation*}
\mathbf{P}\left(d_{n}\left(r, V_{1}\right) \geq \ell\right)=\prod_{j=1}^{\ell-1}\left(1-\frac{j}{n}\right) \leq \exp \left(-\frac{\ell(\ell-1)}{2 n}\right) \tag{33}
\end{equation*}
$$

Using (32) and (33), standard manipulations imply that for all $p \geq 1$,

$$
\begin{aligned}
& \lim _{K \rightarrow \infty} \sup _{n \geq 1} \mathbf{E}\left[\left(n^{-1 / 2} M\left(T_{n}, S_{k}\right)\right)^{p} \mathbf{1}_{\left\{\left(n^{-1 / 2} M\left(T_{n}, S_{k}\right)\right)^{p} \geq K\right\}}\right] \\
& \quad=\lim _{K \rightarrow \infty} \sup _{n \geq 1} \sum_{\ell \geq K} \mathbf{P}\left(n^{-1 / 2} M\left(T_{n}, S_{k}\right) \geq \ell^{1 / p}\right) \\
& \quad=0
\end{aligned}
$$

This establishes the claimed uniform integrability.
Finally, note that convergence in distribution and the above uniform integrability imply that in any space in which (a sequence of random variables with the laws of) $\left(n^{-1 / 2} M\left(T_{n}, S_{k}\right), n \geq 1\right)$ converges in probability to $\chi_{k}$ (a chi random variable with $2 k$ degrees of freedom), we additionally have convergence in $L^{p}$. This follows by standard arguments, for example, Theorem 13.7 of [49].

## APPENDIX B: EXCURSIONS, BRIDGES, TREES AND FORESTS

In this section, we describe the transformations of Section 5 in the language of excursions. This perspective on the results serves two purposes. First, in the excursion framework, a similarity is immediately apparent, between the results of the current paper and results of Aldous and Pitman [11] on scaling limits of random mappings and on decompositions of reflecting Brownian bridge. Though there seems to be no direct link between the main results of the two papers, the idea that they may possess a common strengthening is intriguing. Second, as noted in
the body of Section 5, a careful reader may have had questions about the precision of the definitions of some of the random objects under consideration, and the excursion-theoretic description clarifies such matters.

Let $e=(e(t), 0 \leq t \leq 1)$ be a standard Brownian excursion, and write $\mathcal{T}_{e}$ for the $\mathbb{R}$-tree coded by $e$. (We recall that the points of $\mathcal{T}_{e}$ are equivalence classes $\{[x], 0 \leq$ $x \leq 1\}$, where points $x, y \in[0,1]$ are equivalent if $e(x)=e(y)=\inf \{e(z): x \leq z \leq$ $y\}$, and refer the reader to [34] for more details of this standard construction.)

Next, let $\mathcal{A}_{e}=\left\{(s, y) \in[0,1] \times \mathbb{R}^{+}: 0 \leq y \leq e(s)\right\}$ be the set of points lying above the $x$-axis and below the graph of $e$. For each point $(x, y)$ in $A_{e}^{o}$, the interior of $A_{e}$, let

$$
\underline{s}(x, y)=\underline{s}(x, y, e)=\inf \left\{x^{\prime}: x^{\prime} \in(0, x), e(z) \geq y \forall z \in\left[x^{\prime}, x\right]\right\}
$$

and let

$$
\bar{s}(x, y)=\bar{s}(x, y, e)=\sup \left\{x^{\prime}: x^{\prime} \in(x, 1), e(z) \geq y \forall z \in\left[x, x^{\prime}\right]\right\} .
$$

In other words, the line segment $[\underline{s}(x, y), \bar{s}(x, y)] \times\{y\}$ is the maximal horizontal line segment through $(x, y)$ contained in $\mathcal{A}_{e}$.

We wish to obtain an excursion-theoretic representation of the Poisson process on $\operatorname{skel}\left(\mathcal{T}_{e}\right) \times[0, \infty)$ with intensity measure $\ell \otimes \operatorname{Leb}_{[0, \infty)}$, where $\ell$ is the length measure on $\operatorname{skel}\left(\mathcal{T}_{e}\right)$ and $\operatorname{Leb}_{[0, \infty)}$ is Lebesgue measure on $[0, \infty)$. To do so, for $(x, y) \in \mathcal{A}_{e}^{o}$, we view the points of $[\underline{s}(x, y), \bar{s}(x, y)) \times\{y\}$ as representing the point $[\underline{s}(x, y)]$ of $\operatorname{skel}\left(\mathcal{T}_{e}\right)$. We then consider a process $\mathcal{P}_{e}^{\circ}$ which, conditional on $e$, is a Poisson process on $\mathcal{A}_{e}^{o} \times[0, \infty)$ with intensity measure at $((x, y), t)$ given by

$$
\frac{d \mathrm{Leb}_{\mathcal{A}_{e}^{o}} \otimes d \mathrm{Leb}_{[0, \infty)}}{\overline{\bar{s}}(x, y, e)-\underline{s}(x, y, e)}
$$

For $t \in[0, \infty)$, let

$$
X_{t}=X_{t}\left(e, \mathcal{P}_{e}^{\circ}\right)=\left\{z \in[0,1]: \exists((x, y), s) \in \mathcal{P}_{e}^{\circ}, s \leq t, z \in[\underline{s}(x, y), \bar{s}(x, y)]\right\}
$$

In words, the (equivalence classes of) points of $X_{t}$ are the points of $\mathcal{T}_{e}$ lying in subtrees that have been cut by $\mathcal{P}_{e}^{\circ}$ by time $t$. We define $X_{t-}$ accordingly, let $Y_{t}=$ $[0,1] \backslash X_{t}$ and let $Y_{t-}=[0,1] \backslash X_{t-}$.

Next, for $0 \leq t \leq \infty$, let $m_{t}=\operatorname{Leb}_{[0,1]}\left(Y_{t}\right)$ be the Lebesgue measure of the points that are not yet cut at time $t$, and let $m_{t-}=\operatorname{Leb}_{[0,1]}\left(Y_{t-}\right)$. Then let $\mathcal{P}_{e}=$ $\left\{p=((x, y), t) \in \mathcal{P}_{e}^{\circ}: m_{t}<m_{t-}\right\}$ for the set of points that reduce the measure of the "uncut subtree." We next explain how the points of $\mathcal{P}_{e}$ yield a family of transformations of the excursion $e$.

For $z \in \bar{Y}_{t}$, the closure of $Y_{t}$, let $v_{t}(z)=\operatorname{Leb}_{[0,1]}\left([0, z] \cap Y_{t}\right)$. The function $v_{t}: \bar{Y}_{t} \rightarrow\left[0, m_{t}\right]$ is nondecreasing. Furthermore, the results of [8] imply that $v_{t}(1)=m_{t}$ and that for $0 \leq z<z^{\prime} \leq 1$ we have $v_{t}(z)=v_{t}\left(z^{\prime}\right)$ if and only if there exists $(x, y) \in \mathcal{A}_{e}^{o}$ such that $z=\underline{s}(x, y)$ and $z^{\prime}=\bar{s}(x, y)$. In other words, $v_{t}(z)=v_{t}\left(z^{\prime}\right)$ precisely if $[z]=\left[z^{\prime}\right]$ is the root of a subtree that is cut before or at time $t$.

Let $e_{t}^{0}:\left[1-m_{t}, 1\right] \rightarrow[0, \infty)$ be given by setting $e_{t}^{0}(z)=e\left(v_{t}^{-1}\left(z-\left(1-m_{t}\right)\right)\right)$, where $v_{t}^{-1}(u)=\inf \left\{x: v_{t}(x) \geq u\right\}$ [we could in fact take $v_{t}^{-1}(u)$ to be any point in the pre-image of $u$ under $v_{t}$; the comments of the preceding paragraph show that the value of $e\left(v_{t}^{-1}(u)\right)$ does not depend on this choice]. Then Theorem 4 of [8], together with the comments in Section 3.5 of that paper, implies that conditional on $m_{t}$, if the function $e_{t}^{0}$ is translated to have domain [ $0, m_{t}$ ] then the result is distributed as a standard Brownian excursion of length $m_{t}$. We define $m_{t-}, v_{t-}$ and the excursion $e_{t-}$ similarly.

Next, for each point $p=((x, y), t)$ of $\mathcal{P}_{e}$, we define a random function $e^{p}$ with domain $\left[1-m_{t-}, 1-m_{t}\right]$ as follows. For $z \in\left[1-m_{t-}, 1-m_{t}\right]$, set

$$
e^{p}(z)=e_{t-}\left(v_{t-}^{-1}(\underline{s}(x, y))+z\right)
$$

Notice that

$$
\left(1-m_{t}\right)-\left(1-m_{t-}\right)=m_{t-}-m_{t}=v_{t-}(\bar{s}(x, y))-v_{t-}(\underline{s}(x, y))
$$

Translated to have range $\left[0, v_{t-}(\bar{s}(x, y))-v_{t-}(\underline{s}(x, y))\right]$, the excursion $e^{p}$ then codes the tree cut by point $p$ under the standard coding of trees by excursions.

Finally, for $t \in[0, \infty)$ let $e_{t}:[0,1] \rightarrow[0, \infty)$ be the unique function such that $\left.e_{t}\right|_{\left[1-m_{t}, 1\right]} \equiv e_{t}^{0}$ and such that for each $p=(x, y, s) \in \mathcal{P}_{e}$ with $0 \leq s \leq t$,

$$
\left.e_{t}\right|_{\left[1-m_{s-}, 1-m_{s}\right]} \equiv e^{p}
$$

The function $e_{t}$ is the "concatenation" of the functions

$$
\left\{e^{p}, p=(x, y, s) \in \mathcal{P}_{e}: 0 \leq s \leq t\right\}
$$

and of the function $e_{t}^{0}$. We define the function $e_{t-}$ similarly. The function $e_{t}$ is comprised of a countably infinite number of excursions away from zero; the trees coded by these excursions together comprise the $\mathbb{R}$-forest $\left(\mathcal{F}_{t}, d_{t}, \mu_{t}\right)$ of Section 5 . A similar coding of a random continuum forest, by a reflecting Brownian bridge conditioned on its local time at zero, is described in [8], Section 3.5.

The random variables ( $e_{t}, t \geq 0$ ) are consistent in the sense that for any fixed $s \in[0,1)$, there is an almost surely finite time $t_{0}$ such that for all $t^{\prime}>t \geq t_{0}$, $\left.e_{t^{\prime}}\right|_{[0, s]}=\left.e_{t}\right|_{[0, s]}$. It follows that the limit $e_{\infty}=\lim _{t \rightarrow \infty} e_{t}$ is almost surely welldefined.

In the current terminology, for $0 \leq t \leq \infty$, we have

$$
L(t)=\int_{0}^{t} m_{s} d s
$$

We view $\left.e_{t}\right|_{\left[0,1-m_{t}\right]}=\left.e_{\infty}\right|_{\left[0,1-m_{t}\right]}$ as coding a random measured $\mathbb{R}$-tree with mass $1-m_{t}$, as follows. Let $d_{t}^{*}:\left[0,1-m_{t}\right] \rightarrow[0, \infty)$ be given by setting

$$
d_{t}^{*}(u, v)=e_{t}(v)+e_{t}(u)-2 \inf _{u \leq s \leq v} e_{t}(s)+L\left(s_{v}\right)-L\left(s_{u}\right)
$$

for all $0 \leq u \leq v \leq 1-m_{t}$ such that there exist $s_{u}, s_{v} \in[0, t]$ for which $u \in[1-$ $m_{s_{u}-}, 1-m_{s_{u}}$ ) and $v \in\left[1-m_{s_{v}-}, 1-m_{s_{v}}\right)$.

Then the tree $\left(\widehat{\mathcal{T}}_{t}, \hat{d}_{t}, \hat{\mu}_{t}\right)$ of Section 5 may be defined as follows. Set $\widehat{\mathcal{T}}_{t}=$ $\left\{[u], 0 \leq u \leq 1-m_{t}\right\}$, where $[u]$ denotes the equivalence class of $u:[u]=\{0 \leq$ $\left.v \leq 1-m_{t}: d_{t}^{*}(u, v)=0\right\}$. Let $\hat{d}_{t}$ be the push-forward of $d_{t}^{*}$ to $\widehat{\mathcal{T}}_{t}$, and let $\hat{\mu}_{t}$ be the push-forward of Lebesgue measure on $\left[0,1-m_{t}\right]$ to $\widehat{\mathcal{T}}_{t}$.

The content of the first assertion of Theorem 5.1 is that $e_{\infty}$ is distributed as a reflecting Brownian bridge; we may see the equivalence between the first part of Theorem 5.1 and the latter statement as follows. First, a standard and trivial extension of Theorem 5.2, states that a uniformly random doubly-marked tree on [ $n$ ] converges to $\left(\mathcal{T}, d, \mu,\left(\rho, \rho^{\prime}\right)\right)$ with respect to $d_{\mathrm{GHP}}^{2}$, where $(\mathcal{T}, d, \mu)$ is a Brownian CRT and $\rho, \rho^{\prime}$ are independent elements of $\mathcal{T}$, each with law $\mu$. Next, recall the standard one-to-one map between doubly-marked trees on $[n]$ and ordered rooted forests on $[n]$ which "removes the edges on the path between the two marked vertices." Finally, results from [11]-in particular, the first two distributional convergence results in Theorem 8 of that paper, together with the remark in Section 10-imply that that the contour process of a uniformly random ordered rooted forest on $[n]$ converges after appropriate rescaling to a reflecting Brownian bridge. (We remark that a direct encoding of a doubly-rooted Brownian CRT by reflecting Brownian bridge, also mentioned in the Introduction, is given in [15]. The latter is closely related to, but distinct from, the encoding obtained by considering ordered rooted forests as above.)

Next, for each point $p=((x, y), t) \in \mathcal{P}_{e}$, let

$$
u_{p}=1-m_{t}+v_{t}(\underline{s}(x, y, e)) \in\left[1-m_{t}, 1\right] .
$$

If we view $e_{t}^{0}$ as coding a tree, then the (equivalence class of the) point $u_{p}$ is a leaf of this tree. Then let $y_{p}=y_{p}\left(e, \mathcal{P}_{e}\right)$ be the push-forward of $u_{p}$ under the map that sends $e_{t} \rightarrow e_{\infty}$. In other words, let $p^{\prime}=\left(\left(x^{\prime}, y^{\prime}\right), t^{\prime}\right)$ be the a.s. unique point of $\mathcal{P}_{e}$ with $t^{\prime}>t$, with $\underline{s}\left(x^{\prime}, y^{\prime}, e\right)<\underline{s}(x, y, e)$, with $\bar{s}\left(x^{\prime}, y^{\prime}, e\right)>\bar{s}(x, y, e)$, and minimizing $t^{\prime}$ subject to these constraints. Then we set

$$
y_{p}\left(e, \mathcal{P}_{e}\right)=1-m_{t^{\prime}-}+v_{t^{\prime}-}(\underline{s}(x, y, e))-v_{t^{\prime}-}\left(\underline{s}\left(x^{\prime}, y^{\prime}, e\right)\right) .
$$

The second assertion of Theorem 5.1 is that conditional on $e_{\infty}$, the law of $\left\{y_{p}, p \in\right.$ $\left.\mathcal{P}_{e}\right\}$ is the same as that of the following family of random variables. Let $Z=\{z \in$ $\left.(0,1): e_{\infty}(z)=0\right\}$. Then independently for each $z \in Z$ let $Y_{z}$ be uniform on $[z, 1]$.

We remark that a related family of random variables plays a role in Theorem 8 of [11] (in particular in the third distributional convergence of that theorem). The latter theorem, which describes a distributional limit for uniformly random mappings of [ $n$ ], has several suggestive similarities to our main result. We do not see any direct relation between the distributional limits described in that paper and those established here. Establishing such a relation would certainly be of interest, and would likely yield insights in both the discrete and limiting settings.
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