
Stochastic Systems

2013, Vol. 3, No. 1, 262–321
DOI: 10.1214/12-SSY085

FLUID LIMITS FOR OVERLOADED MULTICLASS

FIFO SINGLE-SERVER QUEUES WITH GENERAL

ABANDONMENT

By Otis B. Jennings and Amber L. Puha∗

California State University San Marcos

We consider an overloaded multiclass nonidling first-in-first-out
single-server queue with abandonment. The interarrival times, service
times, and deadline times are sequences of independent and identi-
cally, but generally distributed random variables. In prior work, Jen-
nings and Reed studied the workload process associated with this
queue. Under mild conditions, they establish both a functional law of
large numbers and a functional central limit theorem for this process.
We build on that work here. For this, we consider a more detailed
description of the system state given by K finite, nonnegative Borel
measures on the nonnegative quadrant, one for each job class. For
each time and job class, the associated measure has a unit atom as-
sociated with each job of that class in the system at the coordinates
determined by what are referred to as the residual virtual sojourn
time and residual patience time of that job. Under mild conditions,
we prove a functional law of large numbers for this measure-valued
state descriptor. This yields approximations for related processes such
as the queue lengths and abandoning queue lengths. An interesting
characteristic of these approximations is that they depend on the
deadline distributions in their entirety.

1. Introduction. Here we consider a single-server queue fed by K ar-
rival streams, each corresponding to a distinct job class. Upon arrival, each
job declares its service time and deadline requirements. If a job doesn’t en-
ter service within the deadline time of its arrival, it abandons the queue
before initiating service. Otherwise it remains in queue until it receives its
full service time requirement. Nonabandoning jobs are served in a nonidling,
first-in-first-out (FIFO) fashion. The queue is assumed to be overloaded, i.e.,
the offered load exceeds one. In addition, it is assumed that the interarrival
times, service times, and deadline times are mutually independent sequences
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of independent and identically, but generally distributed random variables.
One aim of this work is to provide approximations for functionals such as
the queue-length process.

Queueing systems with abandonment are observed in many applications.
Hence, it is a natural phenomenon to study. For FIFO single-server queues
with abandonment, the earliest analysis focused on models with exponential
abandonment [1], which is not an ideal modeling assumption. Thereafter,
general abandonment distributions were considered in [3], which restricted
to Markovian service and arrival processes. Shortly thereafter, stability con-
ditions were determined in [2] without the Markovian restriction. In the
last decade, there has been considerable progress with analyzing the crit-
ically loaded FIFO single-server queue with general abandonment [7, 19].
Here we focus on general abandonment for the multiclass overloaded FIFO
single-server model described above.

In [11], Jennings and Reed study the workload process associated with
this queue under the assumption that the abandonment distributions are
continuous. Note that the workload process is well defined since each job
declares its deadline upon arrival. In particular, the value of the workload
process is increased by a job’s service time at its arrival time if and only
if the value of the workload process immediately before the job’s arrival is
strictly less than the job’s deadline time. As usual, the value of the workload
decreases at rate one while the workload is positive. Under mild conditions,
they establish both a functional law of large numbers and a functional central
limit theorem for this process.

In this paper, we build on that work. One outcome is to provide a fluid
approximation for the vector-valued queue-length process. Because the aban-
donment distributions are not necessarily exponential, the queue-length vec-
tor together with the vector of residual interarrival times, class in service,
and residual service time does not provide a Markovian description of the
system state. Additional information about the residual deadline times is
also needed. We track this information using a measure-valued state de-
scriptor, which is defined precisely in Section 2.1. We give an informal de-
scription here. The state Z(t) of the system at time t consists of K finite,
nonnegative Borel measures on R

2
+, one for each class, where R+ denotes

the nonnegative real numbers. Each measure consists entirely of unit atoms,
one corresponding to each job of that class in the system. The coordinates
of each atom are determine by two quantities associated with the job. The
first coordinate is the residual virtual sojourn time of that job, which is the
amount of work in the system (the cumulative residual service times of jobs
that don’t abandon) associated with this job and the jobs that arrived ahead
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of it. The second coordinate is the residual patience time. This is given by
the job’s deadline minus the time in system if it will abandon before entering
service, and is given by the job’s deadline plus its service time minus the
time in system otherwise. Note that the atoms associated with jobs that will
eventually be served are initially located in R

2
+ above the line of slope one

intersecting the origin, while the atoms associated with jobs that won’t be
served are initially placed on or below this line. With this description, new
jobs arrive and the corresponding unit atoms are added at the appropriate
coordinates of the system state. Further, each coordinate of each atom de-
creases at rate one until the unit atom reaches one of the coordinate axes
and exits the system. Jobs associated with atoms that hit the vertical coor-
dinate axis exit due to service completion. Jobs associated with atoms that
ultimately hit the horizontal coordinate axis exit due to abandonment (see
Figure 1).

Our choice of state descriptor is reminiscent of the one used by Gromoll,
Robert, and Zwart [9] to analyze an overloaded processor sharing (PS) queue
with abandonment. One distinction is that their work is for a single-class
queue, and therefore has one coordinate rather than K. Another is that the
first coordinate for the unit atom associated with a given job in the PS
system is simply the job’s residual service time. We use the residual virtual
sojourn time to determine the first coordinate since it captures the order
of arrivals, which is needed for FIFO. The evolution of the state descriptor
in [9] is slightly more complicated than the one used here. In both cases,
the residual patience times decrease at rate one, but in [9] the service times
decrease at rate one over the number of jobs in the queue. Hence, the nice
relationship with the line of slope one intersecting the origin present in the
FIFO model is not present in the PS model. However, in both models it is
true that hitting a coordinate axis corresponds to exiting the system with the
vertical axis being associated with service completion and the horizontal axis
being associated with abandonment. So this work provides an example of
how the modeling framework developed for analyzing PS with abandonment
can be adapted to yield an analysis in another abandonment setting.

Measure valued processes have been used rather extensively for modeling
many server queues with and without abandonment (see [13, 14, 15, 16],
and [17]). An important distinction between single-server and many server
first-come-first-serve queues is that the later is not first-in-first-out. There-
fore the measure valued descriptor and analysis given here is quite different
from that found in the many server queues literature.

We develop a fluid approximation for this measure-valued state descriptor,
which yields fluid approximations for the queue-length vector and other func-
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tionals of interest. Similarly to the approximations derived in [11] and [20],
these approximations depend on the entire abandonment distribution of each
job class. We begin by introducing an associated fluid model, which can be
viewed as a formal law of large numbers limit of the stochastic system. Hence
fluid model solutions are K-dimensional measure-valued functions with each
coordinate taking values the space of finite, nonnegative Borel measures on
R
2
+ that satisfy an appropriate fluid model equation (see (26)). We analyze

the behavior of fluid model solutions. Through this analysis we identify a
nonlinear mapping from the fluid workload to the fluid queue-length vector
(see (30)). Using the nature of fluid model solutions, this mapping is refined
to yield the approximations for the number of jobs of each class in queue
that will and will not abandon (see (31) and (32)). In a similar spirit, we
obtain approximations for the number of jobs of each class in system of a
certain age or older (see (33) and (34)). In addition, we characterize the
invariant states for this fluid model (Theorem 3.3).

Next we justify interpreting fluid model solutions and functionals de-
rived from them as first order approximations of prelimit functionals in
the stochastic model by proving a fluid limit theorem (Theorem 3.2). It
states that under mild assumptions the fluid scaled state descriptors for the
stochastic system converge in distribution to measure-valued functions that
are almost surely fluid model solutions. A basic element of our fluid limit
result is the nature of the scaling employed. Consistent with the frame-
work in [11], we accelerate both the arrival process and the service rates,
while leaving the abandonment times unchanged. One should think of a
concomitant speeding up of the server’s processing rate to accommodate
the increased customer demand; the content of the work for any particu-
lar customer is the same. We assume any given customer is unaffected by
the increase in the number of fellow customers, but rather it is the time in
queue that triggers abandonment. Hence, abandonment propensity does not
require adjusting as the other system parameters increase.

The paper is organized as follows. We conclude this section with a list-
ing of our notation. The formal stochastic and fluid models are given Sec-
tion 2. Then, in Section 3, we present the main results (Theorems 3.1, 3.2
and 3.3) and several approximations derived from our fluid model. Theo-
rems 3.1 and 3.3 are proved in Section 4. In the final two sections, we provide
the proof of Theorem 3.2. The proof of tightness is presented in Section 5,
while the characterization of fluid limit points as fluid model solutions is
presented in Section 6. For this, we prove a functional law of large numbers
for a sequence of measure-valued processes that we refer to as residual dead-
line related processes (see Lemma 5.3). Since the residual deadline related
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processes don’t include information about the service discipline, the result
in Lemma 5.3 may be of more general interest for analyzing queues with
abandonment.

1.1. Notation. The following notation will be used throughout the paper.
Let N denote the set of strictly positive integers and let R denote the set
of real numbers. For x, y ∈ R, x ∨ y = max(x, y), x ∧ y = min(x, y), and
x+ = x∨0. For x ∈ R, ⌊x⌋ denotes the largest integer less than or equal to x
and ⌈x⌉ denotes the smallest integer greater than or equal to x. For x ∈ R,
‖x‖ = |x| and for x ∈ R

2, ‖x‖ =
√

x21 + x22.
The nonnegative real numbers [0,∞) will be denoted by R+. Let B1 denote

the Borel subsets of R+ and B2 denote the Borel subsets of R
2
+. On occasion

we will use the notation R
1
+ in place of R+. For a Borel set B ∈ Bi, i = 1, 2,

we denote the indicator function of the set B by 1B . For i = 1, 2, B ∈ Bi

and x ∈ R
i
+, let Bx denote the x-shift of the set B, which is given by

(1) Bx = {y ∈ R
i
+ : y − x ∈ B}.

Given x ∈ R+ and B ∈ B2, we adopt the following shorthand notation:

Bx = B(x,x).

For i = 1, 2, B ∈ Bi, and κ > 0, let Bκ denote the κ-enlargement of B,
which is given by

(2) Bκ =

{

x ∈ R
i
+ : inf

y∈B
‖x− y‖ < κ

}

.

Notice that given i = 1, 2 and B ∈ Bi, (B
κ)x ⊆ (Bx)

κ, but (Bκ)x and (Bx)
κ

are not necessarily the same set. In particular, the set resulting from shifting
before enlarging may contain additional points. We adopt the convention
that Bκ

x = (Bx)
κ, i.e., Bκ

x is the larger of the two sets.
For i = 1, 2, let Cb(R

i
+) denote the set of bounded continuous functions

from R
i
+ to R. Given a finite, nonnegative Borel measure ζ on R

i
+, let L(ζ)

denote the set of Borel measurable functions from R
i
+ to R that are in-

tegrable with respect to ζ. For g ∈ L(ζ), we define 〈g, ζ〉 =
∫

Ri
+
gdζ and

adopt the shorthand notation ζ(B) = 〈1B , ζ〉 for B ∈ Bi. In addition, let
χ : R+ → R be the identify map χ(x) = x for all x ∈ R+. Given a finite,
nonnegative Borel measure ζ on R+, if χ ∈ L(ζ), i.e., if 〈χ, ζ〉 < ∞, we say
that ζ has a finite first moment.

For i = 1, 2, let Mi denote the set of finite, nonnegative Borel measures
on R

i
+. The zero measure in Mi is denoted by 0. For x ∈ R+, δx ∈ M1
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is the measure that puts one unit of mass at x. Similarly, for x, y ∈ R+,
δ(x,y) ∈ M2 is the measure that puts one unit of mass at (x, y). The set
Mi is endowed with the weak topology, that is, for ζn, ζ ∈ Mi, n ∈ N, we
have ζn

w→ ζ as n → ∞ if and only if 〈g, ζn〉 → 〈g, ζ〉 as n → ∞, for all
g ∈ Cb(R

i
+). With this topology, Mi is a Polish space [18]. Also define

MK
i = {(ζ1, . . . , ζK) : ζk ∈ Mi for 1 ≤ k ≤ K}.

Then MK
i endowed with the product topology is also a Polish space. Given

ζ ∈ MK
i and g ∈ ∩K

k=1L(ζk), we define the shorthand notation

〈g, ζ〉 = (〈g, ζ1〉 , . . . , 〈g, ζK〉).

Given i = 1, 2 and ζ ∈ MK
i , it will be handy to introduce the notation

ζ+ ∈ Mi for the superposition measure, which is given by

(3) ζ+(B) =

K
∑

k=1

ζk(B), for all B ∈ Bi.

Let M1,0 denote the subset of M1 containing those measures that assign
zero measure to the set {0}. Similarly, let M2,0 denote the subset of M2

containing those measures that assign measure zero to the set

(4) C = R+ × {0} ∪ {0} ×R+.

For x, y ∈ R+, let δ
+
x ∈ M1,0 and δ+(x,y) ∈ M2,0 respectively denote the

measures that put a unit mass at the point x if x > 0 and (x, y) if x, y > 0,
and are the zero measure otherwise. For i = 1, 2, the set MK

i,0 is defined

analogously to MK
i except that ζk ∈ Mi,0 for 1 ≤ k ≤ K. In addition,

let B1,0 denote those sets in B1 that do not contain zero. Similarly, let B2,0

denote those sets in B2 that do not meet the set C.
Finally, we will use “⇒” to denote convergence in distribution of random

elements of a metric space. Following Billingsley [4], we will use P and E

respectively to denote the probability measure and expectation operator
associated with whatever space the relevant random element is defined on.
All stochastic processes used in this paper will be assumed to have paths
that are right continuous with finite left limits (r.c.l.l.). For a Polish space S,
we denote by D([0,∞),S) the space of r.c.l.l. functions from [0,∞) into S,
and we endow this space with the usual Skorohod J1-topology (cf. [5]). There
are six Polish spaces that will be considered in this paper: R, R+, M1, M

K
1 ,

M2, and MK
2 .
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2. The Stochastic and Fluid Models.

2.1. The Stochastic Model. In this section, we define the model of the
GI/GI/1 + GI queue serving K distinct customer classes, which will be used
for the remainder of the paper.

Initial condition and associated system dynamics. The initial condition
specifies the number Z+(0) of jobs in the queue at time zero, as well as
the initial virtual sojourn time, initial patience time and class of each job.
Assume that Z+(0) is nonnegative integer-valued random variable that is
finite almost surely. The initial virtual sojourn times, initial patience times
and classes are the first, second, and third coordinates respectively of the
first Z+(0) elements of the random sequence {(w̃j , p̃j, kj)}j∈N ⊂ R+ ×R+ ×
{1, . . . ,K}. For 1 ≤ j ≤ Z+(0), the initial job with initial virtual sojourn
time w̃j , initial patience time p̃j, and class kj is called job j.

We assume that the elements of the sequence {w̃j}j∈N are finite, positive,
and nondecreasing, which reflects the fact that the service discipline is first-
in-first-out. In particular, the job with the smallest index is regarded as
having arrived to the system before all other jobs, and therefore has the
smallest initial virtual sojourn time. This is the job currently in service and
w̃1 represents the time until its service is completed. The remaining jobs are
waiting in the queue in order. For 2 ≤ j ≤ Z+(0), w̃j represents the amount
of time that job j will remain in the system, provided that it doesn’t abandon
before entering service.

We assume that the elements of the sequence {p̃j}j∈N are finite and pos-
itive, which reflects the fact that none of the jobs would be regarded as
having abandoned the queue by time zero. For 1 ≤ j ≤ Z+(0) such that
p̃j > w̃j , job j is sufficiently patient to wait in the queue until service com-
pletion. For 1 ≤ j ≤ Z+(0) such that p̃j ≤ w̃j, job j abandons the queue at
time p̃j before entering service. We assume that w̃1 < p̃1, which reflects the
fact that job 1 is presently in service and is therefore patient enough to stay
in the queue until service completion. For 2 ≤ j ≤ Z+(0), we assume that
p̃j ≤ w̃j if and only if w̃j = w̃j−1. When j is such that p̃j > w̃j, one regards
w̃j − w̃j−1 as the service time of job j and this service time is included in
the initial virtual sojourn time of all jobs ℓ such that j ≤ ℓ ≤ Z+(0). When
j is such that p̃j ≤ w̃j , a service time for job j is not included in any of the
initial virtual sojourn times.

Since the queue is nonidling and first-in-first-out, all Z+(0) jobs in the
system at time zero will either abandon or be served by timeW (0) = w̃Z+(0).
We refer to W (0) as the initial workload.
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A convenient way to express the initial condition is to define an initial
random measure Z(0) ∈ MK

2 . For this, we will find it convenient to separate

the sequence {(w̃j , p̃j , kj)}Z+(0)
j=1 intoK separate sequences {(w̃k,j , p̃k,j)}Zk(0)

j=1 ,
one for each class. For 1 ≤ k ≤ K, let Zk(0) denote the number of class k
initial jobs. Given 1 ≤ k ≤ K, for 1 ≤ j ≤ Zk(0), let i(k, j) be the jth
smallest index such that ki(k,j) = k and set w̃k,j = w̃i(k,j) and p̃k,j = p̃i(k,j).
Then, for 1 ≤ k ≤ K, let Zk(0) ∈ M2 be given by

Zk(0) =

Zk(0)
∑

j=1

δ+(w̃k,j ,p̃k,j)
,

which equals 0 if Zk(0) = 0. Then let

Z(0) = (Z1(0), . . . ,ZK(0)).

Our assumptions imply that Z(0) satisfies

(5) P

(

max
1≤k≤K

〈1,Zk(0)〉 ∨W (0) <∞
)

= 1.

Furthermore,

P

(

max
1≤k≤K

Zk(0)(C) = 0

)

= 1.

In particular, Z(0) ∈ MK
2,0 almost surely.

Stochastic primitives and associated system dynamics. The stochastic prim-
itives consist of K exogenous arrival processes Ek(·), 1 ≤ k ≤ K, K se-
quences of service times {vk,i}i∈N, 1 ≤ k ≤ K, and K sequences of deadlines
{dk,i}i∈N, 1 ≤ k ≤ K. We assume that the exogenous arrival processes, the
sequences of service times, and the sequences of deadlines are all independent
of one another.

For a given 1 ≤ k ≤ K, the class k arrival process Ek(·) is a rate λk ∈
(0,∞) renewal process. For t ∈ [0,∞), Ek(t) represents the number of class
k jobs that arrive to the queue during the time interval (0, t]. We assume
that the interarrival times are strictly positive and denote the sequence
of interarrival times by {ξk,i}i∈N. Class k jobs arriving after time zero are
indexed by integers j > Zk(0). For t ∈ [0,∞), let

(6) Ak(t) = Zk(0) + Ek(t).

Then class k job j arrives at time tk,j = inf{t ∈ [0,∞) : Ak(t) ≥ j}. Hence,
for j′ < j, tk,j′ ≤ tk,j and we say that class k job j′ arrives before class
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k job j. The inequality is strict for indices j > Zk(0). Moreover, for each
j ≤ Zk(0), tk,j = 0.

Given 1 ≤ k ≤ K, for each i ∈ N, the random variable vk,i represents
the service time of the (Zk(0) + i)th class k job. That is, class k job j >
Zk(0) has service time vk,j−Zk(0). Assume that the random variables {vk,i}i∈N
are strictly positive and form an independent and identically distributed
sequence with finite positive mean 1/µk. Define the class k offered load to
be ρk = λk/µk. We assume that the queue is overloaded. In particular, we
assume that ρ =

∑K
k=1 ρk > 1.

Given 1 ≤ k ≤ K, for each i ∈ N, the random variable dk,i represents the
deadline of the (Zk(0) + i)th class k job. That is, class k job j > Zk(0) has
deadline dk,j−Zk(0). Assume that the random variables {dk,i}i∈N are strictly
positive and form an independent and identically distributed sequence of
random variables with common continuous distribution Γk. Assume that the
mean 1/γk is finite. Let Fk(·) denote the cumulative distribution function
associated with Γk, i.e., Fk(x) = 〈1[0,x],Γk〉 for all x ∈ R+. Denote its
complement by Gk(·) = 1− Fk(·).

As is the case for jobs in the system at time zero, jobs arriving after
time zero are served in a first-in-first-out, nonidling fashion. A class k job
j arriving to the system after time zero immediately enters service if the
server is available. Otherwise, for class k job j to be served, it must wait
until all other jobs currently in the queue exit via service completion or
abandonment. If class k job j has not entered service before time tk,j +
dk,j−Zk(0), class k job j abandons the queue at this time. Otherwise, when
class k job j enters service, it is served for vk,j−Zk(0) time units.

It will be convenient to combine the exogenous arrival process and dead-
lines into a single measure-valued deadline process.

Definition 2.1. For 1 ≤ k ≤ K, the class k deadline process is given
by

Dk(t) =

Ek(t)
∑

i=1

δdk,i , t ∈ [0,∞).

Then the deadline process is given by

D(t) = (D1(t), . . . ,DK(t)), t ∈ [0,∞).

Note thatDk(·) ∈ D([0,∞),M1) for 1 ≤ k ≤ K andD(·) ∈ D([0,∞),MK
1 ).

The workload process. The workload process W (·) ∈ D([0,∞),R+) tracks
as a function of time, the amount of time needed for the server to process
all jobs currently in the system that will not abandon. If no additional
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jobs were to arrive after time t, the system would be empty W (t) time
units in the future. This quantity also records the amount of time that a
newly arriving job would have to wait before being served, if the job were
sufficiently patient. In particular, as in [11], W (·) almost surely satisfies, for
all t ∈ [0,∞),

W (t) = W (0) +

K
∑

k=1

∫

(0,t]
vk,Ek(s)1{dk,Ek(s)>W (s−)}dEk(s)−B(t),(7)

B(t) =

∫ t

0
1{W (s)>0}ds.(8)

Here B(·) denotes the busy time process. Since the server works at rate one
during any busy period, the amount of work served by time t is equal to
B(t). Occasionally, it will be convenient to refer to the idle time process,
which is given by I(t) = t−B(t) for t ∈ [0,∞). For a given time t, the first
and second terms in (7) add up all of the work that enters the system by
time t and doesn’t abandon before entering service. Note that because of
the indicator in the integrand, a particular job’s service time is added to the
workload if and only if that job will not abandon before it enters service.
Fluid and diffusion limit results for this process were proved in [11], where
it was referred to as the virtual waiting time process. We will leverage that
fluid limit result to carry out the analysis here.

Evolution of the virtual sojourn times and patience times. For 1 ≤ k ≤ K,
let

wk,j =

{

w̃k,j, 1 ≤ j ≤ Zk(0),

W (tk,j), j > Zk(0),

pk,j =

{

p̃k,j, 1 ≤ j ≤ Zk(0),

dk,j−Zk(0) + vk,j−Zk(0)1{dk,j−Zk(0)>W (tk,j−)}, j > Zk(0).

Note that for each 1 ≤ k ≤ K and j > Zk(0),

W (tk,j) =W (tk,j−) + vk,j−Zk(0)1{dk,j−Zk(0)>W (tk,j−)}.

Hence, if class k job j is served, wk,j includes the job’s service time in
addition to the time spent waiting for service to begin. So, if class k job j
is served, it stays in the system wk,j time units. Therefore, wk,j is referred
to as the virtual sojourn time of class k job j. Further, pk,j represents the
initial patience of class k job j. If a class k job j arriving after time zero will
enter service before time tk,j + dk,j−Zk(0), the job’s patience time is taken
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to be dk,j−Zk(0) + vk,j−Zk(0) to account for the fact that it will not abandon
dk,j−Zk(0) time units after arrival. Instead, it will stay until time tk,j + wk,j

when it receives its full service time requirement. Otherwise, if class k job j
won’t enter service before the deadline expires, the job will abandon at time
tk,j + dk,j−Zk(0), and pk,j = dk,j−Zk(0). Then for each 1 ≤ k ≤ K and j ∈ N,
the sojourn time sk,j of class k job j is given by

sk,j = min(wk,j , pk,j).

This quantity indicates precisely how long class k job j will reside in the
system.

For all t ∈ [0,∞), 1 ≤ k ≤ K, and 1 ≤ j ≤ Ak(t), define

wk,j(t) = (wk,j − (t− tk,j))
+,(9)

pk,j(t) = (pk,j − (t− tk,j))
+.(10)

For 1 ≤ k ≤ K, j ∈ N and t ≥ tk,j, wk,j(t) and pk,j(t) respectively represent
the residual virtual sojourn time and residual patience time of class k job
j at time t. Then the residual sojourn time sk,j(t) for class k job j at time
t ≥ tk,j is given by

sk,j(t) = min(wk,j(t), pk,j(t)).

Measure-valued state descriptor. For 1 ≤ k ≤ K, define the class k state
descriptor by

(11) Zk(t) =

Ak(t)
∑

j=1

δ+(wk,j(t),pk,j(t))
, t ∈ [0,∞).

The state descriptor is defined as

(12) Z(t) = (Z1(t), . . . ,ZK(t)), t ∈ [0,∞).

For each 1 ≤ k ≤ K, Zk(·) ∈ D([0,∞),M2), and Z(·) ∈ D([0,∞),MK
2 ).

Figure 1 depicts one component of a hypothetical system state at a fixed
time. The points in the figure correspond to unit atoms of the measure. All
points move to the left and down at rate one. The dotted diagonal line p = w
separates the points in the figure into two groups. The jobs associated with
points on or below the line will eventually abandon; the points above the line
represent jobs that will be served. Once a point reaches one of the coordinate
axes it immediately leaves the system and so is no longer included in the
system state. Among all of the components of the system state, there is a
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Fig 1. One coordinate of a hypothetical system state at a fixed time with depicted transi-

tions.

unique point that has the smallest residual virtual sojourn time coordinate
and lies above the diagonal. This point corresponds to the job currently in
service.

Notice that in Figure 1 there are three sets of points that are aligned
vertically. In each set, at most one of these points is above the dotted line
and the corresponding job will be served. For each residual virtual sojourn
time assumed by some job that is in the system at this fixed time, there is
exactly one of these jobs for which the location of the corresponding point
in the component of the state descriptor associated with that job’s class
lies above the diagonal. This job will be served and it arrived before any
other job with the same residual virtual sojourn time. These later arriving
jobs aren’t patient enough to remain in queue until service begins. Instead
each will abandon. Therefore the corresponding points in the components of
the state descriptor associated with those jobs’ classes lie on or below the
diagonal. Although their sequence of arrivals relative to one another is not
captured by the state descriptor, the relative residual patience times reveal
the order in which they will abandon.
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The state descriptor satisfies the following system of dynamic equations.
For each 1 ≤ k ≤ K and for all B ∈ B2,0 and t ∈ [0,∞),

(13) Zk(t)(B) =

Ak(t)
∑

j=1

1Bt−tk,j
(wk,j, pk,j).

To see this, simply note that for each B ∈ B2,0, x ∈ R+, and w, p > 0,

((w − x)+, (p− x)+) ∈ B ⇔ (w − x, p− x) ∈ B ⇔ (w, p) ∈ Bx.

The dynamic equation (13) is equivalent to

(14) Zk(t)(B) = Zk(0)(Bt) +

Ak(t)
∑

j=1+Zk(0)

1Bt−tk,j
(wk,j, pk,j).

Given B ∈ B2,0 and x, y ∈ R+, notice that

(Bx)y = Bx+y.

This together with (13) implies that, for each 1 ≤ k ≤ K and for all B ∈ B2,0

and h, t ∈ [0,∞),

(15) Zk(t+ h)(B) = Zk(t)(Bh) +

Ak(t+h)
∑

j=Ak(t)+1

1Bt+h−tk,j
(wk,j, pk,j).

2.2. The Fluid Model. In this section, we define the fluid model associ-
ated with this GI/GI/1+GI queue with K distinct job classes. The primitive
data for this fluid model consists of the vector λ of arrival rates, the vec-
tor µ of service rates, and the vector Γ of deadline distributions. The triple
(λ, µ,Γ) is referred to as supercritical data since ρ > 1. We begin by sum-
marizing the results in [11] that suggest a workload fluid model. Then, we
develop a full measure-valued fluid model. For this, we first need to define
the scaling regimes that yield the desired limiting dynamics.

The Sequence of Time Accelerated Systems. We consider a sequence of
systems indexed by n ∈ N in which the arrival rates and mean service times
in the nth system are sped up by a factor of n. We use a superscript n to
denote all processes and parameters associated with the nth system.

Specifically, the interarrival times {ξnk,i}i∈N for class k in the nth system
are given by ξnk,i = ξk,i/n for i ∈ N. Then En

k (·) denotes the class k exogenous
arrival processes in the nth system. Hence, for 1 ≤ k ≤ K, En

k (t) = Ek(nt)
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for t ∈ [0,∞) and λnk = nλk. Similarly, the class k service times {vnk,i}i∈N
in the nth system are given by vnk,i = vk,i/n for i ∈ N. Then µnk = nµk and
ρnk = ρk. Hence, ρ

n = ρ.
The deadline sequence is unscaled. In particular, for each 1 ≤ k ≤ K and

n, i ∈ N, dnk,i = dk,i. Hence, we omit the superscript when referring to the
class k deadlines, distribution Γk, mean 1/γk, and cumulative distribution
function Fk or its complement Gk. Then the class k deadline process for the
nth system is given by

Dn
k (t) =

En
k
(t)

∑

i=1

δdk,i , t ∈ [0,∞),

and Dn(·) = (Dn
1 (·), . . . ,Dn

K(·)).
For each n ∈ N, there is an initial condition Zn(0) and {(w̃n

j , p̃
n
j , k

n
j )}j∈N

satisfying the conditions indicated above. The initial conditions may vary
with n. Then for n ∈ N, 1 ≤ k ≤ K, and t ∈ [0,∞), An

k(t) = Zn
k (0) +En

k (t).
If we suppose for simplicity that Z+(0) = 0 in the unscaled system, then the
job arrival times {tnk,j}j∈N for class k jobs in the nth system would be given
by

tnk,j =

{

0, 1 ≤ j ≤ Zn
k (0),

tk,j−Zn
k
(0)

n
, j > Zn

k (0).

The workloadW n(·), busy timeBn(·), and idle time In(·) processes for the
nth system satisfy equations analogous to (7) and (8). The residual virtual
sojourn wn

k,j(·) and residual patience pnk,j(·) times, 1 ≤ k ≤ K and j ∈ N, for
the nth system are defined as in (9) and (10). The class k state descriptor
Zn
k (·) and the state descriptor Zn(·) for the nth system are defined as in

(11) and (12). Analogs of (13) and (15) hold for the nth system as well.

The Workload Fluid Model. For the time accelerated scaling regime, the
authors of [11] identify what one might refer to as a workload fluid model.
Namely, define a workload fluid model solution to be a function w : [0,∞) →
R+ satisfying

(16) w(t) = w(0) +

K
∑

k=1

ρk

∫ t

0
Gk(w(s))ds− t, t ∈ [0,∞).

Equation (16) can be interpreted as a fluid analog of (7) and (8). Notice
that any solution to (16) is necessarily Lipschitz continuous with Lipschitz
constant ρ− 1, and therefore is almost everywhere differentiable. In [11], it
is asserted that for each w0 ∈ R+ a unique workload fluid model solution
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w(·) with w(0) = w0 exists. They further show that workload fluid model
solutions satisfy a nice monotonicity property [11, Theorem 1]. To describe
this, let

wl = sup

{

u ∈ R+ :
K
∑

k=1

ρkGk(u) < 1

}

,

wu = sup

{

u ∈ R+ :

K
∑

k=1

ρkGk(u) ≤ 1

}

.

Note that by continuity of Gk(·) for each k and the fact that ρ > 1, 0 <
wl ≤ wu <∞. They show that for a workload fluid model solution w(·) such
that w(0) 6∈ [wl, wu], w(·) is strictly monotone and

(17) lim
t→∞

w(t) =

{

wl, if w(0) < wl,

wu, if w(0) > wu.

Otherwise, if w(0) ∈ [wl, wu], then w(t) = w(0) for all t ∈ [0,∞).
Workload fluid model solutions also satisfy a useful relative ordering prop-

erty. In particular, given two workload fluid model solutions w1(·) and w2(·)
such that w1(0) ≤ w2(0) it follows that for all t ∈ [0,∞),

(18) w1(t) ≤ w2(t).

To see this note that if w1(0) ≤ wu and wl ≤ w2(0), then (18) follows im-
mediately from the monotoncity property of workload fluid model solutions.
Otherwise, w2(0) < wl or w1(0) > wu. If w1(0) > wu, then by continuity
and (17) there exists t ∈ [0,∞) such that w2(t) = w1(0). For s ∈ [0,∞), set
w(s) = w2(t+s). Then, it is straightforward to verify that w(·) is a workload
fluid model solution with w(0) = w1(0). Hence, by uniqueness of fluid model
solutions, w(·) = w1(·) so that w2(· + t) = w1(·). Then for all s ∈ [0,∞),
w1(s) = w2(s+ t) ≤ w2(s). An analogous argument demonstrates (18) when
w2(0) < wl.

In [11], the authors justify interpreting the fluid model as a first order
approximation of the stochastic system by showing that if W n(0) → w0

almost surely as n → ∞, where w0 is a finite nonnegative constant, then
(W n, In) ⇒ (w(·), 0), as n → ∞, where w(·) is the unique workload fluid
model solution such that w(0) = w0 [11, Theorem 1]. Here, we wish to cite
a slightly modified version of [11, Theorem 1], which we state next. Before
this, we make note of a representation for the workload process developed
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in [11] that will be of use here. By [11, (19) and arguments presented in the
proof of Theorem 1], for all n ∈ N and 0 ≤ s ≤ t <∞,

W n(t) = W n(s) + In(t)− In(s)− (t− s)(19)

+Xn(t)−Xn(s) +
K
∑

k=1

ρk

∫ t

s

Gk(W
n(u))du,

where {Xn(·)}n∈N ⊂ D([0,∞),R) is such that as n→ ∞,

(20) Xn(·) ⇒ 0.

Theorem 2.2. If W n(0) ⇒W0 as n→ ∞, then as n→ ∞,

(21) (W n, In) ⇒ (W ∗(·), 0),

where W ∗(0) is equal in distribution to W0. Furthermore, W ∗(·) is almost
surely a workload fluid model solution.

Summary of proof. Let ι : [0,∞) → [0,∞) be given by ι(t) = t for all
t ∈ [0,∞). Since the limit in (20) is deterministic, it follows that as n→ ∞,

W n(0)− ι(·) +Xn(·) ⇒W0 − ι(·).

Using tools developed in [19], the authors further show that for all n ∈ N,

(22) (W n(·), In(·)) = (ϕG, ψG) (W
n(0)− ι(·) +Xn(·)) ,

where (ϕG, ψG) : D([0,∞),R) → D([0,∞),R2
+) is a Lipschitz continuous

function in the topology of uniform convergence on compact sets. Then, by
the continuous mapping theorem, it follows that as n→ ∞,

(23) (W n(·), In(·)) ⇒ (ϕG, ψG) (W0 − ι(·)) .

The authors of [11] go on to show that for w0 ∈ R+ (ϕG, ψG)(w0 − ι(·)) =
(w(·), 0), where w(·) is the unique workload fluid model solution such that
w(0) = w0.

The Measure-Valued Fluid Model. To develop a measure-valued fluid model,
we add spatial scaling to the sequence of time accelerated systems. In par-
ticular in order to obtain a fluid scaled system, we divide space in the nth
time accelerated system by a factor of n. Then, for n ∈ N, 1 ≤ k ≤ K, and
t ∈ [0,∞),

Ēn
k (t) =

En
k (t)

n
, D̄n

k (t) =
Dn

k (t)

n
, and Z̄n

k (t) =
Zn
k (t)

n
.
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The nth fluid scaled state descriptor in the sequence is given by

Z̄n(·) = (Z̄n
1 (·), . . . , Z̄n

K(·)).

We are interested the the limiting behavior as n approaches infinity.
One can speculate as to how the dynamics of the system will behave in the

limit. Class k fluid should arrive to the system at rate λk and be distributed
over the positive quadrant as it enters. Class k fluid arriving at time t should
have virtual sojourn time w(t), where w(·) is an appropriate fluid workload
solution, and patience time distributed according to Γk. Then the residual
virtual sojourn and residual patience times should each decrease at rate
one until at least one is zero, at which time the fluid would exit from the
system. In particular, at time t + h, fluid that arrived to (w, p) at time t
should be at (w−h, p−h) if (w−h)∧(p−h) > 0 and should have exited the
system otherwise. Such departures would be associated with abandonment
if p−h ≤ 0∧ (w−h) and service completion if w−h ≤ 0 and w−h < p−h.
We wish to capture these dynamics by defining an appropriate fluid model.

The initial measure will need to satisfy various natural conditions. To
define these, first recall the definition of C given in (4). Then, given ϑ ∈ MK

2 ,
recall that ϑ+ ∈ M2 denotes the superposition measure (see (3)). Let

wϑ = sup{x ∈ R+ : ϑ+([x,∞) × R+) > 0}.

Define I ⊂ MK
2 to be the collection of ϑ ∈ MK

2 such that

(I.1) ϑ+(Cx) = 0 for all x ∈ R
2
+,

(I.2) wϑ <∞,
(I.3) max1≤k≤K Gk(wϑ − ε) > 0 for all ε > 0.

We refer to the collection C = {Cx : x ∈ R
2
+} as the corner sets. Then

condition (I.1) is that each coordinate of the initial measure doesn’t charge
corner sets, which is equivalent to the condition that each coordinate of the
initial measure doesn’t charge vertical or horizontal lines. A motivation for
requiring (I.1) is to prevent exiting mass from resulting in discontinuities.
Since (I.1) it is preserved by the fluid model dynamics (see Property 2 of
Theorem 3.1), it is a natural to require it of the initial condition.

Given ϑ ∈ MK
2 that satisfies (I.1) and ε > 0 there exists κ > 0 such that

(24) max
1≤k≤K

sup
x∈R2

+

ϑk(C
κ
x ) < ε.

To see this, given x ∈ R
2
+, let pi(x) = xi for i = 1, 2. Then, given ν ∈ M2

and i = 1, 2, let πi(ν) ∈ M1 be the projection measure such that for all
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f ∈ Cb(R
1
+)

(25) 〈f, πi(ν)〉 = 〈f ◦ pi, ν〉 .

Then, if ϑ ∈ MK
2 satisfies (I.1), it follows that for i = 1, 2, πi(ϑ+) doesn’t

charge points. Hence, for every ε > 0 there exists κ > 0 such that

max
i=1,2

sup
y∈R+

πi(ϑ+)([(y − κ)+, y + κ]) <
ε

2
,

(cf. [8, Lemma A.1]). Since for each 1 ≤ k ≤ K and x ∈ R
2
+,

ϑk(C
κ
x ) ≤ ϑ+(C

κ
x ) ≤ π1(ϑ+)([(x1−κ)+, x1+κ])+π2(ϑ+)([(x2−κ)+, x2+κ]),

(24) follows.
Condition (I.2) dictates that the fluid analog of the initial workload is

finite and condition (I.3) requires that the initial fluid workload does not
exceed the maximal deadline. In particular, let

dmax = max
1≤k≤K

sup{x ∈ R+ : Gk(x) > 0}.

Then, by (I.2), wϑ < dmax if dmax = ∞. Further, by (I.3), wϑ ≤ dmax if
dmax < ∞, which is natural. Indeed in the stochastic system the workload
can only exceed the maximal deadline by at most one service time, i.e.,
once the workload has jumped above the maximal deadline, all incoming
jobs necessarily abandon until such time as the maximal deadline exceeds
the workload. This discrepancy vanishes in the fluid limit. The reader will
see that it is needed mathematically when dmax < ∞ to prevent fluid from
building up on a moving vertical line during (0, wϑ − dmax], which would
prevent (I.1) from being preserved.

A fluid model solution for the initial measure ϑ ∈ I is a function ζ :
[0,∞) → MK

2 such that ζ(0) = ϑ and for each 1 ≤ k ≤ K, B ∈ B2, and
t ∈ [0,∞), ζk satisfies

(26) ζk(t)(B) = ζk(0)(Bt) + λk

∫ t

0

(

δ+
w(s) × Γk

)

(Bt−s)ds,

where w(·) denotes the unique workload fluid model solution with w(0) =
wϑ. Notice that (26) is a fluid analog of (13).

3. Main Results and Approximation Formulas. Here we state the
two main theorems proved in this paper (Theorems 3.1 and 3.2), which to-
gether validate approximating various performance processes via fluid model
solutions. Then, we derive some specific approximation formulas. Lastly, we
identify the set of invariant states for the fluid model.
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Theorem 3.1. Let ϑ ∈ I. Then there exists a unique fluid model solution
ζ(·) for the data (λ, µ,Γ) such that ζ(0) = ϑ. In addition,

1. wζ(t) = w(t) for all t ∈ [0,∞), where w(·) is the unique workload fluid
model solution such that w(0) = wϑ;

2. ζ+(t)(Cx) = 0 for all x ∈ R
2
+ and t ∈ [0,∞);

3. ζ(·) is continuous.

The proof of this theorem is given in Section 4. Property 1 is that the
right edge of the support of the fluid model solution superposition measure
is equal to the workload fluid model solution for all time, which is true by
definition at time zero. It implies that (I.2) holds for all time. Then by the
monotoncity properties of workload fluid model solutions, (I.3) holds for all
time as well. The proof of Property 1 is fairly straightforward, as the reader
will see in Section 4. Property 2 is that the fluid model solution superposition
measure doesn’t charge corner sets for all time, i.e., that (I.1) holds for all
time, and its proof is more involved. For this, we first prove Lemma 4.1,
from which Property 2 follows by letting ε decrease to zero. Lemma 4.1 is
then used together with some additional arguments to verify Property 3,
continuity.

The next result justifies regarding fluid model solutions as first order ap-
proximations for the measure-valued state descriptor of the original stochas-
tic system.

Theorem 3.2. Suppose that Z∗
0 = (Z∗

0,1, . . . ,Z∗
0,K) is a random measure

in MK
2 with superposition measure Z∗

0,+ such that

(A.1) P(Z∗
0 ∈ I) = 1,

(A.2) E[〈p1 + p2,Z∗
0,+〉] <∞,

(A.3) E[Z∗
0,+(R

2
+)] <∞.

Let W ∗
0 = wZ∗

0
. Also suppose that, as n→ ∞,

(

Z̄n(0),
〈

p1, Z̄n(0)
〉

,
〈

p2, Z̄n(0)
〉

,W n(0)
)

(27)

⇒ (Z∗
0 , 〈p1,Z∗

0 〉 , 〈p2,Z∗
0 〉 ,W ∗

0 ) .

Then, as n→ ∞,
Z̄n(·) ⇒ Z∗(·),

where Z∗(0) is equal in distribution to Z∗
0 . Furthermore, Z∗(·) is almost

surely a fluid model solution.
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This result is proved via verifying tightness and then proving that any
limit point is almost surely a fluid model solution, which are done in Sec-
tions 5 and 6 respectively.

Next, we use the fluid model to derive various approximation formulas.
These include approximation formulas that demonstrate the nonlinear na-
ture of state space collapse that takes place for this model. That is to say,
one can recover various K dimensional quantities such as the fluid approx-
imation for the queue-length vector from the fluid approximation for the
workload process. However, this mapping depends on the entirety of the
deadline distributions and is therefore nonlinear in its dependence on the
workload process. See (30), (31), and (32) below. In addition, we are able
to approximate various age related processes such as the number of jobs in
the system that are within a specific age range.

To describe these, we will need to introduce the following functional.
Given ϑ ∈ I, let ζ(·) denote the unique fluid model solution such that
ζ(0) = ϑ. Let w(·) denote the unique workload fluid model solution such
that w(0) = wϑ. Fluid that arrives at time s > 0 has fluid workload w(s).
Some of this fluid remains in the system at time t ≥ s only if

w(s)− (t− s) > 0.

Recall that w(·) is continuous. Furthermore, it is strictly decreasing if w(0) >
wu and bounded above by wu otherwise. Additionally, since ρ > 1, wu <
dmax. Finally, by (I.3), w(0) ≤ dmax. Hence, w(s) < dmax for all s > 0.
Therefore, w′(s) =

∑K
k=1 ρkGk(w(s)) − 1 > −1 for all s > 0. Then, as

a function of s ∈ [0,∞), w(s) + s is continuous and strictly increasing.
Furthermore, for s ∈ [0, t], the values range from w(0) to w(t) + t ≥ t at
time t. Hence, inf{0 ≤ s ≤ t : w(s) + s ≥ t} is well defined, finite, and
can be interpreted as the time at which fluid departing at time t via service
completion arrived to the system. For t ∈ [0,∞), let

(28) τ(t) = inf{0 ≤ s ≤ t : w(s) + s ≥ t}.

Then τ(t) = 0 for all t ∈ [0, w(0)], so that w(τ(t)) + τ(t) > t for all t ∈
[0, w(0)). Further, for t ≥ w(0),

(29) w(τ(t)) + τ(t) = t.

For t > w(0), all fluid in the system at time t arrived during the time interval
(τ(t), t].
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Nonlinear State Space Collapse. Given ϑ ∈ I, let ζ(·) denote the unique
fluid model solution with ζ(0) = ϑ and w(·) denote the unique workload
fluid model solution with w(0) = wϑ.

Queue-Length Vector Fluid Approximation. For 1 ≤ k ≤ K and t ∈ [0,∞),

(30) zk(t) ≡ ζk(t)(R
2
+) =

{

ζk(0)((R
2
+)t) + λk

∫ t

0 Gk(a)da, t < w(0),

λk
∫ w(τ(t))
0 Gk(a)da, t ≥ w(0).

We have chosen a as the variable of integration to suggest the interpretation
age, or time in system. This provides a simple interpretation of this formula.
At time t < w(0), none of the fluid that entered the system after time
zero has been fully processed. So the integral term only needs to address
departures resulting from expiring deadlines. Then, fluid arriving in (0, t]
remains in the system at time t if and only if the initial deadline exceeds
the current age. Hence the simple form of the integral. At time t ≥ w(0), all
fluid initially in the system has departed, and w(τ(t)) can be interpreted as
the age of the fluid departing the system via service completion at time t.
So, for t ≥ τ(t), w(τ(t)) can be thought of as the age of the oldest fluid in
the system at time t.

Nonabandoning Jobs Queue-Length Vector Fluid Approximation. Let U =
{(w, p) ∈ R

2
+ : w < p}. Then the mass present in U at time t is associated

with fluid that doesn’t abandon. For 1 ≤ k ≤ K and t ∈ [0,∞),

(31) nk(t) ≡ ζk(t)(U) =

{

ζk(0)(Ut) + λk
∫ t

0 Gk(w(v))dv, t < w(0),

λk
∫ t

τ(t)Gk(w(v))dv, t ≥ w(0).

Here the variable of integration should be regarded as time, and the formula
has the following interpretation. Fluid that has not departed the system by
time t will not abandon prior to service completion if the initial deadline
exceeds the fluid workload at the time of arrival.

For t ≥ w(0), we can rewrite this result in an alternative form that high-
lights the independence of the service time distributions to the deadline and
interarrival time distributions. For 1 ≤ k ≤ K and t ≥ w(0), let

wk(t) = ρk

∫ t

τ(t)
Gk(w(v))dv.

Then wk(t) denotes the amount of fluid workload in the system at time t
due to class k fluid. For each 1 ≤ k ≤ K, we have for all t ≥ w(0),

nk(t) = µkwk(t).
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In this form, the formula is reminiscent of linear state space collapse, but
the dependence of wk(·) on w(·) is nonlinear.

Abandoning Jobs Queue-Length Vector Fluid Approximation. Let L =
{(w, p) ∈ R

2
+ : p ≤ w}. Then the mass present in L at time t is associated

with fluid that abandons. For 1 ≤ k ≤ K and t ∈ [0,∞), let ak(t) = ζk(t)(L).
Then, for 1 ≤ k ≤ K and t ∈ [0,∞),

(32) ak(t) =

{

ζk(0)(Lt) + λk
∫ t

0 (Gk(t− v)−Gk(w(v))) dv, t < w(0),

λk
∫ t

τ(t) (Gk(t− v)−Gk(w(v))) dv, t ≥ w(0).

Note that it is easy to verify that zk(t) = ak(t) + nk(t) for 1 ≤ k ≤ K and
t ∈ [0,∞).

Age Related Fluid Approximations. Given ϑ ∈ I, let ζ(·) denote the unique
fluid model solution with ζ(0) = ϑ and let w(·) denote the unique workload
fluid model solution with w(0) = wϑ. Fluid in the system at time t > 0
that arrived at time s ∈ (0, t] is t − s units old at time t. Hence, for fluid
in the system at time t > 0 that arrives in (0, t] to be of age at least u, it
must have arrived by time t− u. Then s ∈ (0, t− u]. This fluid has residual
offered waiting time (w(s) − (t − s))+. Since it is in the system at time t,
w(s) − (t− s) > 0, i.e., w(s) + s > t so that s ∈ (τ(t), t − u]. For t ≥ w(0),
this is an empty time interval if w(τ(t)) ≤ u. Otherwise, for t ≥ w(0) and
s ∈ (τ(t), t−u], w(s)−(t−s) ∈ (0, w(t−u)−u]. For t ≥ w(0) and 0 ≤ u ≤ t,
let

H(t, u) = [0, (w(t− u)− u)+]× R+.

This is the line {0} × R+ if u ≥ w(τ(t)) and is a vertical stripe otherwise.
Then, for 1 ≤ k ≤ K, t ≥ w(0), and 0 ≤ u ≤ t, we can interpret

zk(t, u) ≡ ζk(t)(H(t, u)),

to be the amount of class k fluid in the system at time t of age at least u.
If t < w(0), some initial fluid may remain in the system at time t. We

regard that fluid as being t units old. At time t, the residual offered waiting
time of such fluid lies in [0, w(0) − t]. If we consider a time 0 ≤ u ≤ t <
w(0) and ask for the total amount of fluid of age at least u, this would
also include fluid that arrived after time zero and by time t − u. By (16),
w(t − u)− u > w(0) − t. Hence the definition of H(t, u) and interpretation
of zk(t, u) naturally extend to all 0 ≤ u ≤ t < w(0). Then, for 1 ≤ k ≤ K
we have the following: for 0 ≤ u ≤ t < w(0),

zk(t, u) = ζk(0)(H(t, u)t) + λk

∫ t

u

Gk(v)dv,(33)
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and for t ≥ w(0),

zk(t, u) =

{

λk
∫ w(τ(t))
u

Gk(v)dv, 0 ≤ u < w(τ(t)),

0, w(τ(t)) ≤ u ≤ t.
(34)

One can obtain similar approximations for the abandoning and nonaban-
doning queue length of a certain age or older by computing the measure of
an appropriately chosen set.

Invariant States. An invariant state is a measure θ ∈ I such that the
unique fluid model solution ζ(·) with initial measure θ satisfies ζ(t) = θ for
all t ∈ [0,∞). Here we identify the collection of invariant states.

For this, we begin by recalling some measure theoretic background. Details
can be found in [6, Chapter 1]. Let

R =
{

[a, b)× [c, d) ⊂ R
2
+ : a, c ∈ R+, a ≤ b ≤ ∞ and c ≤ d ≤ ∞

}

.

Then R is an elementary family (a collection of sets that contains the emp-
tyset, is closed under pairwise intersection, and such that complements of
members of the collection can be written as finite unions of members of the
collection). Further note that σ(R) = B2. Let

R′ = {∪m
l=1Rl : m ∈ N and Rl ∈ R} .

Then R′ is an algebra (a collection of sets that contains the emptyset and
is closed under pairwise union and relative complementation). In fact, R′

is the algebra generated by R. It is easy to see that any finite pre-measure
(additive R+ valued function that assigns value zero to the emptyset) on R
extends to a finite pre-measure on R′. Then, by the Carathéodory extension
theorem [6, Theorem 1.14], any finite pre-measure defined on R′ uniquely
extends to a finite Borel measure on R

2
+. Thus, in order to uniquely specify

a finite Borel measure on R
2
+, it suffices to specify a finite pre-measure on R.

Given wl ≤ w ≤ wu, let θ
w ∈ I be the unique finite Borel measure on R

2
+

that for 1 ≤ k ≤ K satisfies

θwk ([w,∞) × R+) = 0,

and for 0 ≤ a < b ≤ w and 0 ≤ c < d ≤ ∞ ∈ R+,

θwk ([a, b) × [c, d)) = λk

∫ w−a

w−b

Γk([c + u, d+ u))du.

It is easy to verify that these relationships determine a finite pre-measure
on R. Indeed, since [w,∞)×R+ has measure zero, it suffices to specify each
θwk on sets in R that don’t meet [w,∞) × R+. Define

J = {θw : wl ≤ w ≤ wu}.
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Theorem 3.3. The set of invariant states is given by J.

The proof of Theorem 3.3 is given in Section 4. Note that for wl ≤ w ≤
wu and 1 ≤ k ≤ K, the fluid approximations for queue length zwk and
nonabandoning queue length nwk take the form

zwk ≡ θwk (R
2
+) = λk

∫ w

0
Gk(u)du,

nwk ≡ θwk (U) = λkwGk(w).

4. Properties of Fluid Model Solutions. In this section, we prove
Theorems 3.1 and 3.3. The proof of existence and uniqueness for Theorem 3.1
is relatively straightforward. Indeed, since the right hand side of (26) only
depends on (λ, µ,Γ) and ϑ, (26) can be regarded as a definition, provided
that the integral term is a well defined function taking values in MK

2 . In
this regard, note that ϑk ∈ M2 and δ+

w(s) × Γk ∈ M2 for all s ∈ [0,∞) and
1 ≤ k ≤ K. Hence, the main issue is to show that the integral is well defined
on all of B2, which is demonstrated here using the Carathéodory extension
theorem and Dynkin’s πλ-theorem.

Proof of Existence and Uniqueness for Theorem 3.1. Fix ϑ ∈ I.
First we verify existence of a fluid model solution with initial measure ϑ.
For this, fix 1 ≤ k ≤ K and 0 < t < ∞. Given B ∈ R, we have that
B = [a, b) × [c, d) for some a, c ∈ R+, a ≤ b ≤ ∞, and c ≤ d ≤ ∞. Define
f : [0, t] → [0, 1] by

f(s) =
(

δ+
w(s) × Γk

)

(Bt−s).

By (17), the fact that wl > 0 and monotonicity properties of w(·), w(s) > 0
for all s > 0. Then, since t > 0, we have that for s ∈ (0, t],

f(s) =
(

δw(s) × Γk

)

(Bt−s).

Therefore, for s ∈ [0, t],

f(s) =

{

Gk(c+ t− s)−Gk(d+ t− s), if a+ t− s ≤ w(s) < b+ t− s,

0, otherwise.

We see that a+ t−s ≤ w(s) < b+ t−s if and only if a+ t ≤ w(s)+s < b+ t
if and only if τ(a+ t) ≤ s < τ(b+ t), where τ(∞) = ∞. Hence, for s ∈ [0, t],

f(s) =

{

Gk(c+ t− s)−Gk(d+ t− s), if τ(a+ t) ≤ s < τ(b+ t),

0, otherwise.
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Then, since Gk(·) and τ(·) are continuous, f is Borel measurable and
∫ t

0 f(s)ds is well defined. Further, since τ(·) is monotone increasing,

∫ t

0
f(s)ds =

∫ t∧τ(b+t)

t∧τ(a+t)
(Gk(c+ t− s)−Gk(d+ t− s)) ds.

For B ∈ R, define

γk(t)(B) = ϑk(Bt) + λk

∫ t

0

(

δ+
w(s) × Γk

)

(Bt−s)ds.

It is clear that γk(t)(∅) = 0. Further, γk(t)(R
2
+) ≤ ϑk(R

2
+) + λkt < ∞. So,

in order to verify that γk(t) is a finite premeasure on R, it suffices to verify
countable additivity. This amounts to demonstrating that the summation
and integral can be interchanged, which is an immediate consequence of
the monotone convergence theorem. Then, by the Carathéodory extension
theorem, γk(t) extends to a finite Borel measure γ∗k(t) on B2.

We must verify that γ∗k(t) satisfies (26) for all B ∈ B2. For this, we use
Dynkin’s πλ-theorem [4, Chapter 1 Theorem 3.3]. Let

(35) P = {[a,∞) × [c,∞) : 0 ≤ a, c <∞}.

This is a π-system since it is closed under intersection. Let

L =

{

B ∈ B2 : γ
∗
k(t)(B) = ϑk(Bt) + λk

∫ t

0

(

δw(s) × Γk

)

(Bt−s)ds

}

.

Then L is a λ-system since R
2
+ ∈ L, L is closed under countable unions (by

the monotone convergence theorem), and A\B ∈ L whenever B,A ∈ L and
B ⊂ A. Further,

P ⊂ R ⊂ L ⊂ B2.

Then, since the σ-algebra generated by P is B2, it follows from Dynkin’s
πλ-theorem that L = B2.

Since 1 ≤ k ≤ K and t > 0 were arbitrary, it follows that γ∗ : [0,∞) →
MK

2 , which is given by

γ∗(t) = (γ∗1(t), . . . , γ
∗
K(t)),

is a fluid model solution. Uniqueness is immediate since any fluid model
solution ζ such that ζ(0) = ϑ satisfies ζk(t)(B) = γ∗k(t)(B) for all B ∈ R
(see [6, Theorem 1.14]).
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Proof of Property 1 for Theorem 3.1. Fix ϑ ∈ I. Let w(·) be the
unique workload fluid model solution with w(0) = wϑ and ζ(·) be the unique
fluid model solution with ζ(0) = ϑ. Since ζ(0) = ϑ and w(0) = wϑ, wζ(0) =
w(0). Fix t ∈ (0,∞) and ε ∈ (0, w(t)). Set B = [w(t) − ε,∞) × R+. Then
B(2ε,0) = [w(t) + ε,∞) × R+. We wish to show that ζ+(t)(B) > 0 and
ζ+(t)(B(2ε,0)) = 0. Then, since ε ∈ (0, w(t)) is arbitrary, it follows that
wζ(t) = w(t).

Suppose that ζ+(t)(B(2ε,0)) > 0. Then by (26), there exists s ∈ [0, t] such
that w(t) + ε+ t− s ≤ w(s), i.e., w(t) + t+ ε ≤ w(s) + s. But w(·) + ι(·) is
strictly increasing, so that w(t) + t+ ε > w(s) + s, which is a contradiction.
Thus, ζ+(t)(B(2ε,0)) = 0.

Since w(·)+ι(·) is continuous and strictly increasing, there exists s1 ∈ [0, t)
such that w(t) + t− ε ≤ w(s1) + s1. Then, for all s ∈ (s1, t], w(t) + t− ε ≤
w(s) + s. Let s2 = (t − dmax)

+. Then s2 ∈ [0, t) and t − s < dmax for all
s ∈ (s2, t]. Let s

∗ = s1 ∨ s2. Then s∗ < t and

K
∑

k=1

∫ t

0

(

δ+
w(s) × Γk

)

(Bt−s)ds ≥
K
∑

k=1

∫ t

s1

Gk(t−s)ds ≥
K
∑

k=1

∫ t

s∗
Gk(t−s)ds > 0.

Hence, by (26), ζ+(t)(B) > 0.

The next goal is to verify Properties 2 and 3 for Theorem 3.1. For this, we
state and prove the following lemma. Property 2 follows immediately from
Lemma 4.1 by letting ε decrease to zero. To verify Property 3, we must show
that fluid model solutions change very little over short time intervals. Note
that there are three mechanisms that cause the measure-valued function to
change: fluid arriving, fluid departing, and the measure evolving. Verifying
that the fluid departs in a smooth way is the main issue that needs to be
addressed. We will use the result in the following lemma to assist with this
as well.

Lemma 4.1. Given ϑ ∈ I, let ζ(·) be the unique fluid model solution such
that ζ(0) = ϑ. For every T, ε > 0, there exists κ > 0 such that

max
1≤k≤K

sup
t∈[0,T ]

sup
x,y∈R+

ζk(t)(C
κ
(x,y)) < ε.

To ease the reader’s efforts to follow the proof of Lemma 4.1 given below,
we outline the basic strategy. Having a good understanding of this determin-
istic argument will assist the reader in following the stochastic generalization
used to prove Lemma 5.7. The basic idea in this case is to use (26) on a given
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κ enlargement of a corner set. Then (24) can be used to bound the contri-
bution from mass present in the system at time zero. Next one determines
the time interval during which mass must arrive in order to contribute to
the vertical portion of the enlarged corner set. As the reader will see, the
end points of this time interval can be expressed in terms of the function
τ(·). Then one obtains a bound on the mass that can be present in the hor-
izontal portion of the enlarged corner set. This second part turns out to be
fairly easy to bound, as the reader will see. Hence the main difficultly is to
bound the amount of mass that falls in the vertical portion. This relies on
bounding the length of the aforementioned time interval, which can be done
by demonstrating that the function w(·) + ι(·) increases sufficiently quickly.
But w(·) + ι(·) actually increases quite slowly at times when the workload
fluid model solution is near dmax, i.e., possibly at small times. So one must
wait a short amount of time (until time δ in the proof) before implementing
this strategy during which just a small amount of mass enters the entire
system. Once that small amount of time has elapsed, (16) can be used to
obtain the desired bound. The mathematical details are given next.

Proof of Lemma 4.1. Fix T, ε > 0. Set λ+ =
∑K

k=1 λk, δ = ε/(4λ+),

M = wu ∨ w(δ), and c =
∑K

k=1 ρkGk(M). Note that c > 0 since M <
dmax. Further, by monotonicity properties of workload fluid model solutions,
w(u) ≤M for all u ≥ δ.

For t ∈ [0, T ], 1 ≤ k ≤ K, x, y ∈ R+, and κ > 0, by (26),

ζk(t)
(

Cκ
(x,y)

)

= ζk(0)
((

Cκ
(x,y)

)

t

)

+ λk

∫ t

0

(

δ+
w(s) × Γk

)

(

(

Cκ
(x,y)

)

t−s

)

ds.

By (24) there exists κ0 such that for all 0 < κ < κ0,

max
1≤k≤K

sup
t∈[0,T ]

sup
x,y∈R+

ζk(0)
((

Cκ
(x,y)

)

t

)

<
ε

4
.

Hence, for t ∈ [0, T ], 1 ≤ k ≤ K, x, y ∈ R+, and 0 < κ < κ0,

(36) ζk(t)
(

Cκ
(x,y)

)

<
ε

4
+ λk

∫ t

0

(

δ+
w(s) × Γk

)

(

(

Cκ
(x,y)

)

t−s

)

ds.

We must show that there exists κ∗ ≤ κ0 such that for all t ∈ [0, T ], 1 ≤ k ≤
K, x, y ∈ R+, and 0 < κ < κ∗, the integral term is bounded above by 3ε/4.

Fix t ∈ [0, T ], 1 ≤ k ≤ K, and x, y ∈ R+. For s ∈ [0, T ] and κ > 0, let

hk(s, κ) = Gk((y − κ)+ + t− s)−Gk(y + κ+ t− s).
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For 0 < κ < κ0, the integrand in (36) at time s ∈ [0, t] is bounded above by











0, if w(s) + s < (x− κ)+ + t,

1, if (x− κ)+ + t ≤ w(s) + s ≤ x+ κ+ t,

hk(s, κ), if x+ κ+ t < w(s) + s.

Equivalently, for 0 < κ < κ0, using continuity and monotonicity properties
of w(·) + ι(·), the integrand in (36) at time s ∈ [0, t] is bounded above by

(37)











0, if 0 ≤ s < τ((x− κ)+ + t),

1, if τ((x− κ)+ + t) ≤ s ≤ τ(x+ κ+ t),

hk(s, κ), if τ(x+ κ+ t) < s ≤ t.

This together with (36) yields that for 0 < κ < κ0,

ζk(t)
(

Cκ
(x,y)

)

<
ε

4
+ λk

∫ τ(x+κ+t)∧t

τ((x−κ)++t)∧t
ds+ λk

∫ t

τ(x+κ+t)∧t
hk(s, κ)ds

≤ ε

4
+ λk

(

τ(x+ κ+ t) ∧ t− τ((x− κ)+ + t) ∧ t
)

+ λk

∫ y+κ

(y−κ)+
Gk(u)du

≤ ε

4
+ λk

(

τ(x+ κ+ t) ∧ t− τ((x− κ)+ + t) ∧ t
)

+ 2λkκ.(38)

For 0 < κ < κ0, let

∆(κ) = τ(x+ κ+ t) ∧ t− τ((x− κ)+ + t) ∧ t.

Fix 0 < κ < κ0. If τ((x−κ)++t) ≥ t, ∆(κ) = 0. Also, if x+κ+t ≤ w(0), then
∆(κ) = 0. Henceforth, we assume that τ((x−κ)++t) < t and x+κ+t > w(0).
If τ(x+ κ+ t)∧ t ≤ δ, ∆(κ) ≤ δ. Otherwise, τ(x+ κ+ t) ∧ t > δ, and there
are two cases to consider. First consider the case where τ((x−κ)+ + t) ≥ δ.
Then (x − κ)+ + t > w(0) since τ((x − κ)+ + t) > 0. Hence, by (29) and
(16), since τ((x− κ)+ + t) ≥ δ,

2κ = x+ κ+ t− (x− κ+ t)

≥ x+ κ+ t− ((x− κ)+ + t)

= w(τ(x + κ+ t)) + τ(x+ κ+ t)

−w(τ((x − κ)+ + t))− τ((x− κ)+ + t)

=
K
∑

k=1

ρk

∫ τ(x+κ+t)

τ((x−κ)++t)
Gk(w(u))du
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≥
K
∑

k=1

ρk

∫ τ(x+κ+t)

τ((x−κ)++t)
Gk(M)du

≥ c∆(κ).

In particular, ∆(κ) ≤ 2κ/c. The other case to consider is τ((x−κ)++t) < δ.
Then

∆(κ) ≤ τ(x+ κ+ t) ∧ t = (τ(x+ κ+ t) ∧ t− δ) + δ.

Further, by (29) and monotoncity of w(·) + ι(·),

x− κ+ t ≤ (x− κ)+ + t ≤ w(τ((x − κ)+ + t)) + τ((x− κ)+ + t)

≤ w(δ) + δ ≤ w(τ(x + κ+ t)) + τ(x+ κ+ t) = x+ κ+ t.

Then, by (29) and (16),

2κ ≥ x+ κ+ t− w(δ) − δ

= w(τ(x + κ+ t)) + τ(x+ κ+ t)− w(δ) − δ

=

K
∑

k=1

ρk

∫ τ(x+κ+t)

δ

Gk(w(u))du

≥
K
∑

k=1

ρk

∫ τ(x+κ+t)

δ

Gk(M)du

= c (τ(x+ κ+ t)− δ) .

In particular,

(39) ∆(κ) ≤ 2κ

c
+ δ,

which is the largest of the four upper bounds.
By combining (38), (39), and the definition of δ it follows that for 0 <

κ < κ0,

ζk(t)
(

Cκ
(x,y)

)

<
ε

4
+

2λkκ

c
+ λkδ + 2λkκ ≤ ε

2
+

2λkκ

c
+ 2λkκ.

Let 0 < κ∗ ≤ κ0 be such that for all 0 < κ < κ∗

max
1≤k≤K

2λk

(

1

c
+ 1

)

κ <
ε

2
.

Then, for all 0 < κ < κ∗, ζk(t)(C
κ
(x,y)) < ε. Since 1 ≤ k ≤ K, t ∈ [0, T ], and

x, y,∈ R+ were chosen arbitrarily, the result follows.
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Next, Lemma 4.1 is used to prove continuity for Theorem 3.1. For this, we
need to specify a metric on M2 that induces the topology of weak conver-
gence. For efficiency, we will specify such a metric on Mi for i = 1, 2. Given
i = 1, 2 and ζ, ζ ′ ∈ Mi, let d[ζ, ζ

′] denote the Prohorov distance between ζ
and ζ ′. Specifically,

d[ζ, ζ ′] = inf{ε > 0 : ζ(B) ≤ ζ ′(Bε) + ε and ζ ′(B) ≤ ζ(Bε) + ε

for all closed B ∈ Bi}.

Then the following is a natural metric on MK
i . Given i = 1, 2 and ζ, ζ ′ ∈

MK
i , define

(40) dK [ζ, ζ ′] = max
1≤k≤K

d[ζk, ζ
′
k].

In the following proof, we show that for each fluid model solution ζ(·),
limh→0 dK [ζ(t+ h), ζ(t)] = 0 for all t ∈ [0,∞).

Proof of Property 3 for Theorem 3.1. Let ϑ ∈ I and let ζ(·) be
the unique fluid model solution such that ζ(0) = ϑ. It suffices to prove
continuity of ζk(·) on [0,∞) for each 1 ≤ k ≤ K. Fix 1 ≤ k ≤ K. We prove
continuity of ζk(·) on [0, T ] for each T > 0. Fix T, ε > 0. By Lemma 4.1,
there exists κ such that for all 0 < h < κ,

sup
s∈[0,T ]

ζk(s)(C
h) < ε.

Let 0 ≤ s < t ≤ T be such that t − s < min(κ, ε/max(2, λk)). Note that
(δ+

w(u) × Γk)(R
2
+) = 1 for all u ∈ [0,∞). Let B ∈ B2 be closed and set

h = t − s > 0. Note that Bh ⊂ B2h. By subtracting (26) applied to Bh at
time s from (26) applied to B at time t, we obtain

ζk(t)(B) = ζk(s)(Bh) + λk

∫ t

s

(

δ+
w(u)

× Γk

)

(Bt−u)du

≤ ζk(s)(B
2h) + λkh

< ζk(s)(B
ε) + ε.

Consider (26) applied to B at time s, to B2h at time t, and to Ch at time s.
For u ∈ [0, s], we see that (w, p) ∈ Bu implies that (w−u, p−u) ∈ B, which
implies that either (w−u, p−u) ∈ B ∩Ch ⊂ Ch or (w−u, p−u) ∈ B \Ch.
If (w − u, p − u) ∈ Ch, then (w, p) ∈ (Ch)u. If (w − u, p − u) ∈ B \ Ch,
then (w − u − h, p − u − h) ∈ B2h and so (w, p) ∈ (B2h)u+h and u + h =
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u + t − s ≤ t. Therefore, for u ∈ [0, s], Bs−u ⊂ (Ch)s−u ∪ (B2h)t−v , where
v = t− (s− u+ h) ∈ [0, t]. Hence,

ζk(s)(B) ≤ ζk(t)(B
2h) + ζk(s)(C

h) < ζk(t)(B
ε) + ε.

Then for all 0 ≤ s < t ≤ T such that 0 < t− s < min(κ, ε/max(2, λk)),

d[ζk(t), ζk(s)] < ε.

Hence, ζk(·) is continuous on [0, T ]. Since T > 0 was arbitrary, ζk(·) is
continuous on [0,∞). Since 1 ≤ k ≤ K was arbitrary, ζ(·) is continuous on
[0,∞).

Now that each statement in Theorem 3.1 has been verified, we prove
Theorem 3.3.

Proof of Theorem 3.3. First suppose that ϑ ∈ I is an invariant state.
We must show that ϑ ∈ J, i.e., we must show that for some w ∈ [wl, wu],
ϑk(B) = θwk (B) for all B ∈ B2 and 1 ≤ k ≤ K. Since ϑ is an invariant
state, Theorem 3.1 Property 1 implies that the unique workload fluid model
solution such that w(0) = wϑ is constant, i.e., w(t) = wϑ for all t ∈ [0,∞).
Then, by the monotonicity properties of workload fluid model solutions,
wl ≤ wϑ ≤ wu. Let w = wϑ. Fix 1 ≤ k ≤ K, B ∈ P, and t > w. Then B =
[a,∞)× [c,∞) for some a, c ∈ R+. Further, a+ t−w > 0 and (w− a)+ < t.
Hence, by (26), we have

ϑk(B) = λk

∫ t

0

(

δ+w × Γk

)

(Bt−s)ds

= λk

∫ t

(a+t−w)∧t
Gk(c+ t− s)ds

= λk

∫ (w−a)+

0
Gk(c+ u)du

= θwk (B).

Since B ∈ P was arbitrary, ϑk and θwk agree on P. Since ϑk and θwk agree
on P, they agree on R and therefore they agree on B2. So ϑk = θwk . Since
1 ≤ k ≤ K was arbirary, ϑ = θw ∈ J.

Next, fix wl ≤ w ≤ wu. Then the unique fluid workload solution w(·) with
w(0) = w is constant, i.e., w(t) = w for all t ∈ [0,∞). Set ζ(t) = θw for
all t ∈ [0,∞). Then, in order to show that ζ(·) is a fluid model solution, it
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suffices to verify that ζ(·) satisfies (26). For this, it suffices to verify that for
all B ∈ P, 1 ≤ k ≤ K, and t > 0,

θwk (B) = θwk (Bt) + λk

∫ t

0

(

δ+w × Γk

)

(Bt−s)ds.

For this fix B ∈ P, 1 ≤ k ≤ K, and t > 0. We have

θwk (Bt) + λk

∫ t

0

(

δ+w × Γk

)

(Bt−s)ds

= θwk (Bt) + λk

∫ t

(a+t−w)+∧t
Gk(c+ t− s)ds.

Case 1 : Suppose that a ≥ w. Then (a+ t− w)+ ∧ t = t and it follows that

θwk (Bt) + λk

∫ t

0

(

δ+w × Γk

)

(Bt−s)ds = 0 = θwk (B).

Case 2 : Suppose that a < w ≤ a+ t. Then (a+ t−w)+ ∧ t = a+ t−w and

θwk (Bt) + λk

∫ t

0

(

δ+w × Γk

)

(Bt−s)ds

= 0 + λk

∫ t

a+t−w

Gk(c+ t− s)ds

= λk

∫ w−a

0
Gk(c+ u)du

= θwk (B).

Case 3 : If a+ t < w, then (a+ t−w)+ ∧ t = 0 and

θwk (Bt) + λk

∫ t

0

(

δ+w × Γk

)

(Bt−s)ds

= θwk ([a+ t, w) × [c+ t,∞)) + λk

∫ t

0
Gk(c+ t− s)ds

= λk

∫ w−a−t

0
Gk(c+ t+ u)du+ λk

∫ t

0
Gk(c+ u)du

= λk

∫ w−a

t

Gk(c+ u)du+ λk

∫ t

0
Gk(c+ u)du

= λk

∫ w−a

0
Gk(c+ u)du

= θwk (B).

Hence θw is an invariant state.
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5. Proof of Tightness. In this section, we prove that the sequence
{Z̄n(·)}n∈N is relatively compact under the standing assumption (27). For
this, we apply [5, Corollary 3.7.4]. In particular, it suffices to prove com-
pact containment and an oscillation inequality. This is done in Lemmas 5.5
and 5.11 below. Throughout,

λ+ =

K
∑

k=1

λk and g+ =

K
∑

k=1

1

γk
.

5.1. Preliminaries. For 1 ≤ k ≤ K and t ∈ [0,∞), let λ∗k(t) = λkt.
For 1 ≤ k ≤ K, let D∗

k(·) = λ∗k(·)Γk. Define λ∗(·) = (λ∗1(·), . . . , λ∗K(·)) and
D∗(·) = (D∗

1(·) . . . ,D∗
K(·)). By a functional law of large numbers for renewal

processes, as n→ ∞,

(41) Ēn(·) ⇒ λ∗(·).

Further, as a special case of Lemma 5.1 stated below, the following functional
law of large numbers for the deadline process holds: as n→ ∞,

(42)
(

D̄n(·),
〈

χ, D̄n(·)
〉)

⇒ (D∗(·), 〈χ,D∗(·)〉) .

To state Lemma 5.1, we need to introduce some additional notation and
asymptotic assumptions.

Asymptotic Assumptions (AA). For each n ∈ N suppose that we have
K independent sequences of strictly positive independent and identically
distributed random variables that are independent of the exogenous arrival
process. For each n ∈ N, denote the kth sequence by {gnk,i}i∈N, and for each
n ∈ N and 1 ≤ k ≤ K, denote the distribution of gnk,1 by Γn

k . We assume
that Γn

k has a finite mean 1/γnk , but we do not necessarily assume that Γn
k

is continuous. We further assume that for each 1 ≤ k ≤ K,

(43) lim
M→∞

sup
n∈N

〈

χ1(M,∞),Γ
n
k

〉

= 0,

and, as n→ ∞,

(44) Γn
k

w→ Γk.

One interpretation of (AA) is that for large n and 1 ≤ k ≤ K, Γn
k ap-

proximates Γk. So, for n ∈ N and 1 ≤ k ≤ K, one can regard {gnk,i}i∈N as a
collection of approximate patience times. Here we are primarily interested in
two particular choices of approximate patience times. These are introduced
below, shortly after the statement of Lemma 5.3.
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Note that (43) is a uniform integrability condition and, together with
(44), it implies that for each 1 ≤ k ≤ K, as n→ ∞,

1/γnk → 1/γk.

For each n ∈ N, let Γn = Γn
1 × · · · × Γn

K and let Γ = Γ1 × · · · × ΓK . For
n ∈ N, 1 ≤ k ≤ K, and t ∈ [0,∞), define

Gn
k (t) =

En
k
(t)

∑

i=1

δ+gn
k,i

and Ḡn
k (t) =

1

n
Gn
k (t).

For n ∈ N, let Gn(·) = (Gn
1 (·), . . . ,Gn

K(·)) and Ḡn(·) = (Ḡn
1 (·), . . . , Ḡn

K(·)). So
then, for each n ∈ N, Gn(·) ∈ D([0,∞),MK

1 ). We refer to Gn(·), n ∈ N, as a
deadline related process.

Lemma 5.1. Suppose that (AA) holds. Then, as n→ ∞,
(

Ḡn(·),
〈

χ, Ḡn(·)
〉)

⇒ (D∗(·), 〈χ,D∗(·)〉) .

Lemma 5.1 holds by (41) and [10, Theorem 5.1]. To see this, note the
following. Respectively, the number of classes and deadline distributions play
the same role for the deadline related processes defined here as the number of
routes and service time distributions do for the load process defined in [10].
Then [10, Theorem 5.1] holds under [10, Assumption (A)], and the conditions
in [10, Assumption (A)] relevant to [10, Theorem 5.1] are [10, (4.8)–(4.13)].
Conditions [10, (4.8)–(4.9)] hold here because the deadlines are assumed to
be strictly positive and have finite means. Condition [10, (4.10)] corresponds
to (41) above. Conditions [10, (4.11)–(4.13))] hold here due to (43) and (44)
above.

For each n ∈ N and 1 ≤ k ≤ K, define the fluid scaled increments as
follows: for 0 ≤ s ≤ t <∞,

Ēn
k (s, t) = Ēn

k (t)− Ēn
k (s) and λ∗k(s, t) = λ∗k(t)− λ∗k(s),

and

Ḡn
k (s, t) = Ḡn

k (t)− Ḡn
k (s) and D∗

k(s, t) = D∗
k(t)−D∗

k(s).

Then, by (41), given T, ε, η > 0,

(45) lim inf
n→∞

P

(

max
1≤k≤K

sup
0≤s≤t≤T

∣

∣Ēn
k (s, t)− λ∗k(s, t)

∣

∣ ≤ ε

)

≥ 1− η.

Similarly, the following corollary holds as a consequence of Lemma 5.1 and
continuity of the measures Γk, 1 ≤ k ≤ K.
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Corollary 5.2. Let T, ε, η > 0 and 0 ≤ a ≤ b <∞. Suppose that (AA)
holds. Then

lim inf
n→∞

P

(

max
1≤k≤K

sup
0≤s≤t≤T

∣

∣Ḡn
k (s, t)((a, b)) −D∗

k(s, t)((a, b))
∣

∣ ≤ ε

)

≥ 1− η.

We also wish to consider a version of a deadline related process involving
residual approximate patience times. We refer to such a process as a residual
deadline related process. To define these, let {gnk,i}i∈N, 1 ≤ k ≤ K, and
n ∈ N, satisfy (AA). For each n ∈ N, 1 ≤ k ≤ K and t ∈ [0,∞), let

gnk,i(t) =

(

gnk,i −
(

t− tnk,Zn
k
(0)+i

)+
)+

,

and set

Rn
k(t) =

En
k
(t)

∑

i=1

δ+
gn
k,i

(t) and R̄n
k(t) =

Rn
k(t)

n
.

Then, for each n ∈ N and 1 ≤ k ≤ K, Rn
k(·) ∈ D([0,∞),M1). For n ∈ N,

set Rn(·) = (Rn
1 (·), . . . ,Rn

K(·)) and R̄n(·) = (R̄n
1 (·), . . . , R̄n

K(·)). For each
1 ≤ k ≤ K and t ∈ [0,∞), let R∗

k(t) ∈ M1 be the measure that is abso-
lutely continuous with respect to Lebesgue measure with density λk(Gk(·)−
Gk(·+ t)). Set R∗(·) = (R∗

1(·), . . . ,R∗
K(·)).

Lemma 5.3. Suppose that (AA) holds. Then, as n→ ∞,

R̄n(·) ⇒ R∗(·).

In order to prove Lemma 5.3, we must first prove that {R̄n(·)}n∈N is
tight. This is done using the same general approach as that outlined for
proving tightness of {Z̄n(·)}n∈N. To illustrate similarity of proof techniques,
we consecutively execute each step for proving tightness of both processes
in Sections 5.2 through 5.4 below. Then in Section 6, we complete the proof
of Lemma 5.3 by uniquely characterizing the limit points.

There are two specific choices of {gnk,i}i∈N, 1 ≤ k ≤ K and n ∈ N, that

will be of particular interest for proving tightness of {Z̄n(·)}n∈N and Theo-
rem 3.2.
Special Case 1: For n ∈ N, 1 ≤ k ≤ K, and i ∈ N, let gnk,i = dk,i. This choice
clearly satisfies (AA). Hence, Lemma 5.1 implies (42). Further, for n ∈ N,
1 ≤ k ≤ K, i ∈ N, and t ∈ [0,∞), let

(46) ank,i(t) =

(

dk,i −
(

t− tnk,Zn
k
(0)+i

)+
)+

.
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Then, for n ∈ N and t ∈ [0,∞), set

An
k(t) =

En
k
(t)

∑

i=1

δ+
an
k,i

(t) and Ān
k(t) =

1

n
An

k(t).

By Lemma 5.3, as n→ ∞,

(47) Ān(·) ⇒ R∗(·).

Special Case 2: For n ∈ N, 1 ≤ k ≤ K, and i ∈ N, let gnk,i = dk,i + vnk,i. This
choice satisfies (AA) as well. For n ∈ N, 1 ≤ k ≤ K, i ∈ N, and t ∈ [0,∞),
let

(48) vnk,i(t) =

(

dk,i + vnk,i −
(

t− tnk,Zn
k
(0)+i

)+
)+

.

Then, for n ∈ N and t ∈ [0,∞), set

Vn
k (t) =

En
k
(t)

∑

i=1

δ+
vn
k,i

(t) and V̄n
k (t) =

1

n
Vn
k (t).

By Lemma 5.3, as n→ ∞,

(49) V̄n(·) ⇒ R∗(·).

Even though the steps for proving tightness of {R̄n(·)}n∈N and {Z̄n(·)}n∈N
are executed consecutively, it is worth noting that Lemma 5.3 is actually used
to prove tightness of {Z̄n(·)}n∈N through the application of (47) and (49).

5.2. Compact Containment. In this section, we demonstrate the com-
pact containment properties needed to prove tightness of {R̄n(·)}n∈N and
of {Z̄n(·)}n∈N. In both cases, we will utilize [12, Lemma 15.7.5]. The ap-
plication turns out to be simpler for {R̄n(·)}n∈N since these are measures
in MK

1 .

Compact Containment in MK
1 . Let Km = [0,m] and let Kc

m denote its
complement. Then {Km}m∈N forms a sequence of sets that increases to R+.
By [12, Lemma 15.7.5], K′ ⊂ MK

1 is relatively compact if and only if there
exists a positive constant ž and a sequence of positive constants {bm}m∈N

tending to zero such that for each ζ ∈ K′

max
1≤k≤K

ζk(R+) ≤ ž and max
1≤k≤K

ζk(K
c
m) ≤ bm, ∀ m ∈ N.
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Note that for 1 ≤ k ≤ K and m ∈ N, ζk(K
c
m) ≤ 〈χ, ζk〉/m. Hence it suffices

to show that there exist positive constants ž and w̌ such that for each ζ ∈ K′

(50) max
1≤k≤K

ζk(R+) ≤ ž and max
1≤k≤K

〈χ, ζk〉 ≤ w̌.

We will verify (50) to prove Lemma 5.4.

Lemma 5.4. Suppose that (AA) holds. Let T, η > 0. There exists a com-
pact set K ⊂ MK

1 such that

lim inf
n→∞

P(R̄n(t) ∈ K for all t ∈ [0, T ]) ≥ 1− η.

Proof. Fix T, η > 0. For all 1 ≤ k ≤ K and t ∈ [0, T ],

(51) R̄n
k(t)(R+) ≤ Ēn

k (T ) and
〈

χ, R̄n
k(t)

〉

≤
〈

χ, Ḡn
k (T )

〉

.

Define

Ωn
1 =

{

max
1≤k≤K

Ēn
k (T ) ≤ 2λ+T

}

and Ωn
2 =

{

max
1≤k≤K

〈

χ, Ḡn
k (T )

〉

≤ 2g+T

}

.

Set Ωn
0 = Ωn

1 ∩Ωn
2 . By (45) and Lemma 5.1,

(52) lim inf
n→∞

P (Ωn
0 ) ≥ 1− η.

The result follows by combining (50), (51) and (52).

Compact Containment in MK
2 . For each m ∈ N, let Km = [0,m] × [0,m]

and let Kc
m denote its complement. Then {Km}m∈N forms a sequence of

sets that increases to R
2
+. By [12, Lemma 15.7.5], K′ ⊂ MK

2 is relatively
compact if and only if there exists a positive constant ž and a sequence of
positive constants {bm}m∈N tending to zero as m tends to infinity such that
for each ζ ∈ K′

(53) max
1≤k≤K

ζk(R
2
+) ≤ ž and max

1≤k≤K
ζk(K

c
m) ≤ bm, ∀ m ∈ N.

We will verify (53) to prove Lemma 5.5.

Lemma 5.5. Let T, η > 0. There exists a compact set K ⊂ MK
2 such

that
lim inf
n→∞

P(Z̄n(t) ∈ K for all t ∈ [0, T ]) ≥ 1− η.
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Proof. Fix T, η > 0. First we identify a sequence of sets {Ωn
0}n∈N for

which we will show that for each n ∈ N on Ωn
0 , Z̄n(t) remains in a particular

relatively compact set for all t ∈ [0, T ]. By (27), there exists a compact set
K0 such that

lim inf
n→∞

P(Z̄n(0) ∈ K0) ≥ 1− η

4
.

Since K0 is compact, there exists a positive constant ž0 and a sequence of
positive constants {am}m∈N tending to zero as m tends to infinity such that

K0 ⊂
{

ζ ∈ MK
2 : max

1≤k≤K
ζk(R

2
+) ≤ ž0 and max

1≤k≤K
ζk(K

c
m) ≤ am, ∀ m ∈ N

}

.

For n ∈ N, let

Ωn
1 =

{

max
1≤k≤K

Z̄n
k (0)(R

2
+) ≤ ž0 and max

1≤k≤K
Z̄n
k (0)(K

c
m) ≤ am, ∀ m ∈ N

}

.

Then
lim inf
n→∞

P (Ωn
1 ) ≥ 1− η

4
.

For n ∈ N, let

Ωn
2 =

{

max
1≤k≤K

Ēn
k (T ) ≤ 2λ+T

}

.

By (45),

lim inf
n→∞

P (Ωn
2 ) ≥ 1− η

4
.

Note that, for all n ∈ N,

sup
t∈[0,T ]

W n(t) ≤W n(0) +
1

n

K
∑

k=1

En
k
(T )
∑

i=1

vk,i.

Then, by (27) and a functional strong law of large numbers, there exists a
positive constant w̌ such that

lim inf
n→∞

P

(

sup
t∈[0,T ]

W n(t) ≤ w̌

)

≥ 1− η

4
.

For n ∈ N, let

Ωn
3 =

{

sup
t∈[0,T ]

W n(t) ≤ w̌

}

.

Notice that for each n,m ∈ N, 1 ≤ k ≤ K, and t ∈ [0, T ],

(54) D̄n
k (t)((m,∞)) ≤ D̄n

k (T )((m,∞)) ≤
〈

χ, D̄n
k (T )

〉

m
.
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Set c = 2λ+g+T . For eachm ∈ N, let cm = c/m. Then (42) and (54) together
imply that

lim inf
n→∞

P

(

max
1≤k≤K

sup
t∈[0,T ]

D̄n
k (t)((m,∞)) ≤ cm, ∀ m ∈ N

)

≥ 1− η

4
.

For n ∈ N, let

Ωn
4 =

{

max
1≤k≤K

sup
t∈[0,T ]

D̄n
k (t)((m,∞)) ≤ cm, ∀ m ∈ N

}

.

Finally, for each n ∈ N set

Ωn
0 = Ωn

1 ∩ Ωn
2 ∩ Ωn

3 ∩ Ωn
4 .

It follows that

(55) lim inf
n→∞

P (Ωn
0 ) ≥ 1− η.

Next we identify the relatively compact set K′. For this, let ž = ž0+2λ+T
and for m ∈ N, let

bm =

{

ž, 1 ≤ m ≤ w̌,

am + cm−w̌, m > w̌.

Then {bm}m∈N is a sequence of postive numbers tending to zero as m tends
to infinity. Let

K′ =

{

ζ ∈ MK
2 : max

1≤k≤K
ζk(R

2
+) ≤ ž and max

1≤k≤K
ζk(K

c
m) ≤ bm,∀m ∈ N

}

.

Then, by (53), K′ is relatively compact.
It suffices to show that for each n ∈ N, on Ωn

0 , Z̄n(t) ∈ K′ for all t ∈ [0, T ].
Fix n ∈ N. On Ωn

1 ∩ Ωn
2 we have that, for all 1 ≤ k ≤ K and t ∈ [0, T ],

(56) Z̄n
k (t)(R

2
+) ≤ Z̄n

k (0)(R
2
+) + Ēn

k (T ) ≤ ž0 + 2λ+T = ž.

Next, by (13) under fluid scaling and the fact that for any x ∈ R+ and
m ∈ N, (Kc

m)x ⊆ Kc
m, we have, for each m ∈ N, 1 ≤ k ≤ K, and t ∈ [0, T ],

Z̄n
k (t)(K

c
m) =

1

n

An
k
(t)

∑

j=1

1(Kc
m)t−tn

k,j

(wn
k,j, p

n
k,j)
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≤ 1

n

An
k
(t)

∑

j=1

1Kc
m
(wn

k,j , p
n
k,j)

≤ Z̄n
k (0)(K

c
m) +

1

n

An
k
(t)

∑

j=Zn
k
(0)+1

(

1{wn
k,j

>m} + 1{pnk,j>m}
)

.

Recall that on Ωn
1 , max1≤k≤K Z̄n

k (0)(K
c
m) ≤ am for all m ∈ N. Further, on

Ωn
3 , for m > w̌, 1{wn

k,j
>m} = 0 for each 1 ≤ k ≤ K and Zn

k (0) + 1 ≤ j ≤
An

k(T ). Additionally, on Ωn
3 , for each 1 ≤ k ≤ K and Zn

k (0)+1 ≤ j ≤ An
k(T ),

pnk,j ≤ dk,j−Zn
k
(0) +W n(tnk,j) ≤ dk,j−Zn

k
(0) + w̌.

Hence, on Ωn
3 ∩ Ωn

4 , for m > w̌ and 1 ≤ k ≤ K,

1

n

An
k
(t)

∑

j=Zn
k
(0)+1

1{pnk,j>m} ≤ D̄n
k (t)((m− w̌,∞)) ≤ cm−w̌.

Then on Ωn
1 ∩ Ωn

3 ∩ Ωn
4 for m > w̌,

(57) Z̄n
k (t)(K

c
m) ≤ am + cm−w̌.

By (56) and (57), it follows that on Ωn
0 , Z̄n

k (t)(K
c
m) ≤ bm for all m ∈ N. This

together with (56) implies that on Ωn
0 , Z̄n(t) ∈ K′ for each t ∈ [0, T ].

5.3. Asymptotic Regularity. This section contains results that are prepara-
tory for proving the oscillation bounds. For the sequences of fluid scaled
residual deadline related processes and state descriptors, the sudden arrival
or departure of a large amount of mass may result in a large oscillation.
The focus here is showing that it is very unlikely that large oscillations take
place due to departing mass.

Asymptotic Regularity in MK
1 . Consider the sequence {R̄n(·)}n∈N of fluid

scaled residual deadline related processes. Given x ∈ R+ and κ > 0, let

Iκx =
(

(x− κ)+, x+ κ
)

.

Note that for t ∈ [0,∞), x ∈ R+, and κ > 0, the mass in Iκx at time t will all
depart the system during the time interval (t+(x−κ)+, t+x+κ). This time
interval is small if κ is small. Hence, in order to avoid an abrupt departure
of a large amount of mass, one needs to show that asymptotically such
sets contain arbitrarily small mass. This is stated precisely in the following
lemma.
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Lemma 5.6. Suppose that (AA) holds. Let T, ε, η > 0. Then there exists
κ > 0 such that

lim inf
n→∞

P

(

max
1≤k≤K

sup
t∈[0,T ]

sup
x∈R+

R̄n
k(t)(I

κ
x ) ≤ ε

)

≥ 1− η.

Proof. Fix T, ε, η > 0. Set κ = ε
8λ+

and Mt = ⌈t/κ⌉ for 0 < t ≤ T . For

each integer m ≥ 3, n ∈ N, 1 ≤ k ≤ K, and t ∈ [0, T ],

Ḡn
k (t)(((m− 2)κ,∞)) ≤ Ḡn

k (T )(((m − 2)κ,∞)) ≤
〈

χ, Ḡn
k (T )

〉

(m− 2)κ
.

It follows by Lemma 5.1 that for some m ≥ 3,

lim inf
n→∞

P

(

max
1≤k≤K

sup
t∈[0,T ]

Ḡn
k (t)(((m − 2)κ,∞)) ≤ ε

)

≥ 1− η

2
.

Fix such an m and for n ∈ N, let

Ωn
1 =

{

max
1≤k≤K

sup
t∈[0,T ]

Ḡn
k (t)(((m− 2)κ,∞)) ≤ ε

}

.

Also, for n ∈ N, define

Ωn
2 =

{

max
1≤k≤K

sup
0≤s≤t≤T

max
0≤j≤m+MT

∣

∣Ḡn
k (s, t)((jκ, (j + 4)κ))

−D∗
k(s, t)((jκ, (j + 4)κ))| ≤ ε

2MT

}

.

By Corollary 5.2,

lim inf
n→∞

P (Ωn
2 ) ≥ 1− η

2
.

For n ∈ N, set Ωn
0 = Ωn

1 ∩ Ωn
2 . Then, we have that

lim inf
n→∞

P (Ωn
0 ) ≥ 1− η.

Fix n ∈ N, 1 ≤ k ≤ K,x ∈ R+, and 0 < t ≤ T . First, note that for any
1 ≤ i ≤ En

k (t), we have t
n
k,i+Zn

k
(0) ≤ t, so that (t−tn

k,i+Zn
k
(0))

+ = t−tn
k,i+Zn

k
(0).

It follows that

R̄n
k(t)(I

κ
x ) =

1

n

En
k
(t)

∑

i=1

1Iκx (g
n
k,i(t)) ≤

1

n

En
k
(t)

∑

i=1

1Iκ
x+t−tn

k,i+Zn
k
(0)

(gnk,i).
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Then, for x ≥ mκ and 1 ≤ i ≤ En
k (t),

(

x+ t− tnk,i+Zn
k
(0) − κ

)+
≥ x− κ ≥ (m− 1)κ > (m− 2)κ.

Hence, on Ωn
1 , for x ≥ mκ,

R̄n
k(t)(I

κ
x ) ≤

1

n

En
k
(t)

∑

i=1

1((m−2)κ,∞)(g
n
k,i) = Ḡn

k (t) (((m− 2)κ,∞)) ≤ ε.

Otherwise, x < mκ. Then

R̄n
k(t)(I

κ
x ) ≤ 1

n





Mt−2
∑

j=0

En
k
((j+1)κ)
∑

i=En
k
(jκ)+1

1Iκ
x+t−tn

k,i+Zn
k
(0)

(gnk,i)

+

En
k
(t)

∑

i=En
k
((Mt−1)κ)+1

1Iκ
x+t−tn

k,i+Zn
k
(0)

(gnk,i)



 .

Noting that for 0 ≤ j ≤Mt − 1 and En
k (jκ) < i ≤ En

k ((j + 1)κ ∨ t) we have
that

x+ t− κ− tnk,i+Zn
k
(0) ≥ x+ t− (j + 2)κ ≥ κ

(⌊

x+ t

κ

⌋

− j − 2

)

and

x+ t+ κ− tnk,i+Zn
k
(0) ≤ x+ t− (j − 1)κ ≤ κ

(⌊

x+ t

κ

⌋

− j + 2

)

.

Then it follows that

R̄n
k(t)(I

κ
x ) ≤ 1

n

Mt−2
∑

j=0

En
k
((j+1)κ)
∑

i=En
k
(jκ)+1

1I2κ
κ(⌊ x+t

κ ⌋−j)
(gnk,i)

+
1

n

En
k
(t)

∑

i=En
k
((Mt−1)κ)+1

1I2κ
κ(⌊ x+t

κ ⌋−(Mt−1))
(gnk,i)

=

Mt−2
∑

j=0

Ḡn
k (jκ, (j + 1)κ)

(

I2κ
κ(⌊ x+t

κ ⌋−j)

)

+Ḡn
k ((Mt − 1)κ, t)

(

I2κ
κ(⌊x+t

κ ⌋−(Mt−1))

)

.
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Since x < mκ, for all 1 ≤ j ≤ Mt − 1, the left end point of I2κ
κ(⌊x+t

κ
⌋−j)

satisfies

0 ≤
(

κ

(⌊

x+ t

κ

⌋

− j

)

− 2κ

)+

≤ x+ t < mκ+Mtκ ≤ (m+MT )κ.

Also note that 0 < t− (Mt − 1)κ ≤ t− (t/κ − 1)κ = κ. Then, on Ωn
2 , since

x < mκ,

R̄n
k(t)(I

κ
x ) ≤

Mt−2
∑

j=0

D∗
k(jκ, (j + 1)κ)

(

I2κ
κ(⌊x+t

κ ⌋−j)

)

+D∗
k((Mt − 1)κ, t)

(

I2κ
κ(⌊ x+t

κ ⌋−(Mt−1))

)

+
ε

2

≤
Mt−1
∑

j=0

λkκ

[

Fk

(

κ

(⌊

x+ t

κ

⌋

− j + 2

)+
)

−Fk

(

κ

(⌊

x+ t

κ

⌋

− j − 2

)+
)]

+
ε

2

≤ λkκ

∞
∑

j=−2

[Fk((j + 4)κ)− Fk(jκ)] +
ε

2
.

Note that Fk(·) is a cumulative distribution function and that each point
in R+ is included in at most four intervals of the form (jκ, (j + 4)κ], j =
−2,−1, 0, 1, 2, . . . . Thus, on Ωn

2 , since x < mκ,

R̄n
k(t)(I

κ
x ) ≤ 4λkκ+

ε

2
≤ ε.

Since, n ∈ N, 1 ≤ k ≤ K, x ∈ R+, and t ∈ [0, T ] were chosen arbitrarily,
this concludes the proof.

Asymptotic Regularity in MK
2 . We need to prove an analog of Lemma 5.6

for {Z̄n(·)}n∈N. In particular, we wish to prove the following prelimit version
of Lemma 4.1.

Lemma 5.7. Let T, ε, η > 0. Then there exists κ > 0 such that

lim inf
n→∞

P

(

max
1≤k≤K

sup
x∈R2

+

sup
t∈[0,T ]

Z̄n
k (t)(C

κ
x ) ≤ ε

)

≥ 1− η.

Before proving Lemma 5.7, we verify the following regularity result for
the initial state, which is the stochastic analog of (24).
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Lemma 5.8. Let ε, η > 0. Then there exists κ > 0 such that

lim inf
n→∞

P

(

max
1≤k≤K

sup
x∈R2

+

Z̄n
k (0)(C

κ
x ) ≤ ε

)

≥ 1− η.

Proof. Fix ε, η > 0. Given i = 1, 2, recall definition (25) of the projection
mapping πi : M2 → M1. We apply the argument given in [8, Pages 835–836]
for measures in M1 to the projection mappings applied to Z̄n

+(0), n ∈ N, to
verify that there exists κ > 0 such that

(58) lim inf
n→∞

P

(

max
i=1,2

sup
x∈R+

〈

1[(x−κ)+,x+κ], πi
(

Z̄n
+(0)

)〉

<
ε

2

)

≥ 1− η.

The desired result follows from (58) since for all n ∈ N, 1 ≤ k ≤ K, x =
(x1, x2) ∈ R

2
+ and κ > 0,

Z̄n
k (0)(C

κ
x ) ≤

〈

1[(x1−κ)+,x1+κ], π1
(

Z̄n
+(0)

)〉

+
〈

1[(x2−κ)+,x2+κ], π2
(

Z̄n
+(0)

)〉

.

In order to verify (58), we must verify that suitableK-dimensional analogs
of [8, (3.19)–(3.22)] hold. For this, for ζ ∈ MK

2 and i = 1, 2 we adopt the
shorthand notation

πi(ζ) = (πi(ζ1), . . . , πi(ζK)) and 〈χ, πi(ζ)〉 = (〈χ, πi(ζ1)〉 , . . . , 〈χ, πi(ζK)〉) .

Note that for ν ∈ M2 and i = 1, 2, 〈χ, πi(ν)〉 = 〈χ ◦ pi, ν〉 = 〈pi, ν〉. Then,
by (27), as n→ ∞,

(

π1(Z̄n(0)), π2(Z̄n(0)),
〈

χ, π1(Z̄n(0))
〉

,
〈

χ, π2(Z̄n(0))
〉)

⇒ (π1(Z∗
0 ), π1(Z∗

0 ), 〈χ, π1(Z∗
0 )〉 , 〈χ, π1(Z∗

0 )〉) ,

which is the K-dimensional analog of [8, (3.19)]. Using (A.3) we obtain the
following K-dimensional analog of [8, (3.20)]:

max
1≤k≤K

max
i=1,2

E
[〈

1, πi(Z∗
0,k)
〉]

≤ E
[

Z∗
0,+(R

2
+)
]

<∞.

Using (A.2) we obtain the following K-dimensional analog of [8, (3.21)]:

max
1≤k≤K

max
i=1,2

E
[〈

χ, πi(Z∗
0,k)
〉]

≤ E
[〈

p1 + p2,Z∗
0,+

〉]

<∞.

Using (A.1) (and in particular (I.1)) gives the following K-dimensional ana-
log of [8, (3.22)]:

P

(

max
1≤k≤K

max
i=1,2

sup
x∈R+

〈

1{x}, πi(Z∗
0,k)
〉

= 0

)

= 1.
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Before moving on to prove Lemma 5.7, we obtain an almost sure upper
bound on the mass in Cκ

(x,y) in an arbitrary coordinate of the nth system

at time t for each κ > 0, x, y ∈ R+, and t ∈ [0,∞). To this end, let n ∈ N,
1 ≤ k ≤ K, t ∈ [0,∞), x, y ∈ R+, and κ > 0. The nth system analog of (15)
for the set Cκ

(x,y) is

Zn
k (t)(C

κ
(x,y)) ≤ Zn

k (0)
((

Cκ
(x,y)

)

t

)

+

An
k
(t)

∑

j=Zn
k
(0)+1

1(
Cκ

(x,y)

)

t−tn
k,j

(wn
k,j, p

n
k,j)

= Zn
k (0)

((

Cκ
(x,y)

)

t

)

+

An
k
(t)

∑

j=Zn
k
(0)+1

1Cκ
(x,y)

(wn
k,j(t), p

n
k,j(t)).

But then, since the (x, y)-shift of a set followed by the κ-enlargement con-
tains the κ-enlargement followed by the (x, y)-shift,

(59) Zn
k (t)(C

κ
(x,y)) ≤ Zn

k (0)
(

Cκ
(x+t,y+t)

)

+

An
k
(t)

∑

j=Zn
k
(0)+1

1Cκ
(x,y)

(wn
k,j(t), p

n
k,j(t)).

We simplify the summation term by focusing on each coordinate separately.
For this, we classify jobs by those whose residual patience time causes the
associated unit atom to lie in a certain horizontal band and those whose
residual virtual sojourn time causes the associated unit atom to lie in a
certain vertical band. Then, for each n ∈ N, 1 ≤ k ≤ K, t ∈ [0,∞), x, y ∈
R+, and κ > 0,

Zn
k (t)(C

κ
(x,y)) ≤ Zn

k (0)(C
κ
(x+t,y+t)) +

An
k
(t)

∑

j=Zn
k
(0)+1

1Iκx (w
n
k,j(t))(60)

+

An
k
(t)

∑

j=Zn
k
(0)+1

1Iκy (p
n
k,j(t)).

We are prepared to prove Lemma 5.7. The proof given below can be regarded
as a stochastic version of the proof of Lemma 4.1.

Proof of Lemma 5.7. Fix ε, η > 0 and T > ε
24λ+

. We begin by defin-

ing a sequence {Ωn
0}n∈N of events on which the prelimit processes satisfy

properties analogous to those exhibited by fluid model solutions and used
in the proof of Lemma 4.1. By Lemma 5.8, there exists κ0 > 0 such that

lim inf
n→∞

P

(

max
1≤k≤K

sup
x,y∈R+

Z̄n
k (0)

(

Cκ0

(x,y)

)

≤ ε

4

)

≥ 1− η

6
.
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For n ∈ N, let

Ωn
1 =

{

max
1≤k≤K

sup
x,y∈R+

Z̄n
k (0)

(

Cκ0

(x,y)

)

≤ ε

4

}

.

By (47) and (49), there exists a κ1 > 0 such that

lim inf
n→∞

P

(

max
1≤k≤K

sup
y∈R+

sup
t∈[0,T ]

Ān
k(t)(I

κ1
y ) ≤ ε

4

)

≥ 1− η

6

and

lim inf
n→∞

P

(

max
1≤k≤K

sup
y∈R+

sup
t∈[0,T ]

V̄n
k (t)(I

κ1
y ) ≤ ε

4

)

≥ 1− η

6
.

For n ∈ N, let

Ωn
2 =

{

max
1≤k≤K

sup
y∈R+

sup
t∈[0,T ]

Ān
k(t)(I

κ1
y ) ≤ ε

4

}

and

Ωn
3 =

{

max
1≤k≤K

sup
y∈R+

sup
t∈[0,T ]

V̄n
k (t)(I

κ1
y ) ≤ ε

4

}

.

For n ∈ N, let

Ωn
4 =

{

max
1≤k≤K

sup
0≤s≤t≤T

Ān
k(t)− Ān

k (s) ≤ 2λ+(t− s)

}

.

Since for all n ∈ N, 1 ≤ k ≤ K, and 0 ≤ s ≤ t ≤ T , Ān
k (t) − Ān

k(s) =
Ēn

k (t)− Ēn
k (s), (45) implies that

lim inf
n→∞

P (Ωn
4 ) ≥ 1− η

6
.

Next we identify positive constants δ and M , analogous to the constants
δ and M defined in the proof of Lemma 4.1. Let δ = ε

24λ+
. Then δ < T . In

order to define M , there are two cases to consider, based on the nature of
the abandonment distributions.
Case 1 : First suppose that dmax < ∞. Let wmax(·) denote the maximal
workload fluid model solution, i.e., the workload fluid model solution such
that wmax(0) = dmax. By the relative ordering property of workload fluid
model solutions, it follows that for any workload fluid model solution w(·),
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w(t) ≤ wmax(t) for all t ∈ [0,∞). In particular, for any workload fluid model
solution w(·) for all t ≥ δ,

(61) w(t) ≤ wmax(δ).

Set M1 = (wmax(δ)+ dmax)/2. By monotonicity properties of workload fluid
model solutions, wu < wmax(δ) < M1 < dmax. It follows from (27), (A.1),
Theorem 2.2, and (61) that

P

(

sup
t∈[δ,T ]

W ∗(t) < M1

)

= 1.

Case 2 : Next consider the case dmax = ∞. By (27) and (A.1), there exists
M2 > wu such that

P (W ∗(0) < M2) ≥ 1− η

6
.

Since M2 > wu, (27), (A.1), Theorem 2.2 and monotonicity properties of
workload fluid model solutions imply that

P

(

sup
t∈[0,T ]

W ∗(t) < M2

)

= P (W ∗(0) < M2) ≥ 1− η

6
.

Set

M =

{

M1, if dmax <∞,

M2, if dmax = ∞.

Now we proceed to bound the prelimt processes by M with probability
asymptotically close to one. For n ∈ N, let

Ωn
5 =

{

sup
t∈[δ,T ]

W n(t) < M

}

.

Note that by (27), (A.1), Theorem 2.2 and that fact that workload fluid
model solutions are continuous, the convergence in distribution in (21) takes
place with respect to the topology of uniform convergence on compact sets.
Furthermore, the set {f ∈ D([0,∞),R+) : supt∈[δ,T ] f(t) < M} is open with
respect to this topology. Then by the Portmanteau theorem

lim inf
n→∞

P (Ωn
5 ) ≥ 1− η

6
.

Set

c =
K
∑

k=1

ρkGk(M) and κ = min

(

κ0, κ1,
ε

24λ+
,
εc

72λ+

)

.
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Note that c > 0 since M < dmax, and so κ > 0. Finally, for n ∈ N, let

Ωn
6 =

{

sup
t∈[0,T ]

|Xn(t)| ≤ κ

2

}

.

Then, by (20),

lim inf
n→∞

P (Ωn
6 ) ≥ 1− η

6
.

For n ∈ N, set
Ωn
0 = Ωn

1 ∩ Ωn
2 ∩ Ωn

3 ∩ Ωn
4 ∩ Ωn

5 ∩ Ωn
6 .

Then

(62) lim inf
n→∞

P(Ωn
0 ) ≥ 1− η.

Fix n ∈ N such that 1/n ≤ ε/12, 1 ≤ k ≤ K, x, y ∈ R+, and t ∈ [0, T ].
The fluid scaled analog of (60) is

Z̄n
k (t)

(

Cκ
(x,y)

)

≤ Z̄n
k (0)

(

Cκ
(x+t,y+t)

)

+
1

n

An
k
(t)

∑

j=Zn
k
(0)+1

1Iκx
(

wn
k,j(t)

)

(63)

+
1

n

An
k
(t)

∑

j=Zn
k
(0)+1

1Iκy
(

pnk,j(t)
)

.

We will show that on Ωn
0 , the right hand side of (63) is less than or equal

to ε. Since κ ≤ κ0, we have Cκ
(x+t,y+t) ⊆ Cκ0

(x+t,y+t). Then, on Ωn
1 ,

(64) Z̄n
k (0)

(

Cκ
(x+t,y+t)

)

≤ ε

4
.

Also, for all Zn
k (0)+1 ≤ j ≤ An

k(t), the quantity p
n
k,j(t) is either a

n
k,j−Zn

k
(0)(t)

of vn
k,j−Zn

k
(0)(t) (recall (46) and (48)). It follows that, on Ωn

2 ∩ Ωn
3 ,

(65)
1

n

An
k
(t)

∑

j=Zn
k
(0)+1

1Iκy
(

pnk,j(t)
)

≤ Ān
k(t)

(

Iκy
)

+ V̄n
k (t)

(

Iκy
)

≤ ε

2
.

Combining (63), (64), and (65), we see that on Ωn
0 ,

(66) Z̄n
k (t)

(

Cκ
(x,y)

)

≤ 3ε

4
+

1

n

An
k
(t)

∑

j=Zn
k
(0)+1

1Iκx
(

wn
k,j(t)

)

.
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Finally, we bound the second term on the right side of (66). To this end,
define the prelimit version τn(·) of τ(·) as follows:

τn(s) = inf {u ≥ 0 :W n(u) + u ≥ s} , s ∈ [0,∞).

Notice that for all s ∈ [0,∞), W n(s) + s ≥ s, so that τn(s) ∈ [0, s]. During
busy periods, W n(·) + ι(·) jumps up exactly when jobs arrive that con-
tribute to the workload, and remains constant otherwise. During idle peri-
ods, W n(·) + ι(·) increases at rate one. In particular, W n(·) + ι(·) is right
continuous and nondecreasing. Then,

W n(τn(s)) + τn(s) ≥ s, for s ∈ [0,∞),(67)

W n(τn(s)−) + τn(s) ≤ s, for s ∈ (W n(0),∞).(68)

The function τn(·) will be used to determine which arrivals may contribute
to the sum in (66). First we show that

1

n

An
k
(t)

∑

j=Zn
k
(0)+1

1Iκx
(

wn
k,j(t)

)

≤ Ān
k (τ

n(x+ κ+ t) ∧ t)(69)

−Ān
k

(

τn((x− κ)+ + t) ∧ t
)

+
1

n
.

To see this, let Zn
k (0) + 1 ≤ j ≤ An

k(t). Then t
n
k,j ≤ t and

(x− κ)+ < wn
k,j(t) < x+κ ⇔ (x− κ)++ t < wn

k,j+ t
n
k,j < x+κ+ t.

But wn
k,j =W n(tnk,j). Then, since W

n(·)+ ι(·) is nondecreasing, tnk,j ≤ t and
wn
k,j(t) ∈ Iκx imply that

τn
(

(x− κ)+ + t
)

∧ t ≤ tnk,j ≤ τn(x+ κ+ t) ∧ t.

Therefore, (69) holds.
Next, we proceed to bound the right hand side of (69) on Ωn

0 . By (66),
(69), the definition of Ωn

4 , and the fact that n is such that 1/n ≤ ε/12, it
suffices to show that on Ωn

0 ,

2λ+
(

τn(x+ κ+ t) ∧ t− τn((x− κ)+ + t) ∧ t
)

≤ ε

6
.(70)

If τn((x− κ)+ + t) ≥ t, then the left side of (70) is zero, and so (70) holds.
Henceforth, we assume that τn((x − κ)+ + t) < t. If τn(x + κ + t) ∧ t ≤ δ,
then (70) holds since δ = ε/24λ+, which implies that the left hand side
of (70) is no larger than ε/12. Otherwise, δ < τn(x + κ + t) ∧ t (so that
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τn(x+κ+ t) > 0 and then x+κ+ t > W n(0)). First consider the case where
δ ≤ τn((x− κ)+ + t). Then, by (67), (68), and the nondecreasing nature of
W n(·) + ι(·),

2κ = x+ κ+ t− (x− κ+ t) ≥ x+ κ+ t− ((x− κ)+ + t)

≥ W n(τn(x+ κ+ t)−) + τn(x+ κ+ t)

−W n(τn((x− κ)+ + t))− τn((x− κ)+ + t)

≥ W n(τn(x+ κ+ t) ∧ t−) + τn(x+ κ+ t) ∧ t
−W n(τn((x− κ)+ + t))− τn((x− κ)+ + t).

Using (19) and the nondecreasing nature of the idle time process, we obtain

2κ ≥ Xn(τn(x+ κ+ t) ∧ t−)−Xn(τn((x− κ)+ + t))

+

K
∑

k=1

ρk

∫ τn(x+κ+t)∧t

τn((x−κ)++t)
Gk(W

n(u))du.

Since δ ≤ τn((x− κ)+ + t), on Ωn
5 ∩ Ωn

6 ,

2κ ≥ −κ+ c
(

τn(x+ κ+ t) ∧ t− τn((x− κ)+ + t)
)

.

By definition of κ, 3κ/c ≤ ε/24λ+, which implies that the left side of (70) is
no larger than ε/12 on Ωn

5 ∩Ωn
6 , and so (70) holds. The last case to consider

is the case τn((x−κ)+ + t) < δ < τn(x+κ+ t)∧ t. Then, by definition of δ,
on Ωn

4 ,

2λ+
(

τn(x+ κ+ t) ∧ t− τn((x− κ)+ + t) ∧ t
)

(71)

≤ ε

12
+ 2λ+ (τn(x+ κ+ t) ∧ t− δ) .

By (67), (68), and monotonicity of W n(·) + ι(·),

x− κ+ t ≤ (x− κ)+ + t

≤ W n(τn((x− κ)+ + t)) + τn((x− κ)+ + t)

≤ W n(δ) + δ

≤ W n(τn(x+ κ+ t) ∧ t−) + τn(x+ κ+ t) ∧ t ≤ x+ κ+ t.

This together with (19) and the nondecreasing nature of the idle time process
implies that, on Ωn

5 ∩ Ωn
6 ,

2κ ≥ W n(τn(x+ κ+ t) ∧ t−) + τn(x+ κ+ t) ∧ t−W n(δ) − δ

≥ Xn(τn(x+ κ+ t) ∧ t−)−Xn(δ)
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+

K
∑

k=1

ρk

∫ τn(x+κ+t)∧t

δ

Gk(W
n(u))du

≥ −κ+ c (τn(x+ κ+ t) ∧ t− δ) .

Using the definition of κ and (71) implies (70).

5.4. Oscillation Bounds. This section establishes the second main ingre-
dient for proving tightness of the fluid scaled residual deadline related pro-
cesses and state descriptors, controlled oscillations (see Lemmas 5.10 and
5.11). Both proofs are similar in spirit. The one for the residual deadline
processes is slightly simpler, so it is presented first. For this, recall the def-
inition of dK given in (40). Then the modulus of continuity is defined as
follows.

Definition 5.9. Let i = 1, 2. For each ζ(·) ∈ D([0,∞),MK
i ) and each

T > δ > 0, define the modulus of continuity on [0, T ] by

wT (ζ(·), δ) = sup
t∈[0,T−δ]

sup
h∈[0,δ]

dK [ζ(t+ h), ζ(t)].

Lemma 5.10. Suppose that (AA) holds. For all T > 0 and ε, η ∈ (0, 1),
there exists δ ∈ (0, T ) such that

lim inf
n→∞

P(wT (R̄n(·), δ) ≤ ε) ≥ 1− η.

Proof. Fix T > 0 and ε, η ∈ (0, 1). By (41) and Lemma 5.6, there exists
a κ ∈ (0, ε) such that for any δ ∈ (0, T ), the events

Ωn
1 =

{

max
1≤k≤K

sup
t∈[0,T ]

R̄n
k(t)([0, κ]) ≤ ε

}

,

Ωn
2 =

{

max
1≤k≤K

sup
t∈[0,T−δ]

sup
h∈[0,δ]

[

Ēn
k (t+ h)− Ēn

k (t)
]

≤ 2λ+δ

}

,

Ωn
0 = Ωn

1 ∩ Ωn
2 ,

satisfy

(72) lim inf
n→∞

P(Ωn
0 ) ≥ 1− η.

Fix such a κ and set δ = min(κ, ε
2λ+

).
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Fix n ∈ N, 1 ≤ k ≤ K, and a closed set B ∈ B1. Let t ∈ [0, T − δ],
h ∈ (0, δ], and 1 ≤ i ≤ En

k (t). If g
n
k,i(t) > h or gnk,i(t+ h) > 0, then

gnk,i(t) = gnk,i(t+ h) + h.

Then, for h ∈ (0, δ], since h ≤ δ ≤ κ < ε,

R̄n
k(t)(B) ≤ R̄n

k(t+ h)(Bε) + R̄n(t)([0, κ])

R̄n
k(t+ h)(B) ≤ R̄n

k(t)(B
ε) + Ēn

k (t+ h)− Ēn
k (t).

Then, on Ωn
0 , for all t ∈ [0, T − δ] and h ∈ [0, δ],

d(R̄n
k (t+ h), R̄n

k (t)) < ε.

This together with the fact that n ∈ N, 1 ≤ k ≤ K, and the closed set
B ∈ B2 were arbitrary and (72) implies the result.

Next we generalize the preceding argument to prove the following analo-
gous lemma for the fluid scaled state descriptors. There are two main dis-
tinctions. One is that κ < ε/2 since in h > 0 time units a unit atom moves
along a diagonal path a distance of

√
2h. The other is that (15) has been

established.

Lemma 5.11. For all T > 0 and ε, η ∈ (0, 1), there exists δ ∈ (0, T ) such
that

lim inf
n→∞

P(wT (Z̄n(·), δ) ≤ ε) ≥ 1− η.

Proof. Fix T > 0 and ε, η ∈ (0, 1). For each κ > 0, let C̄κ be the closure
of Cκ, or

C̄κ = [0, κ] × R+ ∪R+ × [0, κ].

By (41) and Lemma 5.7, there exists a κ ∈ (0, ε/2) such that for any δ ∈
(0, T ), the events

Ωn
1 =

{

max
1≤k≤K

sup
t∈[0,T ]

Z̄n
k (t)(C̄

κ) ≤ ε

}

,

Ωn
2 =

{

max
1≤k≤K

sup
t∈[0,T−δ]

sup
h∈[0,δ]

[

Ēn
k (t+ h)− Ēn

k (t)
]

≤ 2λ+δ

}

,

Ωn
0 = Ωn

1 ∩ Ωn
2 ,

satisfy

(73) lim inf
n→∞

P(Ωn
0 ) ≥ 1− η.
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Fix such a κ and set δ = min(κ, ε
2λ+

).
We begin by noting two basic facts that will be used in the proof. Firstly,

for all B ∈ B2 and h ∈ [0, δ],

(74) B ⊆ (Bε)h ∪ C̄κ.

To see this, take some B ∈ B2, h ∈ [0, δ], and (w, p) ∈ B\C̄κ. By the
construction of C̄κ, we have w, p > κ ≥ δ ≥ h. Because h ≤ δ ≤ κ < ε/2,
it follows that (w − h, p − h) ∈ Bε and (w, p) ∈ (Bε)h. In addition, since
δ < ε/2, we have that for all B ∈ B2 and h ∈ [0, δ],

(75) Bh ⊆ Bε.

Fix n ∈ N, 1 ≤ k ≤ K, and a closed set B ∈ B2. Let B̌ = B \ C. Note
that B̌ ∈ B2,0 and by (11), Z̄n

k (t)(B) = Z̄n
k (t)(B̌) for all t ∈ [0, T ]. Then, we

can then conclude from (11), (15), and (74) that, on Ωn
0 , for all t ∈ [0, T − δ]

and h ∈ [0, δ],

Z̄n
k (t)(B) = Z̄n

k (t)(B̌)

≤ Z̄n
k (t)((B̌

ε)h) + Z̄n
k (t)(C̄

κ)

≤ Z̄n
k (t+ h)(B̌ε) + ε

≤ Z̄n
k (t+ h)(Bε) + ε.(76)

Also, by (11), (15), (75), and the fact that δ < ε
2λ+

, it is true that on Ωn
0 ,

for all t ∈ [0, T − δ] and h ∈ [0, δ],

Z̄n
k (t+ h)(B) = Z̄n

k (t+ h)(B̌)

≤ Z̄n
k (t)(B̌h) + Ēn

k (t+ h)− Ēn
k (t)

≤ Z̄n
k (t)(Bh) + ε

≤ Z̄n
k (t)(B

ε) + ε.(77)

Because k and B were chosen arbitrarily, (76) and (77) imply that on Ωn
0

wT (Z̄n(·), δ) ≤ ε.

The result follows from this and (73).

6. Characterization of Limit Points. The main goal of this section
is to prove Theorem 3.2. First we prove Lemma 5.3, which is then used in
the proof of Theorem 3.2.
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Proof of Lemma 5.3. Throughout, we assume that (AA) holds. To-
gether Lemmas 5.4 and 5.10 imply tightness of {R̄n(·)}n∈N. Let M ⊂ N be
a strictly increasing subsequence tending to infinity and R̄(·) a process such
that as m→ ∞,

R̄m(·) ⇒ R̄(·).
By Lemma 5.6, R̄(t) doesn’t charge points for all t ∈ [0,∞) almost surely. By
(41) and Lemma 5.1 and the deterministic nature of those limiting processes,
as m→ ∞,

(78)
(

R̄m(·), Ēm(·), Ḡm(·),
〈

χ, Ḡm(·)
〉)

⇒
(

R̄(·), E∗(·),D∗(·), 〈χ,D∗(·)〉
)

.

Using the Skorohod representation we may assume without loss of gener-
ally that all random elements are defined on a common probability space
(Ω,F ,P) such that the joint convergence in (78) is almost sure. Fix ω ∈ Ω
such that R̄(t)(ω) doesn’t charge points for all t ∈ [0,∞) and as m→ ∞,

(

R̄m(·)(ω), Ēm(·)(ω), Ḡm(·)(ω),
〈

χ, Ḡm(·)
〉

(ω)
)

(79)

→
(

R̄(·)(ω), E∗(·),D∗(·), 〈χ,D∗(·)〉
)

.

Henceforth, all random variables are evaluated at this ω. It suffices to show
that R̄(·) = R∗(·). For this, it suffices to show that for all 1 ≤ k ≤ K,
t ∈ [0,∞) and x ∈ R+,

(80) R̄k(t)(x,∞) = λk

∫ t

0
Gk(x+ t− s)ds.

To see this, note that for all 1 ≤ k ≤ K, t ∈ [0,∞), and x ∈ R+

R∗
k(t)(x,∞) = λk

∫ ∞

x

[Gk(y)−Gk(y + t)] dy

= λk

∫ x+t

x

Gk(y)dy = λk

∫ t

0
Gk(x+ t− s)ds.

Next we verify (80). For this, fixed 1 ≤ k ≤ K, t ∈ [0,∞), and x ∈ R+.
Given L ∈ N, let κ = t/L and set

tℓ = ℓκ and xℓ = x+ t− tℓ, for ℓ = 0, . . . , L.

Then, given L ∈ N, 1 ≤ i ≤ Em
k (t) if and only if there exists ℓ ∈ {0, . . . , L−1}

such that tm
k,Zm

k
(0)+i

∈ (tℓ, tℓ+1]. Further, given L ∈ N, 1 ≤ i ≤ Em
k (t) and

ℓ ∈ {0, . . . , L − 1} such that tm
k,Zm

k
(0)+i

∈ (tℓ, tℓ+1], xℓ < gmk,i implies that

x < gmk,i(t). Similarly, given L ∈ N, 1 ≤ i ≤ Em
k (t) and ℓ ∈ {0, . . . , L − 1}
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such that tm
k,Zm

k
(0)+i

∈ (tℓ, tℓ+1], x < gmk,i(t) implies that xℓ+1 < gmk,i. Hence,

given L ∈ N,

L−1
∑

ℓ=0

Ḡm
k (tℓ, tℓ+1) (xℓ,∞) ≤ R̄m

k (t)(x,∞) ≤
L−1
∑

ℓ=0

Ḡm
k (tℓ, tℓ+1) (xℓ+1,∞) .

By (79), given L ∈ N and ε > 0 there exists M ∈ N such that for all m ≥M

max
0≤ℓ≤L−1

∣

∣Ḡm
k (tℓ, tℓ+1) (xℓ,∞)−D∗

k (tℓ, tℓ+1) (xℓ,∞)
∣

∣ <
ε

2L
,

max
0≤ℓ≤L−1

∣

∣Ḡm
k (tℓ, tℓ+1) (xℓ+1,∞)−D∗

k (tℓ, tℓ+1) (xℓ+1,∞)
∣

∣ <
ε

2L
.

Hence, given L ∈ N and ε > 0 there exists M ∈ N such that for all m ≥M ,

L−1
∑

ℓ=0

D∗
k (tℓ, tℓ+1) (xℓ,∞)− ε

2
≤ R̄m

k (t)(x,∞) ≤
L−1
∑

ℓ=0

D∗
k (tℓ, tℓ+1) (xℓ+1,∞)+

ε

2
.

Given L ∈ N, we have that

L−1
∑

ℓ=0

D∗
k (tℓ, tℓ+1) (xℓ,∞) =

L−1
∑

ℓ=0

λkκGk (xℓ)

L−1
∑

ℓ=0

D∗
k (tℓ, tℓ+1) (xℓ+1,∞) =

L−1
∑

ℓ=0

λkκGk (xℓ+1) .

Respectively these are upper and lower Riemann sums, and since Gk(·) is
continuous, they both converge to λk

∫ t

0 Gk(x + t− s)ds as L → ∞. Given

ε > 0, let L̂ ∈ N be such that

∣

∣

∣

∣

∣

∣

L̂−1
∑

ℓ=0

λkκGk (xℓ+1)−
L̂−1
∑

ℓ=0

λkκGk (xℓ)

∣

∣

∣

∣

∣

∣

<
ε

2
.

Hence, given ε > 0, there exists M̂ ∈ N such that for all m ≥ M̂ ,

∣

∣

∣

∣

R̄m
k (t)(x,∞)− λk

∫ t

0
Gk(x+ t− s)ds

∣

∣

∣

∣

< ε.

Thus, (80) holds, as desired.

Having proved Lemma 5.3, we are now ready to prove Theorem 3.2.
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Proof of Theorem 3.2. Together Lemmas 5.5 and 5.11 imply tight-
ness of {Z̄n(·)}n∈N. Let M ⊂ N be a strictly increasing subsequence tending
to infinity and Z∗(·) a process such that as m → ∞,

(81) Z̄m(·) ⇒ Z∗(·).

Note that by (A.1), Z∗(·) ∈ I almost surely. Hence, in order to prove The-
orem 3.2, it suffices to show that Z∗(·) satisfies (26) almost surely. Indeed,
once this is verified, it follows by the uniqueness asserted in Theorem 3.1
that the law of the limit point Z∗(·) is unique, and so Z̄n(·) ⇒ Z∗(·) as
n→ ∞.

By (27), (A.1), and Theorem 2.2, as m→ ∞,

(82) Wm(·) ⇒W ∗(·),

where W ∗(·) is almost surely a workload fluid model solution such that
W ∗(0) is equal in distribution to W ∗

0 . We would like to argue that this
convergence is joint with (81). By (27), (20), (47), (49), and the fact that
the limit in (20) and R∗(·) are deterministic, as m→ ∞,

(

Z̄m(·),Wm(0),Xm(·), Ām(·), V̄m(·)
)

⇒ (Z∗(·),W0, 0,R∗(·),R∗(·)) .

This together with (22), (23), and (82) implies that as m→ ∞,

(

Z̄m(·),Wm(·),Xm(·), Ām(·), V̄m(·)
)

(83)

⇒ (Z∗(·),W ∗(·), 0,R∗(·),R∗(·)) .

Using the Skorohod representation we may assume without loss of gen-
erally that all random elements are defined on a common probability space
(Ω,F ,P) such that the joint convergence in (83) is almost sure. By (27),
Z∗(0) satisfies wZ∗(0) = W ∗(0), (A.1), (A.2), and (A.3) almost surely. Fur-
thermore, by Lemma 5.11, Z∗(·) is continuous almost surely. In addition, by
Lemma 5.7,

(84) P
(

Z∗
+(t)(Cx) = 0 for all t ∈ [0,∞) and x ∈ R

2
+

)

= 1.

(cf. [9, Lemma 6.2]). Fix ω ∈ Ω such thatW ∗(·)(ω) is a workload fluid model
solution and Z∗(·)(ω) is continuous and satisfies (84), wZ∗(0)(ω) =W ∗(0)(ω),
(A.1), (A.2), (A.3) and, as m→ ∞,

(

Z̄m(·)(ω),Wm(·)(ω), Ām(·)(ω), V̄m(·)(ω)
)

→ (Z∗(·)(ω),W ∗(·)(ω),R∗(·),R∗(·)) .
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For all t ∈ [0,∞) and m ∈ M, set

ζm(t) = Z̄m(t)(ω) and wm(t) =Wm(t)(ω),

ζ(t) = Z∗(t)(ω) and w(t) =W ∗(t)(ω).

By (27), w(0) = wϑ where ϑ = ζ(0). In order to prove Theorem 3.2, it
suffices to show that ζ(·) is a fluid model solution for the supercritical data
(λ, µ,Γ) and initial measure ϑ. In particular, we must show that ζ(·) satisfies
(26). In this regard, recall that P is a π-system (see (35)). As in the proof of
Theorem 3.1 given in Section 4, it is enough to show that ζ(·) satisfies (26)
for all B ∈ P.

Fix B ∈ P. Then B = [a,∞) × [c,∞) for some 0 ≤ a, c < ∞. Fix
t ∈ [0,∞). In what follows, all random elements are evaluated at the specific
ω fixed in the preceding paragraph. Since ζ(·) is continuous, ζn(s)

w→ ζ(s)
for all s ∈ [0, t]. By (84), ζ+(0)(C(a+t,c+t)) = 0 and ζ+(t)(C(a,c)) = 0. Then,
for each 1 ≤ k ≤ K, we have

lim
m→∞

ζmk (0)(Bt) = ζk(0)(Bt) and lim
m→∞

ζmk (t)(B) = ζk(t)(B).

However, by the fluid scaled version of (15) with h = t and t = 0, for each
m ∈ M and 1 ≤ k ≤ K,

ζmk (t)(B)− ζmk (0)(Bt) =
1

m

Am
k
(t)

∑

j=Zm
k
(0)+1

1Bt−tm
k,j

(

wm
k,j, p

m
k,j

)

=
1

m

∫ t

0
1Bt−s

(

wm(s), pmk,Am
k
(s)

)

dEm
k (s).

Hence, in order to verify that (26) holds, it suffices to show that for each
1 ≤ k ≤ K,

lim
m→∞

1

m

∫ t

0
1Bt−s

(

wm(s), pmk,Am
k
(s)

)

dEm
k (s) = λk

∫ t

0

(

δ+
w(s) × Γk

)

(Bt−s)ds.

Note that for 1 ≤ k ≤ K,

λk

∫ t

0

(

δ+
w(s) × Γk

)

(Bt−s)ds = λk

∫ t

0
1{w(s)≥a+t−s}Gk(c+ t− s)ds

= λk

∫ t

τ(a+t)∧t
Gk(c+ t− s)ds

= λk

∫ c+t−τ(a+t)∧t

c

Gk(u)du.
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Hence, in order to verify that (26) holds, it suffices to show that for each
1 ≤ k ≤ K,

lim
m→∞

1

m

∫ t

0
1Bt−s

(

wm(s), pmk,Am
k
(s)

)

dEm
k (s)(85)

= λk

∫ c+t−τ(a+t)∧t

c

Gk(u)du.

In order to verify (85), fix 1 ≤ k ≤ K. Note that for all m ∈ M and
1 ≤ i ≤ Em

k (t),
dk,i ≤ pmk,Zm

k
(0)+i ≤ dk,i + vmk,i.

Then
∫ t

0
1Bt−s

(

wm(s), dk,Em
k
(s)

)

dEm
k (s)

≤
∫ t

0
1Bt−s

(

wm(s), pmk,Am
k
(s)

)

dEm
k (s)

≤
∫ t

0
1Bt−s

(

wm(s), dk,Em
k
(s) + vmk,Em

k
(s)

)

dEm
k (s).

Let 0 < δ < t. TakeM such that for allm ≥M , sup0≤s≤t |wm(s)−w(s)| < δ.
Then, for all m ≥M ,

∫ t

0
1Bt−s

(

w(s)− δ, dk,Em
k
(s)

)

dEm
k (s)

≤
∫ t

0
1Bt−s

(

wm(s), pmk,Am
k
(s)

)

dEm
k (s)(86)

≤
∫ t

0
1Bt−s

(

w(s) + δ, dk,Em
k
(s) + vmk,Em

k
(s)

)

dEm
k (s).

For s ∈ [0,∞), w(s)− δ ≥ a+ t− s if and only if s ≥ τ(a+ t+ δ). Then

∫ t

0
1Bt−s

(

w(s)− δ, dk,Em
k
(s)

)

dEm
k (s)

=

∫ t

τ(a+t+δ)∧t
1[c+t−s,∞)

(

dk,Em
k
(s)

)

dEm
k (s)

=

∫ t

τ(a+t+δ)∧t
1[c,∞)

(

dk,Em
k
(s) − (t− s)

)

dEm
k (s)

=

∫ t

0
1[c,∞)

(

amk,Em
k
(s)(t)

)

dEm
k (s)
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−
∫ τ(a+t+δ)∧t

0
1[c,∞)

(

amk,Em
k
(s)(t)

)

dEm
k (s)

= Am
k (t)([c,∞)) −Am

k (τ(a+ t+ δ) ∧ t)([c + t− τ(a+ t+ δ) ∧ t,∞)).

Similarly,
∫ t

0
1Bt−s

(

w(s) + δ, dk,Em
k
(s) + vmk,Em

k
(s)

)

dEm
k (s)

= Vm
k (t)([c,∞)) − Vm

k (τ(a+ t− δ) ∧ t)([c + t− τ(a+ t− δ) ∧ t,∞)).

Then, by (47) and (86),

lim inf
m→∞

1

m

∫ t

0
1Bt−s

(

wm(s), pmk,Am
k
(s)

)

dEm
k (s)

≥ R∗
k(t)([c,∞)) −R∗

k(τ(a+ t+ δ) ∧ t)([c + t− τ(a+ t+ δ) ∧ t,∞)).

But,

R∗
k(t)([c,∞)) −R∗

k(τ(a+ t+ δ) ∧ t)([c + t− τ(a+ t+ δ) ∧ t,∞))

= λk

∫ ∞

c

(Gk(u)−Gk(u+ t)) du

−λk
∫ ∞

c+t−τ(a+t+δ)∧t
(Gk(u)−Gk(u+ τ(a+ t) ∧ t)) du

= λk

∫ c+t−τ(a+t+δ)∧t

c

Gk(u)du.

So then, since δ ∈ (0, t) is arbitrary, letting δ ց 0 and using continuity of
τ(·) yields that

lim inf
m→∞

1

m

∫ t

0
1Bt−s

(

wm(s), pmk,Am
k
(s)

)

dEm
k (s) ≥ λk

∫ c+t−τ(a+t)∧t

c

Gk(u)du.

Similarly, using (49) in place of (47),

lim sup
m→∞

1

m

∫ t

0
1Bt−s

(

wm(s), pmk,Am
k
(s)

)

dEm
k (s) ≤ λk

∫ c+t−τ(a+t)∧t

c

Gk(u)du.

Hence (85) holds, as desired.
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