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SPECTRAL CHARACTERIZATION OF AGING:
THE REM-LIKE TRAP MODEL1

BY ANTON BOVIER AND ALESSANDRA FAGGIONATO

Weierstrass Institut für Angewandte Analysis und Stochastik

We review the aging phenomenon in the context of the simplest trap
model, Bouchaud’s REM-like trap model, from a spectral theoretic point
of view. We show that the generator of the dynamics of this model can
be diagonalized exactly. Using this result, we derive closed expressions for
correlation functions in terms of complex contour integrals that permit an
easy investigation into their large time asymptotics in the thermodynamic
limit. We also give a “grand canonical” representation of the model in terms
of the Markov process on a Poisson point process. In this context we analyze
the dynamics on various time scales.

1. Introduction. The particular properties of the long term dynamics of many
complex and/or disordered systems have been the subject of great interest in the
physics and, increasingly, the mathematics community. The key paradigm here
is the notion ofaging, a notion that can be characterized in terms of scaling
properties of suitable autocorrelation functions. Typically, aging can be associated
to the existence ofinfinitely manytime-scales that are inherently relevant to the
system. In that respect, aging systems are distinct frommetastablesystems, which
are characterized by a finite number of well separated time-scales, corresponding
to the lifetimes of different metastable states.

Aging systems are rather difficult to analyze, both numerically and analytically.
Most analytical results, even on the heuristic level, concern either the Langevin
dynamics of spherical mean field spin glasses ortrap models, a class of artificial
Markov processes that in some way tries to mimic the long term dynamics of
highly disordered systems (see, e.g., [8]).

One of the natural questions one is led to ask when being confronted with
phenomena related to multiple time-scales is whether and how they can be related
to spectral properties. This relationship has been widely investigated in the context
of Markov processes with metastable behavior (see, e.g., [12–14, 20, 21, 10]),
and it would be rather interesting to obtain a spectral characterization of aging
systems as well, at least in the context of Markov processes. To our knowledge,
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this problem has not been widely studied so far. The only papers dealing with the
problem are [24], by Butaud and Mélin, that have tackled one of the simplest trap
models and on which we will comment below, and [17] and [23], that investigate
convergence to equilibrium in the Random Energy Model (REM).

The present paper is intended to make a modest step in this direction by
analyzing the relation between spectral properties and aging rigorously in the
REM-like trap model. While this model may seem misleadingly simple, it has
in the past provided valuable insights into the mechanisms of aging, and it is our
hope that the analysis presented here will provide useful guidelines for further
investigations of more complicated models.

The paper will be divided into two parts. In the first we analyze the REM-like
trap model in the standard formulation of Bouchaud [9]. In the second part we go
one step further and reformulate the model in a slightly different way as a Markov
process on a Poisson point process. This formulation makes the relation to the real
REM more suggestive (see [3, 4] for a full analysis), and allows, in a natural way,
to study the dynamics of the model on different time scales.

2. The REM-like trap model. Let us recall the definition oftrap modelsas
introduced by Bouchaud and Dean [9]. LetG = (S,E) be a finite graph with vertex
set,S, and edge set,E . Let E := {Ei, i ∈ S} be a random field, calledenergy
landscape, and letY(t) be a continuous-time random walk onG with E-dependent
transition rates,ci,j , such thatci,j > 0 iff {i, j} ∈ E , and

P
(
Y(t + dt) = j |Y(t) = i

)= ci,j dt.

Setting τ−1
i := ∑

j �=i ci,j and pi,j := ci,j τi , the random walk,Y(t), can be
described as follows: after reaching the sitei, the walk waits an exponential time
of meanτi and then jumps to an adjacent site,j , with probabilitypi,j . In the trap
model, the transition rates are assumed to satisfy the following properties:

eEi ci,j = eEj cj,i ∀ {i, j} ∈ E ,(2.1)

E(τi) = ∞,(2.2)

whereE denotes the expectation w.r.t. the random fieldE. Since in several physical
experiments (see [26]) the system is initially in equilibrium at a high temperature,
T � Tg and then is quickly cooled to a temperature smaller thanTg , and then
its response to an external perturbation is measured, it is reasonable to consider
Y(t) with uniform initial distribution. A classical time–time correlation function is
given by

�(t, tw) := P
(
Y(s) = Y(tw) ∀ s ∈ [tw, tw + t]).

In order to observe aging, it is necessary to consider a thermodynamic limit,
with the size ofG going to infinity, and possibly a suitable time-rescaling. Rather
recently, there have been a number of rigorous papers devoted to the analysis of
trap models on the latticesZ [5, 18, 19] andZd [6, 11].



SPECTRAL CHARACTERIZATION OF AGING 1999

In this paper we consider the simplest trap model, called theREM-like trap
model[9], that corresponds to choosingG to be the complete graph onN vertices,
that is,

GN = (SN,EN), SN := {1,2, . . . ,N}, EN := {{i, j} i �= j ∈ SN

}
,

and to take as energy landscape a family,E = {Ei : i ∈ N}, of independent,
exponentially distributed random variables, with parameter,α, with 0 < α < 1.
GivenN ∈ N, letYN(t) be the continuous-time random walk onGN with transition
ratesci,j = e−Ei /N , for i �= j . Settingxi = e−Ei , the infinitesimal generator of the
random walk is given by

LN :=




(N − 1)x1

N
−x1

N
· · · −x1

N

−x2

N

(N − 1)x2

N
· · · −x2

N
...

...
. . .

...

−xN

N
−xN

N
· · · (N − 1)xN

N




.(2.3)

The dynamics can be described as follows: after reaching the statei, the walk waits
an exponential time of meanN

N−1eEi and then jumps with uniform probability
to another state. Although, strictly speaking, the mean waiting time is given by

N
N−1eEi , we callτi := x−1

i = eEi waiting time (the discrepancy is negligible in the
thermodynamic limitN ↑ ∞).

Note thatτi andxi have distributions given by

p(τ) dτ = ατ−1−α dτ (τ ≥ 1); p(x)dx = αxα−1 dx (0 < x ≤ 1),

respectively; in particular,E(τi) = ∞. Moreover, the equilibrium measure is given
by µeq(i) = τi/(

∑N
j=1 τj ). We are interested in the out-of-equilibrium dynamic

with uniform initial distribution.PN denotes the law of this random walk, given a
realization of the random variablesEi .

Aging in the REM-like trap model is manifest from the asymptotic behavior of
the time–time correlation function

�N(t, tw) := PN

(
YN(s) = YN(tw) ∀ s ∈ [tw, tw + t]).(2.4)

Namely, as shown in [9], for almost allE, and for allθ > 0,

lim
tw↑∞ lim

N↑∞�N(θtw, tw) = sin(πα)

π

∫ 1

θ/(1+θ)
u−α(1− u)α−1 du.(2.5)

Our main aim here is to show that the aging behavior of the system, derived
in [9] using renewal arguments, can be obtained solely fromspectral information
about the generatorLN . The method developed below will allow us to get further
information onYN(t) from the spectral properties ofLN . In particular, given
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a function h on (0,∞), it is possible to describe the asymptotic behavior of
EN(h(xN(t))) and EN(h(τN(t))), whereEN denotes the expectation w.r.t.PN ,
and wherexN(t), τN(t) are defined as

xN(t) = xk, τN(t) = τk if YN(t) = k.

These results will allow us to investigate how the walk, as time goes on, visits
deeper and deeper traps, that is, sites with larger and larger waiting timeτi (see
Section 2.2).

We start by giving a complete description of the eigenvalues and eigenvectors
of LN . Letµ = µN be the measure onSN with µ(i) = x−1

i = τi . Note thatLN is a
symmetric operator onL2(µ) and, trivially,LN I = 0, whereI is the vector with all
entries equal to 1. The following proposition is based on elementary linear algebra:

PROPOSITION2.1. Letx1, x2, . . . , xN be all distinct. Then, LN hasN positive
simple eigenvalues0= λ1 < λ2 < · · · < λN such that

{λ1, λ2, . . . , λN } = {λ ∈ C :φ(λ) = 0},
whereφ(λ) is the meromorphic function

φ(λ) :=
N∑

j=1

λ

xj − λ
, (λ ∈ C).(2.6)

If the xi are labelled such thatx1 < x2 < · · · < xN , then xi < λi+1 < xi+1,
for i = 1, . . . ,N − 1. Moreover, for any i = 1, . . . ,N , the vectorψ(i) ∈ R

N ,
defined as

ψ
(i)
j := xj

xj − λi

for j = 1, . . . ,N,

is an eigenvector ofLN with eigenvalueλi . ψ(1), . . . ,ψ(N) form an orthogonal
basis ofL2(µ).

Since thexi have an absolutely continuous distribution, we trivially have the
following:

COROLLARY 2.2. The assertions of Proposition2.1hold with probability one
for all N .

PROOF. Let λ be a generic eigenvalue and let us write the corresponding
eigenvector,ψ , asψ = a(1, . . . ,1)t + w, where

∑N
j=1 wj = 0. Since(LNψ)j =

xjwj , we have to solve the system

xjwj = λa + λwj ∀ j = 1, . . . ,N.(2.7)
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Sincex1, . . . , xN are distinct, it must be true thata �= 0 (otherwise we getψ = 0).
Without loss of generality, we seta = 1. Note thatλ �= xj , for j = 1, . . . ,N ,
since otherwise (2.7) would imply thatλ = 0 = xj . Therefore, we getwj = λ

xj−λ
.

Since it must be true that
∑N

j=1 wj = 0, we get thatλ is an eigenvalue withψ

s.t. ψj = xj

xj−λ
being the corresponding eigenvector, iffφ(λ) = 0. This implies

thatφ has at mostN zeros. Sinceφ(0) = 0, and, for realλ, limλ↓xi
φ(λ) = −∞,

limλ↑xi
φ(λ) = ∞, we get thatφ has exactlyN zeros. From here the assertions of

the theorem follow immediately.�

Proposition 2.1 has the following simple corollary:

COROLLARY 2.3. With probability one, the spectral distributionσN :=
AvN

j=1δλj
converges weakly to the measureαxα−1 dx on [0,1].

REMARK. The results of Proposition 2.1 are incompatible with the heuristic
predictions in [24]. The discrepancy is particularly pronounced in the case of the
eigenfunction. The reason for this is an inappropriate use of perturbation expansion
in [24]. We will explain this in some detail in the Appendix.

We will now show that Proposition 2.1 allows to derive the asymptotics of the
autocorrelation functions easily. In fact, it contains far more information on the
long time behavior of the systems, some of which we will bring to light later.

Recall thatpt(i, j), the probability to jump fromi to j in an interval of
time t , can be expressed aspt(i, j) = (e−tLN )i,j . In particular, by writingνt for
the probability distribution ofYN(t) and thinking of the Radon derivativedνt

dµ
as

column vector,

dνt

dµ
= e−tLN

dν0

dµ
,

we see that

dνt

dµ
=

N∑
k=1

〈dν0/dµ,ψ(k)〉
〈ψ(k),ψ(k)〉 e−tλkψ(k).(2.8)

The above formulas are true for an arbitrary initial distribution. Takingν0 to be the
uniform distribution, by Proposition 2.1, we get

dνo

dµ
=

N∑
k=1

γkψ
(k) whereγ −1

k := 〈
ψ(k),ψ(k)〉= N∑

j=1

xj

(xj − λk)2 .

Then, by Proposition 2.1 and (2.8),

�N(t, tw) =
N∑

j=1

N∑
k=1

γke
−λktw

xj − λk

e−((N−1)/N)xj t(2.9)
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and

EN

(
h
(
xN(t)

))= N∑
j=1

N∑
k=1

γke
−λkt

xj − λk

h(xj ).(2.10)

The above formulas (that may appear rather ugly at first sight) admit a nice
complex integral representation through the following lemma:

LEMMA 2.4. Letγ be a positive oriented loop onC containing in its interior
λ1, . . . , λN . Let g be a holomorphic function on a domainD ⊂ C with γ ⊂ D.
Then, for anyj = 1, . . . ,N ,

N∑
k=1

γkg(λk)

xj − λk

= 1

2πi

∫
γ

g(λ)

φ(λ)(xj − λ)
dλ.(2.11)

PROOF. Let us setX := {x1, . . . , xN } and  := {λ1, λ2, . . . , λN }. Then,
φ(λ) is a holomorphic function onC \ X, whereφ′(λ) = ∑N

j=1
xj

(xj−λ)2 , and,

in particular,φ′(λj ) = γ −1
j . Moreover, the function[φ(λ)(xj − λ)]−1, a priori

defined onC \ (X ∪ ), can be analytically continued toX as a meromorphic
function with simple poles only at the points of. Now the conclusion follows
from a trivial application of the residue theorem.�

We can obviously use Lemma 2.4 to rewrite (2.9) and (2.10) in the form

�N(t, tw) = 1

2πi

∫
γ

e−twλ

λ

(
Avj

e−(N−1)/Nxj t

xj − λ

/
Avj

1

xj − λ

)
dλ,(2.12)

EN

(
h(xt )

)= 1

2πi

∫
γ

e−tλ

λ

(
Avj

h(xj )

xj − λ

/
Avj

1

xj − λ

)
dλ,(2.13)

where Avj denotes the average overj = 1,2, . . . ,N .
The above integral representations of�N(t, tw) and EN(h(xt )) have two

advantages. First, the appearance of averages allows to compute their limiting
behavior asN ↑ ∞ easily by using the ergodicity of the random fieldE. Second,
by means of the residue theorem, their Laplace transform can be easily computed
in order to derive the asymptotic behavior of�N(t, tw) and EN(h(xt )), for
N, tw, t � 1 (see Sections 2.1 and 2.2).

A much more general derivation of the above integral representations is
discussed in Appendix A.3.

2.1. Aging behavior of�N(t, tw).

PROPOSITION2.5. Let us define

�(t, tw) := 1

2πi

∫
γ

e−twλ

λ

Ex(e
−xt/(λ − x))

Ex(1/(λ − x))
dλ,(2.14)
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whereEx is the expectation w.r.t. the measureαxα−1 dx on [0,1] and γ is any
positive oriented complex loop around the interval[0,1]. Then,

lim
N↑∞�N(t, tw) = �(t, tw) ∀ t, tw, a.s.(2.15)

PROOF. Recall (2.12) and fix 0< δ < 1/2. Due to analyticity, we can choose
the integration contour,γ , to have distance 1 from the segment[0,1]. For each
λ ∈ γ , the random variables(xj − λ)−1, j ∈ N, are i.i.d. and bounded. Therefore,
for a suitable positive constantc > 0,

P

(∣∣∣∣AvN
j=1

1

xj − λ
− Ex

(
1

λ − x

)∣∣∣∣≥ N−1/2+δ

)
≤ e−cN2δ ∀λ ∈ γ.(2.16)

Since for eachx ∈ [0,1] andλ ∈ γ , | ∂
∂λ

(x −λ)−1| ≤ 1, a simple chaining argument
allows to deduce from the pointwise estimate (2.16) uniform control inλ. Using
the Borel–Cantelli lemma, one can then infer that, a.s.,

sup
λ∈γ

∣∣∣∣AvN
j=1

1

xj − λ
− Ex

(
1

λ − x

)∣∣∣∣≤ cN−1/2+δ ∀N ∈ N.(2.17)

Similar arguments show that, a.s., givenM ∈ N, there exists a constant,cM , such
that

sup
M−1≤t≤M

sup
λ∈γ

∣∣∣∣AvN
j=1

e−((N−1)/N)xj t

xj − λ
− Ex

(
e−xj t

λ − xj

)∣∣∣∣≤ cMN−1/2+δ

(2.18)

∀N ∈ N.

Note that, for eachλ ∈ γ , AvN
j=1(xj − λ)−1 is a convex combination of points of

modulus larger or equal than 1/2, contained in an angular sector with angle non-
larger than a suitable constant,c < π . In particular,|AvN

j=1(xj − λ)−1| ≥ c′ > 0,
for all N . From here the assertion of the proposition follows from Lebesgue’s
dominated convergence theorem.�

Givenθ > 0, we are interested in the limit of�(θtw, tw), astw ↑ ∞. This will
be done using the Laplace transform of�(θtw, tw),

�̂(θ,ω) :=
∫ ∞

0
e−ωtw�(θtw, tw) dtw, [�(ω) > 0].

The computation of this Laplace transform is trivial, if we use the integral
expression (2.14).

Let ω ∈ C, with �(ω) > 0, and fix a positive oriented loop,γ , around the
segment[0,1], such thatγ ⊂ {z ∈ C :�(z) > −�(ω)}; see Figure 1. Then,
�(ω + λ + xθ) > 0, for x ∈ [0,1] andλ ∈ γ , so that (2.14) implies

�̂(θ,ω) = Ex

(
1

2πi

∫
γ

[
λ(λ − x)(λ + ω + θx)Ex̄

(
1

λ − x̄

)]−1

dλ

)
.



2004 A. BOVIER AND A. FAGGIONATO

FIG. 1. Possible integration contour.

HereEx andEx̄ denote the expectation w.r.t. the measureαxα−1 dx on [0,1].
Let us consider the change of variablesz = 1

λ
and writeγ̂ for the pathγ with

inverted orientation (i.e., positive oriented w.r.t.λ = ∞). Then we get

�̂(θ,ω) = Ex

(
1

2πi

∫
γ̂

[
(1− zx)(1+ zω + zθx)Ex̄

(
1

1− zx̄

)]−1

dz

)
.

Given x ∈ [0,1], the integrand is a meromorphic function inC \ [1,∞) that has
only a single pole of order 1 insidêγ , namely, atz = −(ω + xθ)−1. By the residue
theorem, we get

�̂(θ,ω) = Ex

(
1

ω + xθ + x

/
Ex̄

(
ω + xθ

ω + xθ + x̄

))
.(2.19)

LEMMA 2.6. The r.h.s. of (2.19) is well defined and holomorphic for any
ω ∈ C \ (−∞,0]. In particular, the function�̂(θ,ω), defined for�(ω) > 0, can
be analytically continued to the setC \ (−∞,0].

PROOF. As proved in [15], Chapter 3, the Laplace transform,�̂(θ,ω), is
holomorphic on the set of convergence points. Therefore, we only need to show
that the r.h.s. of (2.19) is well defined and holomorphic on�(ω) �= 0. Let us assume
that�(ω) > a > 0. Then, trivially,∀x, x̄ ∈ [0,1],

ω + xθ

ω + xθ + x̄
∈ B := {z ∈ C : z = |z|eiθ with 0≤ θ ≤ θ0, |z| ≥ c},

for suitable constants,c, θ0, depending ona and satisfyingθ0 < π . Moreover, since
lim|ω|↑∞ ω+xθ

ω+xθ+x̄
= 1,

0 < c1(a) ≤
∣∣∣∣ ω + xθ

ω + xθ + x̄

∣∣∣∣≤ c2(a) ∀a > 0,∀ω :�(ω) ≥ a.(2.20)

By (2.20) and the geometry ofB, we have thatEx̄ (
ω+xθ

ω+xθ+x̄
) is well defined and has

distancec3(a) > 0 from the origin. Moreover,|ω+xθ +x| ≥ �(ω). Therefore, the
r.h.s. of (2.19) is well defined and, due to the previous estimates and Lebesgue’s
dominated convergence theorem, it is continuous on{�(ω) �= 0}, thus implying
continuity onC \ (−∞,0].

We recall Morera’s theorem: iff (ω) is defined and continuous in a open set
� ⊂ C and if

∫
γ f dω = 0, for all closed curves,γ , in �, thenf (ω) is holomorphic

in �. Therefore, using Fubini’s and Morera’s theorems, one can prove that the
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functionEx̄ (
ω+xθ

ω+xθ+x̄
) is holomorphic onC\ (−∞,0]. The proof can be concluded

by a second application of the same theorems.�

In what follows, we keep the notation,�̂(θ,ω), for the analytic continuation of
the Laplace transform. The next lemma describes the behavior of�̂(θ,ω) near the
origin. Using the Laplace inversion formula, we then derive from this result the
asymptotic behavior of�(θ, tω), astω ↑ ∞.

LEMMA 2.7. For anyθ > 0, set

A(θ) =: sin(πα)

π

∫ 1

θ/(θ+1)
u−α(1− u)α−1 du.

Moreover, define

A := {
reiφ : r ≥ 0, |φ| ≤ 3

4π
}
.(2.21)

Then, for a suitable positive constant, c > 0,

|�̂(θ,ω)| ≤ c|ω|−1 ∀ω ∈ A : |ω| ≥ 1,(2.22)

|�̂(θ,ω) − A(θ)/ω| ≤ c|ω|−α ∀ω ∈ A : |ω| ≤ 1.(2.23)

PROOF. The first estimate (2.22) follows trivially from (2.19) and (2.20). Let
us prove (2.23) forω ∈ A and|ω| ≤ 1.

In what follows, c0, c1, . . . denote positive constants depending only onθ .
Moreover, given z ∈ C, we denote by

∫ z
0 and

∫∞
z the integrals over the

paths {sz : 0 ≤ s ≤ 1} and {sz : s ≥ 1}, respectively. We extend the functions
z−α andzα−1, defined on(0,∞), to C \ (−∞,0] by analytic continuation. Then,
(2.19) implies

ω�̂(θ,ω)

=
∫ 1/ω

0
xα−1

(
[1+ x(1+ θ)][1+ xθ ]

∫ 1/ω

0

yα−1

1+ xθ + y
dy

)−1

dx(2.24)

=
∫ 1/ω

0
xα−1

(
[1+ x(1+ θ)][1+ xθ ]α

∫ 1/ω(1+xθ)

0

yα−1

1+ y
dy

)−1

dx.

Define

B :=
{
(ω, x) ∈ C

2 s.t.ω ∈ A, x = s

ω
for somes : 0≤ s ≤ 1

}
.

Since(ω(1+ xθ))−1 ∈ A ∩ {z : |z| ≥ c0}, we obtain∣∣∣∣
∫ 1/(ω(1+xθ))

0

yα−1

1+ y
dy

∣∣∣∣≥ c1,(2.25)

∣∣∣∣
∫ ∞

1/ω(1+xθ)

yα−1

1+ y
dy

∣∣∣∣≤ c2|ω(1+ xθ)|1−α.(2.26)
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Let B(α) be defined as

B(α) :=
∫ ∞

0

yα−1

1+ y
dy =

∫ 1

0
u−α(1− u)α−1 du = π

sin(πα)
(2.27)

[note that the above second identity follows from the change of variablesu =
y(1+y)−1, while the last one is well known in the theory of the Gamma function].
Using (2.25) and (2.26), we obtain

∣∣∣∣ω�̂(θ,ω) − 1

B(α)

∫ 1/ω

0

xα−1 dx

(1+ x(1+ θ))(1+ xθ)α

∣∣∣∣
(2.28)

≤ |ω|1−α
∫ 1/ω

0

|x|α−1 d|x|
|1+ x(1+ θ)||1+ xθ |2α−1 ≤ c3|ω|1−α.

Since ∣∣∣∣
∫ ∞

1/ω

xα−1 dx

(1+ x(1+ θ))(1+ xθ)α

∣∣∣∣≤ c4|ω|

and, using analyticity and integrability of the singularities aroundz = 0 and
z = ∞,

∫
sω : s≥0

xα−1 dx

(1+ x(1+ θ))(1+ xθ)α
=
∫ ∞

0

xα−1 dx

(1+ x(1+ θ))(1+ xθ)α
,

we get

∣∣∣∣ω�̂(θ,ω) − 1

B(α)

∫ ∞
0

xα−1

(1+ x(1+ θ))(1+ xθ)α
dx

∣∣∣∣≤ c5|ω|1−α.

Using the change of variablesv = x−1 + θ andu = v(1+ v)−1, we obtain

∫ ∞
0

xα−1

(1+ x(1+ θ))(1+ xθ)α
dx =

∫ 1

θ/(θ+1)
u−α(1− u)α−1 du,

which implies the assertion of the lemma.�

Lemma 2.7 and Proposition A.1 allow us to conclude the proof of the aging
behavior of�N(t, tw), that is, to recover the result of Bouchaud and Dean [9]:

PROPOSITION2.8. For almost all energy landscapesE, givenθ > 0,

lim
tw↑∞ lim

N↑∞�N(θtw, tw) = sin(πα)

π

∫ 1

θ/(1+θ)
u−α(1− u)α−1 du.(2.29)
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2.2. Visiting deeper and deeper traps.In this section we use the integral
representation (2.13) in order to study the probability that the walk at timet is
in a deep trap, that is, in a state with large waiting time. In Proposition 2.9 we
first prove that the probability to be in a site with waiting time smaller thanO(1)

decays astα−1, thus implying the aging behavior of correlation functions described
in Section 3. In the second part, we will investigate the random variabletxN(t) and
show that, for almost allE, it has a weak limit, as firstN ↑ ∞ and thent ↑ ∞.
As consequence, with high probability, at timet , the system is in a state of waiting
timeO(t), as stated in Proposition 2.10.

Reasoning as in the proof of Proposition 2.5, we can prove, for almost all
energy landscapes,E, that, given a functionh on [0,1], that can be uniformly
approximated by piecewiseC1 functions,

H(t) := lim
N↑∞ EN

(
h
(
xN(t)

))
(2.30)

= 1

2πi

∫
γ

e−tλ

λ

∫ 1
0 (h(x)/(λ − x))xα−1 dx∫ 1

0 (1/(λ − x))xα−1 dx
dλ ∀ t > 0,

whereγ is a positive oriented loop around[0,1].
SinceH(t) is a bounded function, the Laplace integralĤ (ω) := ∫∞

0 H(t)e−ωt dt

is absolutely convergent when�(ω) > 0. By the same arguments we used to de-
rive (2.19), it is easy to deduce from the integral representation (2.30) that

Ĥ (ω) = 1

ω

∫ 1
0 (h(x)/(ω + x))xα−1 dx∫ 1

0 (1/(ω + x))xα−1 dx
.(2.31)

In the following proposition we concentrate on the caseh(x) := Ix≥δ . By (2.31),
we can give precise information on the asymptotic behavior of the probability to
be at timet in a site with waiting time smaller than 1/δ:

PROPOSITION2.9. Let

B(δ) :=
∫ 1
δ xα−2 dx∫∞

0 xα−1/(1+ x)dx
, c(α) :=

∫ ∞
0

yα−1e−y dy.(2.32)

Then, for almost all energy landscapes, E,

lim
s↑∞ s1−α lim

N↑∞ PN

(
xN(s) > δ

)= B(δ)/c(α).(2.33)

Finally, we show that, with high probability, at timet , the walk is in a trap of
depth of orderO(t). In particular, the random variablestxN(t) converge weakly
to a nonnegative random variable, as firstN ↑ ∞ and thent ↑ ∞, a.s. This
result corresponds to the convergence of the expectation of bounded, continuous
functions and, due to Lemma 2.11, such a convergence can be extended to the
larger class of bounded, piecewise continuous functions, which is more suitable
for the investigation of the phenomenon of visiting deeper and deeper traps:
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PROPOSITION 2.10. Let Z be the unique random variable with range
in (0,∞) having Laplace transform

E(e−θZ) = sin(πα)

π

∫ 1

θ/(θ+1)
u−α(1− u)α−1 du.

Then, for almost all energy landscapeE, given a bounded piecewise continuous
function, h, on (0,∞),

lim
t↑∞ lim

N↑∞ EN

(
h
(
txN(t)

))

= lim
t↑∞

1

2πi

∫
γ

e−tλ

λ

∫ 1
0 (h(xt)/(λ − x))xα−1 dx∫ 1

0 (1/(λ − x))xα−1 dx
dλ(2.34)

= E(h(Z)).

In particular, for almost all energy landscapes, E,

lim
t↑∞ lim

N↑∞ P

(
τN(t)

t
≥ u

)
= P(Z ≤ u−1) ∀u > 0.

PROOF OF PROPOSITION 2.9. We have to prove that lims↑∞ s1−αH(s) =
B(δ)/c(α), whereH is given by (2.30) withh(x) := Ix≥δ . As in the proof of
Lemma 2.6, we can show that the r.h.s. of (2.31) is well defined and holomorphic
on C \ (−∞,0]. We keep the notation̂H for this extended function. Changing
variablesx = ωy, we get∫ 1

0

xα−1

ω + x
dx = ωα−1

∫
γw

yα−1

1+ y
dy,(2.35)

where γω is the oriented path{s/ω}0≤s≤1. Let γ̂ω be the path{s/ω}s≥0. By
analyticity and integrability of the singularities atz = 0, z = ∞, we have∫

γ̂ω

yα−1

1+ y
dy =

∫ ∞
0

yα−1

1+ y
dy.

Let us defineA := {reiθ : 0< r < ∞, |θ | ≤ 3
4π}. Then, for a suitable constantc1,∣∣∣∣

∫
γ̂ω\γω

yα−1

1+ y
dy

∣∣∣∣≤ c1|ω|1−α ∀ω ∈ A : |ω| ≤ 1,

implying ∫ 1

0

xα−1

ω + x
dx = ωα−1

(∫ ∞
0

yα−1

1+ y
dy + O(|ω|1−α)

)
,(2.36)

whereA = B + O(1/N) is understood to mean that there existsC < ∞ such that
|A − B| ≤ C/N . Trivially,∫ 1

δ

xα−1

ω + x
dx = (

1+ O(|ω|)) ∫ 1

δ
xα−2 dx.(2.37)
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Note that the estimate of the error terms in (2.36) and (2.37) is uniform inω ∈ A,
|ω| ≤ 1. Then, from (2.31), (2.36) and (2.37), we get

|ωαĤ (ω) − B(δ)| ≤ c2|ω|1−α ∀ω ∈ A : |ω| ≤ 1.(2.38)

Since, trivially, |Ĥ (ω)| ≤ c3|ω|−1, for ω ∈ A with |ω| > 1, the assertion of the
proposition follows from Proposition A.1.�

PROOF OF PROPOSITION 2.10. As discussed before (2.30), one can show
that, for almost all energy landscapes,E, given a piecewise continuous functionh

on (0,∞),

�t(h) := lim
N↑∞ EN

(
h
(
txN(t)

))

= 1

2πi

∫
γ

e−tλ

λ

∫ 1
0 (h(xt)/(λ − x))xα−1 dx∫ 1

0 (1/(λ − x))xα−1 dx
dλ ∀ t ≥ 0,

whereγ is a positive oriented loop around[0,1]. Note that�t defines a positive
linear functional on the space of continuous functions on(0,∞) that decay at∞
and satisfy�t(1) = 1. Therefore, the Riesz–Markov representation theorem (see
Theorem IV.18 in [25]) implies that�t(h) = µt(h), for a unique Borel probability
measureµt on [0,∞). In particular, there exists a random variable,Zt on (0,∞),
such that

lim
N↑∞ txN(t) → Zt weakly,∀ t > 0 a.s.

If we take h(t) = e−tθ , then �t(h) = µt(h) = �(θt, t), with � defined as
in (2.14). That means that�(θt, t) is the Laplace transform ofZt . As proved
in Section 2.1,

lim
t↑∞�(θt, t) = sin(πα)

π

∫ 1

θ/(θ+1)
u−α(1− u)α−1 du := f (θ).

We claim thatf (θ) is the Laplace transform of a random variableZ with range
in [0,∞). To show this, we apply the criterion given by Theorem 1, Section XIII.4
in [16]. By (2.27),f (0) = 1. Moreover,f (1)(θ) = −sin(πα)

π
θ−α(1 + θ)−1, thus

implying (by trivial computations) that(−1)kf (k)(θ) ≥ 0. This completes the
proof of our statement.

Since the Laplace transform ofZt converges to the Laplace transform ofZ,
as t ↑ ∞, it follows that Zt converges weakly toZ, implying (2.34), whenever
h is a bounded continuous functions on(0,∞). Finally, due to Theorem 5.2
in [7], convergence still holds ifh is a bounded measurable function, whose set
of discontinuity points has zero measure w.r.t. the distribution ofZ. Therefore,
Lemma 2.11 allows to prove (2.34) forh bounded and piecewise continuous.�
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LEMMA 2.11. The distribution function, F(z) := P(Z ≤ z), of the positive
random variableZ is continuous.

PROOF. Trivially, F is increasing and right continuous. Therefore, it has
a countable set of points of discontinuity. Moreover, by the Laplace inversion
formula (see [16], XIII.4), ifx is a point of continuity, then

F(x) = lim
a→∞

∑
n≤ax

(−a)n

n! f (n)(a).

Given s = 0,1,2, . . . andγ > 0, let cs(γ ) > 0 be such thatDs
aa

−γ = (−1)s ×
cs(γ )a−γ−s . Then the Leibniz formula implies

(−1)nDn
a

(
a−α(1+ a)−1)= n∑

s=0

cs(α)cn−s(1)a−α−s(1+ a)−1−n+s

≤ (−1)nDn
aa−α−1.

Since

f (1)(a) = −sin(πα)

π
a−α(1+ a)−1,

the above estimate implies

(−1)nf (n)(a) = ∣∣f (n)(a)
∣∣≤ sin(πα)

π

n−1∏
k=1

(k + α)a−n−α ∀n ≥ 2.

In particular, given two points of continuity, 0< x < z, we have

F(z) − F(x) ≤ sin(πα)

π
lim sup
a→∞

a−α
∑

ax<n≤az

1

n

n−1∏
k=1

(
1+ α

k

)
.(2.39)

One can prove that the sequence
∏n−1

k=1 e−α/n(1 + α
k
) is convergent (see [1],

Chapter 5, Section 2.4). Denote its limit bycα and letγ be Euler’s constant

γ := lim
n↑∞

(
1+ 1

2
+ 1

3
+ · · · + 1

n
− logn

)
.

Then we can write

1

n

n−1∏
k=1

(
1+ α

k

)
(2.40)

= eα(1+1/2+···+1/(n−1)−log(n−1)) (n − 1)α

n

n−1∏
k=1

e−α/k

(
1+ α

k

)
.



SPECTRAL CHARACTERIZATION OF AGING 2011

In particular, we can substitute in (2.40)
∏n−1

k=1 e−α/k(1+ α
k
) with cα with an error

term in (2.39) bounded by

const.a−α(az − ax)
(az)α

ax

∣∣∣∣∣
n−1∏
k=1

e−α/k

(
1+ α

k

)
− cα

∣∣∣∣∣
≤ c(x, z)

∣∣∣∣∣
n−1∏
k=1

e−α/k

(
1+ α

k

)
− cα

∣∣∣∣∣,
which is negligible, asa ↑ ∞. Therefore,

F(z) − F(x) ≤ const. lim sup
a→∞

cαa−αeγα
∑

ax<n≤az

(n − 1)−1+α

(2.41)
≤ c′(zα − xα),

for some positive constantc′. Since (2.41) is valid almost everywhere andF is
monotone, it follows thatF is continuous. �

3. Other correlation functions. In this section we study the asymptotic
behavior of different time–time correlation functions,�

(1)
N (t, tw), �

(2)
N (t, tw), for

which deeptraps play a special role. This section is mainly a preparation of what
is to follow in the second part of the paper.

Givenδ > 0, we define the set of sites with small waiting time asDN := {i :xi ≥
δ, i = 1, . . . ,N}. Moreover, we set

�
(1)
N (t, tw) := PN

(
YN(u) ∈ DN ∀u ∈ (tw, tw + t] s.t.YN(u) �= YN(u−)

)
(3.1)

�
(2)
N (t, tw) := PN

(
YN(u) ∈ DN ∪ {YN(tw)}

(3.2)
∀u ∈ (tw, tw + t] s.t.xN(u) �= xN(u−)

)
.

Given a subsetA ⊂ SN , i ∈ A ands > 0, letϕN,A(i, s) be defined as

ϕN,A(i, s) := PN

(
YN(u) ∈ A ∀u ∈ [0, s]|YN(0) = i

)
.

Then

�
(1)
N (t, tw) = �N(t, tw)

(3.3)
+

N∑
j=1

PN

(
YN(tw) = j

) ∫ t

0
ds

xj e
−sxj

N

∑
i∈DN

ϕN,DN
(i, t − s),

�
(2)
N (t, tw) =

N∑
j=1

PN

(
xN(tw) = xj

)
ϕN,DN∪{j}(j, t),(3.4)

where the first identity can be derived by conditioning on the first jump performed
after the waiting timetw and by recalling the following realization of the dynamics:
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after arriving at the statei, the system waits an exponential time with parameterxi

and after that it jumps to a site inSN with uniform probability.
The following proposition is mainly a consequence of the phenomenon of

visiting deep traps with higher and higher probability. Recall that Proposition 2.10
implies

lim
t↑∞ lim

N↑∞ PN

(
xN(t) > ε

)= 0 ∀ ε > 0.(3.5)

PROPOSITION3.1. For almost allx,

lim
tw↑∞ sup

t≥0

∣∣�(i)
N (t, tw) − �N(t, tw)

∣∣= 0 for i = 1,2.(3.6)

PROOF. We consider first the casei = 1.
We claim that, for anyu > 0 andi ∈ DN ,

ϕN,DN
(i, u) ≤ exp

(
−δu

(
1− |DN |

N

))
.(3.7)

In order to prove such a bound, we introduce a new random walk,Y ∗
N(t), whose

generator,L∗, defined as the r.h.s. of (2.3) withxi replaced byδ if i ∈ DN . By a
simple coupling argument, one gets

ϕN,DN
(i, u) ≤ ϕ∗

N,DN
(i, u),

where the functionϕ∗
N,DN

is the analogue ofϕN,DN
(i, u) for the random

walk Y ∗
N(t). At this point, it is enough to observe thatϕ∗

N,DN
equals the r.h.s.

of (3.7).
Now fix ε > 0. Then, due to (3.3) and (3.7),∣∣�(1)

N (t, tw) − �N(t, tw)
∣∣

≤ PN

(
xN(tw) ≥ ε

)
(3.8) + ∑

j : xj<ε

PN

(
YN(tw) = j

)xj

N

∑
i∈DN

∫ t

0
ϕN,DN

(i, t − s) ds

≤ PN

(
xN(tw) ≥ ε

)+ ε

∫ t

0
e−δu(1−|DN |/N) du.

By the law of large numbers,

lim
N↑∞

∫ ∞
0

e−δu(1−|DN |/N) < ∞ a.s.

The proposition now follows from the fact thatε is arbitrary and from (3.5).
To deal with case (ii), one proceeds in essentially the same way, decomposing

the path of the process at its returns to the pointxi , and summing over the number
of these returns. One finds easily that the case when the process does not leavexi

for the entire periodt dominates, leading to the assertion of the proposition. We
leave the details to the reader.�
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4. The REM-like trap model on a Poisson point process. In this section we
consider a slightly different formulation of the REM like trap model that betrays
more directly its connection to the REM dynamics (see [3, 4]) and that offers a
somewhat more natural insight in the role of time-scales in the analysis of aging
systems. Let us consider a Poisson point process,P =∑

i δEi
, onR with intensity

measureαe−αE dE, where 0< α < 1. Note that such processes arise naturally as
the extremal process of sequences of random variables. Almost surely, the support
of P is an infinite set of points, whose maximal element is finite. Thus, we can
label the points in the support ofP in decreasing order:E1 > E2 > · · · . The
energy landscape,E, is defined asE = (E1,E2, . . . ). We want to define a random
process on the support of this point process that jumps “uniformly” from any point
to any other point in the support. To do this, we need to introduce a cut-off. Here
we fix an energy thresholdE and set

NE = max{i :Ei ≥ E}.
Note thatNE is a Poisson random variable with expectatione−αE . Moreover, the
probability thatNE = 0 can be made as small as desired whenE is chosen small
enough, as we assume in what follows.

Let GE = (SE,EE) be the graph with

SE := {1,2, . . . ,NE}, EE := {{i, j} : i �= j ∈ SE

}
.

Since we want to investigate the effect oftime rescaling, we introduce a time unit,
τ0 = eE0. Then, the continuous-time random walk,YE(t), is the random walk on
GE having uniform initial distribution and such that, after arriving at sitei ∈ EE ,
it waits an exponential time with meanNE

NE−1eEi /τ0 and then jumps with uniform
probability to a different site ofSE . In particular, the Markov generatorLE for the
above defined random walk is given byLN in (2.3) withN := NE andxi := τ0e

−Ei

(since forE � 0, NE
NE−1 ∼ 1 when referring to waiting time, we disregard the

coefficient NE
NE−1, as in Section 2). Note thatYE(t) depends onτ0, but we do not

make this explicit in our notation. In what follows we denote byPE the probability
measure on the path space determined byYE(·), and byEE the corresponding
expectation.

Note that the physical waiting time (the absolute one) for the system at statei

is given byTi := eEi , while in the above dynamics the waiting time isτi := Ti/τ0,
in agreement with the choice to considerτ0 as our new time unit. In what follows
we consider, when taking the thermodynamic limitE ↓ −∞, three different kinds
of time rescaling:τ0 fixed,τ0 := eE (i.e.,E0 = E) andτ0 ↓ 0 afterE ↓ −∞.

As in Section 2, we are interested in the asymptotic behavior of time–time
correlation functions. In particular, let us introduce here the correlation function

�E(t, tw) := PE

(
YE(s) = YE(tw), ∀ s ∈ [tw, tw + t]).

We will prove that, whenτ0 is fixed, the system exhibits fast relaxation, thus
excluding aging behavior (see Proposition 4.2). At the other extreme, the scaling
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τ0 = eE corresponds to the implicit choice made in the standard Bouchaud model
considered in the previous sections. In fact, with this choice the system can be
thought of as agrand canonicalversion of the original REM-like trap model and
all the results of the previous sections carry over. Finally, we consider the third
scaling:τ0 ↓ 0 afterE ↓ −∞. In Proposition 4.6 we show that, when performing
such limits, the correlation function�E(t, tw) converges tof (θ), whereθ = t/tw
andf (θ) denotes the r.h.s. of identity (2.29), that is, the limiting behavior of the
correlation function�E(t, tw) is trivial. At this point, a simple consideration is
fundamental. If we assume that the physical instruments in the laboratory have
sensibility up to the time unitτ0, then it is natural to disregard jumps into states
whose physical waiting time,Ti = eEi , is much smaller thanτ0. Therefore, it
is more appropriate to consider instead of�E(t, tw) the time–time correlation
function�

(1)
E (t, tw), defined, forδ > 0 fixed, as

�
(1)
E (t, tw) = PE

(
xE(u) ≥ δ ∀u ∈ (tw, tw + t] :xE(u) �= xE(u−)

)
,

wherexE(t) := xk , wheneverYE(t) = k. In Section 5 we prove that�(1)
E (t, tw)

exhibits aging behavior:�(1)
E (θtw, tw) converges tof (θ) after taking the (ordered)

limits E ↓ −∞, τ0 ↓ 0 andtw ↑ ∞.
Finally, we discuss the asymptotic spectral behavior for the above time

rescalings. We will show that aging appears whenever the limiting spectral density
has a singularity of orderO(xα−1) at 0.

Let us recall some properties of the Ppp
∑

i δxi
with intensity measure

ατ−α
0 xα−1 dx on (0,∞), which will be frequently used below. GivenM > 0, the

truncated Ppp,
∑

xi≤M δxi
, can be realized as follows: LetnM be a Poisson variable

with expectation(M
τ0

)α = ∫M
0 ατ−α

0 xα−1 dx and letXi , i ∈ N, be i.i.d. random

variables on[0,M] with probability distributionp(X)dX = αM−αXα−1 dX.
Then

∑
xi≤M

δxi
∼

nM∑
i=1

δXi
,(4.1)

in the sense that the point processes above have the same distribution. In particular,
takingM = τ0e

−E , we get

∑
i≤NE

δxi
∼

n∗
E∑

i=1

δXi
,(4.2)

wheren∗
E is a Poisson variable with expectatione−αE , andXi, i ∈ N, are i.i.d.

random variables, independent ofn∗
E , distributed on[0, τ0e

−E] with probability
distributionp(X)dX = eαEατ−α

0 Xα−1 dX.
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NOTATION. It is convenient to introduce the random walksxE(t), τE(t),
defined as

xE(t) := xk, τE(t) := τk if YE(t) = k.

We denote byγE the positive oriented loop having support

supp(γE) = {x ± i :x ∈ [−1, τ0e
−E + 1]}

∪ {−1+ bi : |b| ≤ 1} ∪ {τ0e
−E + 1+ bi : |b| ≤ 1}.

Moreover, we callγ∞ the infinite open path, oriented from∞+ i to ∞− i, having
support

supp(γ∞) = {x ± i :x ≥ −1} ∪ {−1+ bi : |b| ≤ 1}.
Finally, for given E, 0 = λ

(E)
1 < λ

(E)
2 < · · · < λ

(E)
NE

are the NE distinct
eigenvalues of the infinitesimal generatorLE (see Proposition 2.1).

4.1. τ0 fixed. Let us first observe that
∑∞

i=1 τi < ∞, for almost allE. In fact,
since the Ppp

∑
i δτi

has intensity measureατα
0 τ−(1+α) dτ on (0,∞),

E(|{i : τi ≥ 1}|) =
∫ ∞

1
ατα

0 τ−(1+α) dτ < ∞,

E

( ∑
i : τi<1

τi

)
=
∫ 1

0
ατα

0 τ−α dτ < ∞.

Whenever
∑∞

i=1 τi < ∞, it is easy to derive the asymptotic spectral behavior of
the system from Proposition 2.1 and to show its fast relaxation, thus implying the
absence of aging:

PROPOSITION4.1. For almost allE,

lim
E↓−∞

NE∑
j=1

δ
λ

(E)
j

=
∞∑

j=1

δλj
vaguely inM([0,∞)),(4.3)

whereM([0,∞)) denotes the space of locally bounded measure on[0,∞) and

{0= λ1 < λ2 < λ3 < · · ·} =
{
λ ∈ C :

∞∑
k=1

λ

λ − xk

= 0

}
.

PROOF. In what follows we assume that
∑∞

i=1 τi < ∞, which is true a.s.
Then the functionφ∞(λ) := ∑∞

k=1
λ

xk−λ
is well defined onC \ {xi : i ≥ 1} and

has nonnegative zeros 0= λ1 < λ2 < · · · , such thatxi−1 < λi < xi for any i > 1.
At this point it is enough to show that

lim
E↓−∞λ

(E)
i = λi ∀ i = 1,2, . . . .
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The assertion is trivial fori = 1. Suppose thatNE ≥ i > 1 and setψE(λ) :=∑NE

k=1
1

xk−λ
. Due to Proposition 2.1,λ(E)

i is the unique zero ofψE(λ) in the interval
(xi−1, xi). In particular,

ψE(λi) = ψE(λi) − ψE

(
λ

(E)
i

)= ∫ λi

λ
(E)
i

ψ̇E(λ) dλ.

Sinceψ̇E(λ) ≥ 1
(xi−xi−1)

2 for all λ ∈ (xi−1, xi), we get

∣∣λ(E)
i − λi

∣∣≤ (xi − xi−1)
2|ψE(λi)|

and, therefore, the assertion follows by observing that the identityφ∞(λi) = 0
implies

|ψE(λi)| ≤
∞∑

k=NE+1

1

xk − xi

↓ 0 asE ↓ −∞.
�

PROPOSITION4.2. For almost allE,

lim
t↑∞ lim

E↓−∞ PE

(
xE(t) = xj

)= τj∑∞
k=1 τk

∀ j = 1,2, . . . ,(4.4)

thus implying

lim
tw↑∞ lim

E↓−∞�E(θtw, tw) = 0 ∀ θ > 0,(4.5)

lim
tw↑∞ lim

E↓−∞�E(t, tw) =
∑∞

i=1 τie
−xi t∑∞

i=1 τi

∀ t > 0.(4.6)

PROOF. In what follows we assume thatE satisfies
∑

i τi < ∞. Setting
h(x) = Ix=xj

in (2.13), we get the integral representation

PE

(
xE(t) = xj

)= 1

2πi

∫
γE

e−λt

λ(xj − λ)

(
NE∑
k=1

1

xk − λ

)−1

dλ.(4.7)

Applying the residue theorem [see the arguments used in order to derive (2.19)],
it is easy to compute the Laplace transform,F̂E(ω) = ∫∞

0 PE(xE(t) = xj )e
−ωt dt

for �(ω) > 0:

F̂E(ω) =
(
ω(ω + xj )

NE∑
k=1

1

ω + xk

)−1

.(4.8)

Using that, forω = a + ib andN is any positive integer,

∣∣∣∣∣
N∑

j=1

1

ω + xj

∣∣∣∣∣≥



1

|ω + x1| , if a ≥ 0,

b

(a + x1)2 + b2 , if a < 0,
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we obtain that, almost surely, there existsc > 0, such that

|F̂E(ω)| ≤ c
1

|ω| ∀E, ∀ω ∈ A := {
reiθ : 0< r < ∞, |θ | ≤ 3

4π
}
.(4.9)

Let us now introduce the path,γ̃ , consisting of the parabolic arcs{−t ± it2 : t ≥ 1}
and the circular arc of radius

√
2 around the origin connecting (in anti-clockwise

way) −1 − i to −1 + i. The orientation ofγ̃ is such that−1 + i comes before
−1 + i. Then, by means of (4.9), the Laplace inversion formula and Lebesgue’s
dominated convergence theorem, we get

lim
E↓−∞ PE

(
xE(t) = xj

) = 1

2πi

∫
γ̃

etωF̂ (ω)dω,

F̂ (ω) :=
(
ω(ω + xj )

∞∑
k=1

1

ω + xk

)−1

.

Note thatF̂ (ω) is the limit of F̂E(ω), asE ↓ ∞; in particular, it satisfies (4.9).
Moreover,F̂ (ω) is the Laplace transform of limE↓−∞ PE(xE(t) = xj ) and∣∣∣∣ωF̂ (ω) − τj∑∞

k=1 τk

∣∣∣∣≤ c|ω| ∀ |ω| ≤ 1 :ω ∈ A.

At this point (4.4) follows from Proposition A.1. Moreover, from (4.4) and the
identity

�E(t, tw) =
NE∑
j=1

PE

(
xE(tw) = xj

)
e−(NE−1)/NExj t ,

one infers (4.5) and (4.6).�

4.2. τ0 = eE . Note that, choosingτ0 = eE , the random variablesX1,X2, . . .

introduced in (4.2) are i.i.d. with distribution given byp(X)dX = αXα−1 dX

on [0,1]. Therefore, due to (4.2), we can think ofYE(t) as thegrand canonical
version of Bouchaud’s REM-like trap model. In particular, it exhibits the same
asymptotic spectral density and the same aging behavior:

PROPOSITION4.3. For almost allE,

lim
E↓−∞

1

NE

NE∑
j=1

δ
λ

(E)
j

= αxα−1 dx weakly inM([0,1]).

PROOF. Approximating continuous functions on[0,1] by step functions
having rational values and jumps at rational points, it is enough to prove that,
given 0≤ a < b ≤ 1,

lim
E↓−∞

1

NE

∣∣{j : 1≤ j ≤ NE,λ
(E)
j ∈ [a, b]}∣∣= bα − aα a.s.
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We set

AE := |{j : 1≤ j ≤ NE,xj ∈ [a, b]}|
= |{j : j ≥ 1, e−Ej ∈ [e−Ea, e−Eb]}|.

Then, due to Proposition 2.1, we only need to prove that

lim
E↓−∞

AE

NE

= bα − aα a.s.

To do so, observe thatNE and AE are Poisson variables with parametere−αE

ande−αE(bα − aα). Forn ∈ N, we setE(n) = − 2
α

lnn, that is,e−αE(n) = n2. The
Chebyshev inequality and Borel–Cantelli lemma then imply that

lim
n↑∞

NE(n)

e−αE(n)
= 1, lim

n↑∞
AE(n)

e−αE(n)
= bα − aα a.s.

By monotonicity, one can extend the first limit to limE↓−∞ NE

e−αE = 1, a.s. In order
to extend the second limit to generalE, we observe that, wheneverE(n + 1) <

E ≤ E(n),

∣∣AE − AE(n)

∣∣≤ ∣∣{j : e−Ej ∈ [ae−E(n), ae−E(n+1)]∪ [be−E(n), be−E(n+1)]}∣∣.
Since the r.h.s. is a Poisson variable with expectation of orderO(n), the Chebyshev
inequality and the Borel–Cantelli lemma imply

lim
n↑∞ sup

E(n+1)<E≤E(n)

|AE − AE(n)|
e−αE(n)

= 0 a.s.,

which allows, to prove that limE↓−∞ AE

e−αE = bα − aα , a.s. �

PROPOSITION 4.4. For almost all E, and γ a positive oriented loop
around[0,1],

lim
E↓−∞�E(t, tw)

(4.10)
= 1

2πi

∫
γ

e−twλ

λ

∫ 1
0 (e−xt /(λ − x))xα−1 dx∫ 1

0 (1/(λ − x))xα−1 dx
dλ ∀ t, tw.

In particular, for almost allE, givenθ > 0,

lim
tw↑∞ lim

E↓−∞�E(θtw, tw) = sin(πα)

π

∫ 1

θ/(1+θ)
u−α(1− u)α−1 du.(4.11)
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PROOF. Our starting point is (4.2) and the following inequality, which holds
for any bounded function,f , with E(f (Xi)) = 0:

P
(|Avk

j=1f (Xj )| ≥ δ
)≤ 2exp

(
− kδ2

4‖f ‖∞

)
∀ δ > 0, k = 1,2, . . . .

In particular, conditioning onn∗
E [see (4.2)], we get

P
(∣∣Av

n∗
E

j=1f (Xj )
∣∣≥ δ

)≤ 2exp
{−e−αE(1− e−δ2/4‖f ‖∞)}.(4.12)

(4.10) can now be derived from (4.12), the Borel–Cantelli lemma, and the integral
representation

�E(t, tw) = 1

2πi

∫
γ

e−twλ

λ

AvNE

j=1e
−xj t /(xj − λ)

AvNE

j=11/(xj − λ)
dλ,(4.13)

whereγ is a positive oriented closed path around[0,1] [see (2.12)]. Note that the
r.h.s. of (4.10) corresponds to the function�(t, tw) introduced in Proposition 2.5.
Therefore, the assertion of Proposition 4.4 follows from Propositions 2.5 and 2.8.

�

4.3. τ0 ↓ 0 after E ↓ −∞. In this scaling regime, we show that the vague
limit of the suitably rescaled spectral density is given by the measureαxα−1 dx on
[0,∞) and we recover the aging property of the correlation function. Moreover,
due to the fact that we are effectively already at “infinite times” on the microscopic
scale, we get a pure aging function even before takingt andtw to infinity:

PROPOSITION4.5. For almost allE,

lim
τ0↓0

lim
E↓−∞ τα

0

NE∑
j=1

δ
λ

(E)
j

= αxα−1 dx vaguely inM([0,∞)).

PROPOSITION4.6. For almost all energy landscapes, E, given positivet, tw,

lim
E↓−∞�E(t, tw) = 1

2πi

∫
γ∞

e−twλ

λ

τα
0
∑∞

j=1 e−xj t /(xj − λ)

τα
0
∑∞

j=1 1/(xj − λ)
dλ(4.14)

and

lim
τ0↓0

lim
E↓−∞�E(t, tw)

(4.15) = sin(πα)

π

∫ 1

θ/(1+θ)
u−α(1− u)α−1 du whereθ = t

tw
.

REMARK. The integral in (4.14) exists due to Lemma 4.8.
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Due to Proposition 2.1, Proposition 4.5 follows, if one is able to prove that
τα

0
∑NE

j=1 δxj
converges vaguely toαxα−1 dx on [0,∞) when taking the (ordered)

limits E ↓ −∞, τ0 ↓ 0. This is the content of Lemma 4.7 below (which is
analogous to Lemma 4.16 in [4]). Finally, the proof of Proposition 4.6 is based
on (and given after) the technical Lemmas 4.7 and 4.8.

LEMMA 4.7. Let M > 0 and let f be a bounded, continuous function
on [0,M]. Then, there existsδ > 0, such that, for almost all energy landscapes, E,∣∣∣∣∣τα

0

∑
xi≤M

f (xi) −
∫ M

0
f (x)αxα−1 dx

∣∣∣∣∣≤ cτ δ
0 ∀ τ0 > 0,(4.16)

wherec > 0 is a positive constant.

PROOF. Let X1,X2, . . . and nM be as in (4.1). Due to (4.1) and since
Var(nM) = E(nM) = (M/τ0)

α ,

P

(∣∣∣∣ |{j :xj ≤ M}|
(M/τ0)α

− 1
∣∣∣∣≥ ε

)
≤ (τ0/M)αε−2.

In particular, givenγ, s > 0 such that 2s − γα < −1, using the Borel–Cantelli
lemma, we obtain that, for almost all energy landscapes, there existsc > 0, such
that ∣∣∣∣ |{j :xj ≤ M}|

(M/τ0)α
− 1

∣∣∣∣≤ ck−s ∀ k = 1,2, . . . ,whereτ0 := k−γ .

Due to this estimate, we get that∣∣∣∣∣τα
0

∑
xi≤M

f (xi) − MαAvxi≤Mf (xi)

∣∣∣∣∣≤ ck−s‖f ‖∞
(4.17)

∀ k ∈ 1,2, . . . ,whereτ0 := k−γ ,

where Avxi≤M denotes the average over the set{xi ≤ M}. As done for (4.12), if
0< ρ < 1,

P

(∣∣∣∣Avxi≤Mf (xi) − M−α
∫ M

0
f (x)αxα−1 dx

∣∣∣∣≥ ρ

)

≤ 2exp
{
−
(

M

τ0

)α(
1− e−cρ2)}

≤ 2e−c′ρ2τ−α
0 .

In particular, by the Borel–Cantelli lemma, for almost allE,∣∣∣∣Avxi≤Mf (xi) − M−α
∫ M

0
f (x)αxα−1 dx

∣∣∣∣≤ ck−s

(4.18)

∀ k = 1,2, . . . ,whereτ0 := k−γ ,
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if s is chosen small enough. Now (4.17) and (4.18) imply the assertion of the
lemma, ifτ0 = k−γ , for somek = 1,2, . . . . The general caseτ0 > 0 follows easily
from the uniform continuity off . �

LEMMA 4.8. For almost all energy landscapes, E, there are positive con-
stants, τ ∗

0 , c1, c2, such that the following holds: If τ0 ≤ τ ∗
0 , N ≥ |{j :xj ≤ 1}| and

λ ∈ γ∞ (or λ = a + ib, with |b| ≤ 1 anda ≥ xj + 1, for all j ≤ N ), then
∣∣∣∣∣τα

0

N∑
j=1

1

xj − λ

∣∣∣∣∣≥ c1|λ|−2.(4.19)

Moreover, if τ0 ≤ τ ∗
0 andM ≥ 1, then

τα
0

∞∑
j=1

1

|xj − λ| ≤ c2|λ|α−1 ln(1+ |λ|) if λ ∈ γ∞,(4.20)

τα
0

∑
xj≥M

1

|xj − λ| ≤ c2M
α−1 lnM if λ ∈ γ∞ or �(λ) = M + 1,(4.21)

where
∑

xj≥M means
∑

j≥1 : xj≥M .

PROOF. It is convenient to introduce the nonrescaled Ppp
∑

i δyi
, where

yi := e−Ei , with intensity measureαyα−1 dy on (0,∞). We set xj = τ0yj .
Moreover, we fixβ > 2 and 0< γ < β/2− 1 and we define

Nn := |{j :nβ/α ≤ yj < (n + 1)β/α}|,
for n positive integer. Then the Borel–Cantelli lemma implies that, for almost
all E, ∣∣∣∣ Nn

(n + 1)β − nβ
− 1

∣∣∣∣≤ cn−γ ∀n = 1,2, . . . .(4.22)

Moreover, again using the Borel–Cantelli lemma and a simple argument based on
monotonicity, one can prove that there existsδ > 0, such that, for almost allE,∣∣∣∣ |{j :yj ≤ u}|

uα
− 1

∣∣∣∣≤ κu−δ ∀u ≥ 1,(4.23)

whereκ is a positive constant. We leave this proof as an exercise.
In what follows we writeλ = a + ib. Then∣∣∣∣∣

N∑
j=1

1

xj − λ

∣∣∣∣∣
2

=
(

N∑
j=1

xj − a

(xj − a)2 + b2

)2

+
(

N∑
j=1

b

(xj − a)2 + b2

)2

.(4.24)
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In order to prove (4.19), we assume (4.22) and (4.23) to be valid and we let
0< τ0 ≤ τ ∗

0 ≤ 1, whereτ ∗
0 is such that 1> κ(τ ∗

0 )δ . This implies that{xj :xj ≤
1} �= ∅. By (4.24), ifN ≥ |{j :xj ≤ 1}| andλ ∈ γ∞,

τα
0

∣∣∣∣∣
N∑

j=1

1

xj − λ

∣∣∣∣∣

≥




τα
0

∑
xj≤1

|b|
(xj − a)2 + b2 ≥ c|λ|−2τα

0 |{xj :xj ≤ 1}|, if |b| ≥ 1
2,

τα
0

∑
xj≤1

xj + 1

(xj + 1)2 + b2 ≥ cτα
0 |{xj :xj ≤ 1}|, if |b| < 1

2.

At this point, (4.19), forλ ∈ γ∞, follows from (4.23). The caseλ = a + ib, with
|b| ≤ 1 anda ≥ xj + 1, for all j ≤ N , can be treated similarly.

It is easy to derive (4.20) and (4.21) from the estimates (4.25)–(4.31) below that
hold for almost allE:

if a ≤ 100, 1≤ M andλ = a + ib ∈ γ∞, then

τα
0

∞∑
j=1

1

|xj − λ| ≤ c,(4.25)

τα
0

∑
xj≥M

1

|xj − λ| ≤ cMα−1;(4.26)

if τ0 is small enough anda ≥ 100, then

τα
0

∑
xj≤a/2

1

|xj − a| ≤ caα−1,(4.27)

τα
0

∑
a/2≤xj≤a−1

1

|xj − a| ≤ caα−1 lna,(4.28)

τα
0

∑
a−1≤xj≤a+1

1

|xj − λ| ≤ caα−1 if λ = α + ib ∈ γ∞,(4.29)

τα
0

∑
a+1≤xj≤2a

1

|xj − a| ≤ caα−1 lna,(4.30)

τα
0

∑
xj≥T

1

|xj − a| ≤ cT α−1 if T ≥ 2a.(4.31)
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Let λ ∈ γ∞ with a ≤ 100. Then, due to (4.23),

τα
0

∑
xj≤1

1

|xj − λ| ≤ cτα
0

∣∣∣∣
{
j :yj ≤ 1

τ0

}∣∣∣∣≤ c′,

while, due to (4.22),

τα
0

∑
xj≥1

1

|xj − λ| ≤ cτα
0

∑
xj≥1

1

xj

≤ c′τα−1
0

∑
n≥�τ−α/β

0 �
nβ−1−β/α ≤ c′′,(4.32)

which proves (4.25). The proof of (4.26) follows from the same arguments.
(4.27) is a simple consequence of (4.23). The l.h.s. of (4.29) can be bounded by
τα

0 |{j :a − 1≤ τ0yj ≤ a + 1}| and (4.22) allows to conclude the proof of (4.29).
The proof of (4.28), (4.30) and (4.31) can be easily derived from the following

estimate. Let 1≤ A ≤ B with B ≤ a − 1 orA ≥ a + 1, then (4.22) implies

τα
0

∑
A≤xi≤B

1

|xi − a| ≤ cτα
0

n=n+∑
n=n−

nβ−1

|τ0nβ/α − a| ≤ c′τα
0

∫ v

u

xβ−1

|a − τ0xβ/α| dx

= c′a−1+α
∫ v(τ0/a)α/β

u(τ0/a)α/β

yβ−1

|1− yβ/α| dy,

wheren− = �(A/τ0)
α/β� − 1, n+ = �(B/τ0)

α/β� + 1, u = n− − 1, v = n+ + 1
(we assumeτ0 small enough in order to exclude the singular point in the above
intervals of sum and integral).�

PROOF OFPROPOSITION4.6. In order to avoid confusion, we underline here
the dependence onτ0 = eE0 by writing �E,E0(t, tw) instead of�E(t, tw). Our
starting point is given by the integral representation (2.12):

�E,E0(t, tw) = 1

2πi

∫
γE

e−twλ

λ

τα
0
∑NE

j=1 e−xj t /(xj − λ)

τα
0
∑NE

j=1 1/(xj − λ)
dλ.(4.33)

Let us chooseE satisfying Lemma 4.8. Then, due to the exponential decaying
factor e−twλ and Lemma 4.8, ifτ0 ≤ τ ∗

0 , and E is small enough, such that
τ0e

−E ≥ 1, the integration pathγE in (4.33) can be replaced byγ∞. At this point,
(4.14) follows from Lemma 4.8 and Lebesgue’s dominated convergence theorem.

To prove (4.15), given a positive integerM , we set

gM,E0(t, tw) := 1

2πi

∫
�M

e−twλ

λ

τα
0
∑

xj≤M e−xj t /(xj − λ)

τα
0
∑

xj≤M 1/(xj − λ)
dλ,

where�M is the positive oriented path whose support is

supp(�M) = {λ ∈ C : |λ − x| = 1 for somex ∈ [0,M]}.
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Then, applying Lemma 4.8, wheneverτ0 ≤ τ ∗
0 ,∣∣∣∣ lim

E↓−∞�E,E0(t, tw) − gM,E0(t, tw)

∣∣∣∣≤ cMα−1 lnM ∀M ∈ N+.

Let us assume thatE satisfies (4.16), for allM ∈ N+ and forf (x) = e−xt

x−λ
, or

f (x) = 1
x−λ

, for all λ in a countable dense set of�M and for all rational positivet .
Then, by a chaining argument, we get

lim
E0↓−∞gM,E0(t, tw) = gM(t, tw) ∀ t, tw > 0,

where

gM(t, tw) = 1

2πi

∫
�M

e−twλ

λ

∫M
0 e−xt /(λ − x)xα−1 dx∫M

0 1/(λ − x)xα−1 dx
dλ,(4.34)

which implies

lim sup
E0↓−∞

∣∣∣∣ lim
E↓−∞�E,E0(t, tw) − gM(t, tw)

∣∣∣∣≤ cMα−1 lnM ∀M ∈ N+.

At this point, we observe (see the proof of Lemma 4.8) that there existc, c′ > 0
such that for allM ∈ N+:∣∣∣∣

∫ M

0

xα−1

λ − x
dx

∣∣∣∣≥ c|λ|−2 ∀λ ∈ �M ∪ γ∞,

∫ M

0

xα−1

|λ − x| dx ≤ c′ ∀λ ∈ �M ∪ γ∞,(4.35)

∫ ∞
M

xα−1

|λ − x| dx ≤ c′Mα−1 lnM ∀λ ∈ γ∞.

From the above estimates, we infer

|gM(t, tw) − g(t, tw)| ≤ cMα−1 lnM,(4.36)

where

g(t, tw) := 1

2πi

∫
γ∞

e−twλ

λ

∫∞
0 e−xt/(λ − x)xα−1 dx∫∞

0 1/(λ − x)xα−1 dx
dλ.(4.37)

Using the analytic properties of the integrand in the r.h.s. of (4.37), one can show
that g(t, tw) = g(t/tw,1). In order to computeg(θ,1), we observe that for a
suitable positive constantc, |g(θs, s) − gM(θs, s)| ≤ cMα−1 lnM , for any s ≥ 1
[in fact, the constantc in (4.36) can be chosen uniformly iftw ≥ 1]. By the results
of Section 2.1 [cf. (4.34) with�(t, tw) in Proposition 2.5], we get

lim
s↑∞gM(θs, s) = r.h.s. of (4.15),

thus concluding the proof.�
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5. Other correlation function when τ0 ↓ 0 after E ↓ −∞. As stated in
Proposition 4.6, the standard time–time correlation function�E(t, tw) has trivial
behavior after taking the limitsE ↓ −∞, τ0 ↓ 0. For physical reasons, it is more
natural to disregard jumps into states with physical waiting timeTi = eEi much
smaller thanτ0, since we assume that the physical instruments in the laboratory
have sensibility up to the time unitτ0. Therefore, let us fixδ > 0 and consider here
the more natural time–time correlation function

�
(1)
E (t, tw) = PE

(
xE(u) ≥ δ ∀u ∈ (tw, tw + t] :xE(u) �= xE(u−)

)
.

The main result of this section is the following:

PROPOSITION5.1. For almost allE,

lim
tw↑∞ sup

t>0
lim sup
E0↓−∞

lim sup
E↓−∞

∣∣�(1)
E (t, tw) − �E(t, tw)

∣∣= 0.(5.1)

In particular, for almost allE,

lim
tw↑∞ lim

E0↓−∞ lim
E↓−∞�

(1)
E (θtw, tw)

(5.2)

= sin(πα)

π

∫ 1

θ/(1+θ)
u−α(1− u)α−1 du ∀ θ > 0.

Note that the correlation function�(1)
E (t, tw) is the analog of�(1)

N (t, tw) of
Proposition 3.1. As for the proof of Proposition 3.1, a useful observation is that,
givenδ > 0,

lim
t↑∞ lim

τ0↓0
lim

E↓−∞ PE

(
xE(t) > δ

)= 0 a.s.(5.3)

We can prove a stronger result concerning the phenomenon that with high
probability the system visits deeper and deeper traps. In fact, note that, by (2.13),

PE

(
xE(t) > δ

)= 1

2πi

∫
γE

e−tλ

λ

∑NE

j=1 Ixj≥δ/(xj − λ)∑NE

j=1 1/(xj − λ)
dλ.

Then, reasoning as in the proof of Proposition 4.6 and using the results of
Section 2.2, one can easily show the analog of Proposition 2.9:

PROPOSITION5.2. For almost allE,

lim
t↑∞ lim

τ0↓0
lim

E↓−∞ t1−α
PE

(
xE(t) > δ

)= B(δ)

c(α)
,(5.4)

where

B(δ) :=
∫∞
δ xα−2 dx∫∞

0 xα−1/(1+ x)dx
, c(α) :=

∫ ∞
0

yα−1e−y dy.
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PROOF OFPROPOSITION5.1. Trivially, (5.2) follows from (5.1) and Propo-
sition 4.6. SinceE0 ↓ −∞ afterE ↓ −∞, we assume thatE < E0 and define

DE,E0 := {i :E ≤ Ei ≤ E0}.
This set corresponds to the small traps into which we allow the particle to jump.
By (5.3) and the same arguments used in the proof of Proposition 3.1 fori = 1

(with exclusion of the last step since here limE↓−∞
|DE,E0|

NE
= 1 a.s.), it is easy to

derive the assertion of the proposition from Lemma 5.3.�

LEMMA 5.3. For almost allE, there exist positive constants, p, c, indepen-
dent ofE,E0, satisfying the following property. Whenever|{i :Ei > E0}| > 0,

lim sup
E↓−∞

1

NE

∑
i∈DE,E0

ϕE,E0(i, t) ≤ ce−pt ∀ t > 0,(5.5)

where DE,E0 := {i :E ≤ Ei ≤ E0}, for E < E0, and the function ϕE,E0 is
defined as

ϕE,E0(i, t) := PE

(
YE(u) ∈ DE,E0 ∀u ∈ [0, t]|YE(0) = i

)
.(5.6)

PROOF. Let us assume thatE < E0, |{i :Ei > E0}| > 0 and, without loss of
generality,δ = 1.

We fix � > 0 such thate−α� < 1
2 and define

W1,E := {i :E ≤ Ei < E + �}, N1,E := |W1,E|,
W2,E := {i :E + � ≤ Ei ≤ E0}, N2,E := |W2,E|.

Note that DE,E0 = W1,E ∪ W2,E and NE,N1,E,N2,E are Poisson variables
with parameterse−αE , e−αE(1 − e−α�) and e−αE−α� − e−αE0, respectively. In
particular, for almost allE,

lim
E↓−∞

NE

e−αE
= 1, p1 := lim

E↓−∞
N1,E

NE

= 1− e−α�,

(5.7)

p2 := lim
E↓−∞

N2,E

NE

= e−α� <
1

2
.

We observe that̃n := NE − N1,E − N2,E is a positive integer, independent ofE

andxi ≥ eE0−E−�, if i ∈ W1,E , while xi ≥ 1, if i ∈ W2,E . Let us introduce a new
random walk,Y ∗

E(t), onSE , whose infinitesimal generator,L
∗
E , is defined asLE ,

with xi replaced byx∗
i defined as

x∗
i =




xi, if i /∈ DE,E0,

AE := eE0−E−�, if i ∈ W1,E,

1, if i ∈ W2,E.
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We denote byP∗
E the probability on path space associated toY ∗

E(t) with uniform
initial distribution and we set

ϕ∗
E,E0

(i, t) := P
∗
E

(
Y ∗

E(u) ∈ DE,E0 ∀u ∈ [0, t]|Y ∗
E(0) = i

)
.(5.8)

By a simple coupling argument, one getsϕE,E0(i, t) ≤ ϕ∗
E,E0

(i, t). In particular,

1

NE

∑
i∈DE,E0

ϕE,E0(i, t) ≤ � := 1

NE

∑
i∈DE,E0

ϕ∗
E,E0

(i, t)

(5.9)

∀ i ∈ DE,E0, ∀ t ≥ 0.

At this point, it remains to estimate�. In order to simplify notation, we write
D,N,N1,N2,A, dropping the indexE. Moreover, we consider the following
realization of the dynamics ofY ∗

E : after arriving at a sitei, the walk waits an
exponential time of parameterx∗

i and then it jumps to a point ofSE with uniform
probability. In particular, jumps can bedegenerate, that is, initial and final sites
can coincide.

We claim that

� = �1 + �2 + �3,

where

�1 :=
∞∑

k1=1

∞∑
k2=0

(
k1 + k2

k1

)(
N1

N

)k1(N2

N

)k2+1

Ak1

(5.10)

×
∫ t

0
due−Au uk1−1

(k1 − 1)!e
−(t−u) (t − u)k2

k2! ,

�2 :=
∞∑

k1=0

∞∑
k2=1

(
k1 + k2

k1

)(
N1

N

)k1+1(N2

N

)k2

(5.11)

× Ak1

∫ t

0
due−Au uk1

k1! e
−(t−u) (t − u)k2−1

(k2 − 1)! ,

�3 := N1

N
exp

{
−At

(
1− N1

N

)}
+ N2

N
exp

{
−t

(
1− N2

N

)}
.(5.12)

The above identities can be derived from the probabilistic interpretation ofk1, k2

as

ki = |{ jumps performed before timet having starting point inWi}|



2028 A. BOVIER AND A. FAGGIONATO

and from the following simple identities:

P
(
T1 + T2 + · · · + Tn ∈ [z, z + dz)

)
= e−κzκn zn−1

(n − 1)! dz,

P(T1 + T2 + · · · + Tn ≤ z andT1 + T2 + · · · + Tn + Tn+1 > z)

= e−κzκn zn

n! ,
wherez ≥ 0 andT1, T2, . . . are independent exponential variables with parame-
ter κ .

Finally, we only need to prove that, for suitable positive constantc,p > 0,

lim sup
E↓−∞

�i ≤ ce−pt ∀ i = 1,2,3.(5.13)

We give the proof in the casei = 1; the casei = 2 is completely similar, while the
casei = 3 follows directly from (5.7).

We fix γ :α < γ < 1, setk0 := Aγ and write

�1 = �
≤k0
1 + �

>k0
1 ,

where �
≤k0
1 is the contribution to�1 of addenda in the r.h.s. of (5.10) with

1≤ k1 ≤ k0 andk2 ≥ 0.
If k1 > k0, then(

N1

N

)k1

=
(

N − N2

N

)k1(
1− ñ

N − N2

)k1

≤
(

N − N2

N

)k1(
1− 1

N

)Aγ

,

thus implying that

�
>k0
1 ≤ �1

(
N − N2

N
,N2

)(
1− 1

N

)Aγ

≤
(

1− 1

N

)Aγ

↓ 0 asE ↓ −∞,

where�1(
N−N2

N
,N2) is defined as in the r.h.s. of (5.10) withN1 replaced by

N − N2. Note that it does not exceed 1 since it corresponds to the probability
of a certain event.

Let us now consider the term�≤k0
1 . To this aim, since

(k1+k2
k1

)≤ 2k1+k2,

�
≤k0
1 ≤

k0∑
k1=1

∞∑
k2=0

(
2AN1

N

)k1(2tN2

N

)k2 I (0, t)

(k1 − 1)!k2! ,

where

I (w1,w2) :=
∫ w2

w1

e−(t−u)−Auuk1−1 du.
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Fix 0 < m < 1 with 2p2 + 2mp1 < 1 (recall that 2p2 < 1). Then, trivially,

I

(
0,

mt

A

)
≤ 1

k1
e−t (1−m/A)

(
mt

A

)k1

.(5.14)

From such a bound, one gets immediately

k0∑
k1=1

∞∑
k2=0

(
2AN1

N

)k1(2tN2

N

)k2 1

(k1 − 1)!k2!I
(

0,
mt

A

)
(5.15)

≤ c exp
{
−t

(
1− m

A
− 2

N1

N
m − 2

N2

N

)}
.

The last expression, whenE ↓ −∞, converges toc exp(−t (1− 2p1m − 2p2)), in
agreement with (5.13).

In order to estimate the integralI (mt
A

, t) = e−t
∫ t
mt/A e−(A−1)uuk1−1 du, we

observe that∫ w

s
e−zuun du = (−1)n

d

dzn

e−zs − e−zw

z

≤ e−zs

z

(
s + 1

z

)n

+ e−zw

z

(
w + 1

z

)n

∀ s,w, z ≥ 0,

thus implying the bound

I

(
mt

A
, t

)
≤ ce−tA−k1(mt + 1)k1−1 + e−At (A − 1)−1

(
t + 1

A − 1

)k1−1

.

The contribution ofce−tA−k1(mt + 1)k1−1 to �
>k0
1 can be treated by means of

estimates similar to the ones leading to (5.15).
In order to conclude, we only need to show that

e−At
Aγ∑

k1=1

∞∑
k2=1

(
2AtN1

N

)k1−1(2tN2

N

)k2 1

(k1 − 1)!k2! ↓ 0
(5.16)

asE ↓ −∞.

To this aim, observe that

r.h.s. of (5.16)≤ e−At+2tN2/N
Aγ∑

k1=0

(
2AtN1

N

)k1

≤ c(t)e−AtAγ (4tA)A
γ = c(t)exp{−At + γ lnA + Aγ ln(4tA)}.

Since 0< γ < 1, we get (5.16), thus concluding the proof.�
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APPENDIX

A.1. Laplace transform.

PROPOSITION A.1. Let G(t) be a bounded measurable function on(0,∞)

and let us consider the Laplace transform

Ĝ(ω) =
∫ ∞

0
G(t)e−tω dt

well defined if�(ω) > 0. Let us define

A := {
reiθ : 0< r < ∞, |θ | ≤ 3

4π
}
.(A.1)

Suppose that̂G can be analytically continued toC \ (−∞,0] and that there are
positive constantsγ,β,α, c andB ∈ R such that

|Ĝ(ω)| ≤ c|ω|−γ ∀ω ∈ A, |ω| ≥ 1,(A.2)

|ωβĜ(ω) − B| ≤ c|ω|α ∀ω ∈ A, |ω| ≤ 1.(A.3)

Then,

lim
s↑∞ s1−βG(s) = B

c(β)
wherec(β) :=

∫ ∞
0

yβ−1e−y dy.

PROOF. If we setH(s) := B
c(β)

sβ−1 with s > 0, then the Laplace transform

Ĥ (ω) is well defined for�(ω) > 0, Ĥ (ω) = Bω−β and, trivially, Ĥ (ω) can be
analytically continued toC \ (−∞,0].

By the inverse formula for Laplace transform (see Chapter 4, Section 4 in [15]),
we have

G(s) = lim
K→∞

1

2πi

∫ x+iK

x−iK
esωĜ(ω)dω ∀ s > 0, x > 0,(A.4)

whereω runs over the vertical path connectingx − iK andx + iK . The above
formula remains true if substitutingG with H . Therefore,

s1−βG(s) − B

c(β)
= lim

K→∞
s1−β

2πi

∫ x+iK

x−iK
esω(Ĝ(ω) − Ĥ (ω)

)
dω

(A.5)

∀ s > 0, x > 0.

Let ρ := min(γ,β)/2. Fix a positive numberx and, givenK ands, define the
following paths (see Figure 2).

γK is the vertical path fromx − iK to x + iK . γ1,+ is the segment from
−s−1 + s−1i to −1 + i. γ2,+ is an arc from−1 + i to −Kρ + iK given by the
parametrizationz(t) = −t + it1/ρ with t ∈ [1,Kρ]. γ3,+ is the horizontal segment
from −Kρ + iK to x + iK . For i = 1,2,3, we define the pathγi,− by considering



SPECTRAL CHARACTERIZATION OF AGING 2031

FIG. 2. The integration path in the Laplace inversion formula.

the reflection ofγi,+ w.r.t. the real axis and inverting the orientation. Letγ0 be
the positive-oriented circular arc of radiuss−1 from −s−1 − s−1i to −s−1 + s−1i

crossing the axis of positive real numbers.
Note that the above paths depend ons and/orK .
Because of analyticity, the integral overγK of esωĜ(ω) is equal to the sum of

the integrals overγ3,−, γ2,−, γ1,−, γ0, γ1,+, γ2,+, γ3,+. The same is valid witĥG
replaced withĤ .

By (A.2), we have that∫
γ3,±

|esωĜ(ω)||dω| ≤ cesxKρ−γ ↓ 0 asK ↑ ∞(A.6)

and, for a suitable rational functionf ,

s1−β
∫
γ2,±

|esωĜ(ω)||dω|

≤ s1−β
∫ ∞

1

∣∣es(−t+it1/ρ)Ĝ(−t + it1/ρ)
(−1+ ρ−1t (1−ρ)/ρi

)∣∣dt(A.7)

≤ cs1−β
∫ ∞

1
e−stf (t) dt ≤ c′s1−βe−s/2 ↓ 0 ass ↑ ∞.
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Similarly, it can be proved that the corresponding integrals withĜ substituted with
Ĥ go to 0 by taking the limitsK ↑ ∞, s ↑ ∞.

Let us now estimates1−β
∫ 1
s−1 e−st tα−β dt by dividing the path of integration in

two paths. Choosing 0< δ < 1,

s1−β
∫ s−1+δ

s−1
e−st tα−β dt ≤ cs1−β

∣∣s(−1+δ)(1+α−β) − s−(1+α−β)
∣∣

≤ c′s−α + c′s−α+δ(1+α−β),

s1−β
∫ 1

s−1+δ
e−st tα−β dt ≤ s1−βe−sδ

g(s)

for a suitable rational functiong(s). In particular, choosingδ small enough, the
above upper bounds imply

lim
s↑∞ s1−β

∫ 1

s−1
e−st tα−β dt = 0.

This result, together with (A.3), implies

lim
s↑∞ s1−β 1

2πi

∫
γ1,±

esω(Ĝ(ω) − Ĥ (ω)
)
dω = 0.

Trivially, by (A.3),

s1−β

∣∣∣∣
∫
γ0

esω(Ĝ(ω) − Ĥ (ω)
)
dω

∣∣∣∣≤ s−α ↓ 0 ass ↑ ∞.

The proposition now follows from the estimates above and (A.5).�

A.2. Perturbation theory. In this appendix we comment on a paper by Melin
and Butaud [24] where the eigenvalues and eigenfunctions of the generator of
our model were computed using perturbation theory. As pointed out earlier, these
results are at variance with our exact results, and it may be worthwhile to point
out the flaw in their arguments. Melin and Butaud write the generatorL defined in
(2.3) asL = T + 1

N
T (1), where

T :=




x1 0 . . . 0

0 x2 . . . 0
...

...
. . .

...

0 0 . . . xN


 ,

(A.8)

T (1) :=




−x1 −x1 · · · −x1

−x2 −x2 · · · −x2
...

...
. . .

...

−xN −xN · · · −xN


 .



SPECTRAL CHARACTERIZATION OF AGING 2033

The factor 1/N in front of the second term encourages them to consider this term
as a small perturbation. BothT andT (1) are symmetric operators onL2(µ), where
µ(i) := x−1

i . We denote〈·, ·〉 the scalar product inL2(µ) and assumex1, . . . , xN

to be distinct positive numbers.
Given an operatorA :L2(µ) → L2(µ), we write ‖A‖ for its operator norm.

Because of symmetry,‖T ‖ and ‖T (1)‖ are given by the maximum of|λ|, with
λ eigenvalue. Trivially,T has eigenvaluesx1, . . . , xN and T (ei) = xiei , where
e1, . . . , eN is the canonical basis ofRN , while T (1) has eigenvalues 0,−(x1 +
x2 + · · · + xN).

Given z ∈ C, we can define the holomorphic functionT (z) = T + zT (1).
A natural condition in order to apply perturbation theory toT (z) (see [22],
Chapter II) is

|z| < d

2a0
,(A.9)

where

d = inf
i �=j

|xi − xj |, a0 := min
a∈R

∥∥T (1) − a
∥∥= x1 + x2 + · · · + xN

2
.

In this case, we can conclude thatT (z) = T + zT (1) has N eigenvalues
λ1(z), . . . , λN(z) with λk(z) =∑∞

n=0 λ
(n)
k zn, where, forn ≥ 2, |λ(n)

k | ≤ an
0(2/d)n−1,

and

λ
(1)
k = 〈T (1)ek, ek〉

〈ek, ek〉 ,

λ
(2)
k = ∑

j �=k

(xk − xj )
−1 〈T (1)ek, ej 〉2

〈ek, ek〉〈ej , ej 〉 ,
. . . .

Similar series exist for the perturbed eigenvectors.
However, the crucial condition (A.9) is hardly satisfied whenz = 1

N
, since it

reads

AvN
j=1xj ≤ inf

i �=j
|xi − xj |,(A.10)

while a.s. the l.h.s. of (A.10) has nonzero limit and the r.h.s. converges to 0 at least
like 1/N .

The fact that the conditions for the application of perturbation theory are
violated explains why its predictions are incorrect. This discrepancy happens not to
be too obvious as far as the eigenvalues are concerned (which are caught between
the diagonal elements of the generator and thus are somewhat similar to them, but
the shape of the eigenfunctions is sharply different).

Namely, by Proposition 2.1, whenj �= 1 andxj−1, xj are very near each other,
the eigenvectorψ(j) related to the eigenvalueλj :xj−1 < λj < xj has two main
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peaks of opposite sign given byψ(j)
j−1 and ψ

(j)
j ; this is very different from the

predictions of [24] (see their Figure 4).

A.3. Complex integral representation. Let L be a Markov generator on the
state spaceS := {1,2, . . . ,N}, reversible w.r.t. a positive measureµ. We can think
of L as a linear operator onRN , symmetric w.r.t. the scalar product(·, ·)µ, where

(a, b)µ =
N∑

i=1

µ(i)aibi .

In what follows we endowR
N with the scalar product(·, ·)µ (and not with the

standard Euclidean scalar product). SinceL is symmetric, we can orthogonally
decomposeRN as R

N = W1 ⊕ W2 ⊕ · · · ⊕ Wm such thatL = ∑m
k=1 λkPWk

,
wherePWk

denotes the orthogonal projection onWk andλi �= λj if i �= j . Given
λ ∈ C \ {λ1, . . . , λm}, we writeR(λ) for the resolvent

R(λ) := (λI − L)−1 =
m∑

k=1

1

λ − λk

PWk
.

Then, the residue theorem implies the integral representation

e−tL = 1

2πi

∫
γ

e−tλR(λ)dλ,(A.11)

whereγ is a positive oriented loop containing in its interiorλ1, λ2, . . . , λm.
Given a probability measureν on S, we denote byPν the probability measure

on the path space associated to the continuous-time random walkY(t) on S with
generatorL and initial distributionν. Fix j ∈ S and let v ∈ R

N be such that
vi = δi,j . We write dν

dµ
for the Radon derivate, that is,dν

dµ
(i) = ν(i)

µ(i)
. Then the

symmetry ofL w.r.t. the scalar product(·, ·)µ implies

Pν

(
Y(t) = j

)= N∑
k=1

ν(k)(e−tL)k,j

=
(

dν

dµ
, e−tLv

)
µ

=
(
e−tL dν

dµ
,v

)
µ

(A.12)

= µ(j)

N∑
k=1

(e−tL)j,k
ν(k)

µ(k)
.

By plugging (A.11) in the r.h.s. of (A.12), we get the integral representation

Pν

(
Y(t) = j

)= 1

2πi

∫
γ

e−tλ

{
N∑

k=1

µ(j)Rjk(λ)
ν(k)

µ(k)

}
dλ.(A.13)
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In particular, givenh function onS,

EPν
(h(Y (t))) =

N∑
j=1

N∑
k=1

1

2πi
h(j)µ(j)

ν(k)

µ(k)

∫
γ

e−tλRjk(λ) dλ,

thus allowing to get an integral representation for�(t, tw) := Pν(no jump
in [tw, tw + t]). If we set µ(i) = τi = x−1

i and ν(i) = N−1 (uniform initial
probability), then

Pν

(
Y(t) = j

)= 1

2πi

∫
γ

e−tλ

{
1

N

∑
k

xk

xj

Rjk(λ)

}
dλ.(A.14)

Let us consider now the special case given by Bouchaud’s REM-like trap model
whereL := LN is defined in (2.3) andν is the uniform distribution onS. Note that
all the integral formulas obtained in Section 2 can be derived from the following
one:

Pν

(
Y(t) = j

)= 1

2πi

∫
γ

e−tλ 1

(λ − xj )φ(λ)
dλ,(A.15)

where φ(λ) = ∑N
k=1

λ
λ−xk

. In what follows we prove that (A.15) corresponds
to (A.14).

We know already that det(λI − L) has distinct zeros given by theN distinct
zeros ofφ(λ). In particular, it must be

det(λI − L) = 1

N
φ(λ)

∏
j

(λ − xj ) = 1

N
λ
∑
k

∏
j : j �=k

(λ − xj ).(A.16)

Given a matrixA, we write[A]i,j for the determinant of the matrix obtained from
A by erasing theith row and thej th column. Since

Rj,k(λ) = (−1)j+k+1 [λI − L]k,j

det(λI − L)

and due to (A.16), in order to derive (A.15) from (A.14), we only have to show
that ∑

k

(−1)j+k+1xk

xj

[λI − L]k,j = ∏
s : s �=j

(λ − xs).(A.17)

In order to prove the above identity, observe that[λI − L]k,j is a polynomial of
degreeN − 1 if k = j , otherwise it has degreeN − 2. The l.h.s. of (A.17) is a
monomic polynomial of degreeN − 1. At this point, we only have to verify that
xs , s �= j , are zeros of the l.h.s. of (A.17). This is trivial if one observes that the
l.h.s. of (A.17) is the determinant of the matrix obtained fromλI − L by replacing
the j th column with the vectorw with wi = xi

xj
for i = 1,2, . . . ,N . It is easy to

verify that, if λ = xs for somes �= j , thej th row and thesth row in such a matrix
are proportional, thus implying the thesis.
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