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LOCAL LIMIT THEORY AND LARGE DEVIATIONS
FOR SUPERCRITICAL BRANCHING PROCESSES

BY PETER E. NEY AND ANAND N. VIDYASHANKAR

University of Wisconsin and University of Georgia

In this paper we study several aspects of the growth of a supercritical
Galton–Watson process{Zn :n ≥ 1}, and bring out some criticality phenom-
ena determined by the Schröder constant. We develop the local limit theory
of Zn, that is, the behavior ofP(Zn = vn) asvn ↗ ∞, and use this to study
conditional large deviations of{YZn

:n ≥ 1}, whereYn satisfies an LDP, par-
ticularly of {Z−1

n Zn+1 :n ≥ 1} conditioned onZn ≥ vn.

1. Introduction. In this paper we study the large deviations of a “random
average” indexed by a supercritical branching process and related aspects of
the growth rate of the branching process. We introduce “conditional large
deviation theory” and establish that certain functionals based on thenth generation
population size satisfy the conditional large deviation principle. In the process we
also establish a phase transition in the rate of growth of the branching process
based on the values of a parameterα, the so-called Schröder constant. The main
technical tool is a local limit theorem which substantially unifies, sharpens and
extends the existing results in the literature.

We begin by considering the single type Galton–Watson branching process
{Zn,n ≥ 1} initiated by a single ancestor, that is,Z0 ≡ 1. We denote the offspring
distribution by{pj : j ≥ 0}, the mean of the offspring distribution bym (> 1), and
the probability generating function byf (s) for 0 ≤ s ≤ 1, that is,

P [Z1 = j ] = pj , j ≥ 0, f (s) = ∑
j≥1

sjpj and m ≡ ∑
j≥1

jpj .

Let γ = f ′(q), whereq = P (Zn = 0 for somen ≥ 1) is the extinction probability.
Let {ξn,i : i ≥ 1, n ≥ 1} be i.i.d. random variables withP (ξn,i = k) = pk , and
interpret them as the number of offspring of theith parent in thenth generation.
ThenZn+1 = ∑Zn

k=1 ξn,k .
The focus of the paper is on the the large deviation behavior of the ratio

Rn = Z−1
n Zn+1 and some of its generalizations. By the branching property, this

ratio can be expressed as

Rn = 1

Zn

Zn∑
i=1

ξn,i = 1

Zn

Zn∑
i=1

ξi ≡ ξZn
,
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where{ξi, i ≥ 1} are i.i.d. withP (ξ1 = k) = pk , k ≥ 0. Its behavior sheds light
on the evolution of branching populations and is also important in statistical
inference for branching processes since it is the maximum likelihood estimator
of the meanm when (Zn,Zn+1) are observed. It is thus relevant to study its
rate of convergence; doing so, via Bahadur efficiency, leads to questions about
large deviations ofRn. Furthermore,Rn being a random average of i.i.d. random
variables, it is natural to enquire whether it has large deviation properties along the
lines of Cramér’s theorem.

Large deviations of{Rn :n ≥ 1} were previously investigated by Athreya [1]
and Athreya and Vidyashankar [4]. It was established in those papers that, under
an exponential moment hypothesis, ifa > m andγ > 0, then

0 < lim
n→∞

1

n
logP (Rn > a|Zn > 0) = − logγ.(1)

Thus the sequenceRn satisfies the LDP (see [10] for definition) with the constant
rate functionI (x) = − logγ . The limit is “degenerate” in the sense that the rate
function is independent ofa.

It is also puzzling, at first sight, that thoughRn = Z−1
n

∑Zn

i=1 ξi is a “sample
mean,” the Cramér rate functionI = �� (the convex conjugate of the logarithmic
generating function ofξ1) does not appear in the rate. A heuristic explanation of
this behavior comes from the fact that the contributions toP (Rn ≥ a) come from
small values ofZn. More precisely, a straightforward argument shows that

lim
n→∞P (Zn = k|Rn ≥ a) = a(k),(2)

where {a(k) :k ≥ 1} is a probability distribution. Thus, even thoughZn grows
like mn when conditioned onRn > a, Zn stays small in the sense that it converges
(conditionally, in probability) to a proper random variable; that is, the “large”
deviations ofRn favor “small” values ofZn. Thus if one forcesZn to be large,
then it is conceivable thatRn may exhibit a “typical” large deviation behavior
as described by Cramér’s theory. This motivates studying the large deviations of
{Rn :n ≥ 1} by conditioning onZn ≥ vn wherevn ↗ ∞. A simple Bayes formula
for the conditional probability then leads to studying in detail the behavior of
P (Zn = vn) for various choices ofvn.

Conditioning as a technique to improve the precision of confidence intervals
has long been used in the statistical literature. It has been argued by Efron,
Hinkley and others (see [16, 26, 27]) that when one seeks to construct confi-
dence intervals for an unknown parameter it should be conditioned on the observed
Fisher information. Motivated by this, Sweeting [28] considered the problem of
maximum likelihood estimation of the offspring mean when the underlying off-
spring distribution is geometric. Indeed, Sweeting establishes that the statistic
Tn ≡ (

∑n
j=0Zj−1)

−1∑n
j=0Zj , conditioned on

∑n
j=0Zj−1 = Vn, whereVn ∼ mn,

appropriately centered and normalized converges to a Gaussian random variable



LOCAL LIMITS AND CONDITIONAL LDP FOR BP 1137

with mean 0 and variance equal to the Fisher information. Furthermore, Sweet-
ing [29] demonstrates the improved performance of these conditional confidence
intervals through simulations. For further work on conditioning in the context of
branching processes, see [6, 18, 17]. We of course focus on the statisticRn. The
observed conditional Fisher information in this case isσ−2Zn.

A further motivation for the present study comes from a class of conditioned
limit laws similar to Gibbs conditioning. In its simplest form the latter describes
the behavior of the conditional distributions

P

{
(X1, . . . ,Xk) ∈ ·

∣∣∣ 1

n

n∑
i=1

Xi ∈ A

}
,

whereX1,X2, . . . are i.i.d. random variables andA is a Borel set. Extension of this
concept to branching processes suggests studying the branching distributions

P

{
(Z1, . . . ,Zk) ∈ ·

∣∣∣ 1

Zn

Zn∑
i=1

ξn,i ∈ A

}
.(3)

Since the conditioning event is{Rn ∈ A}, or more generally can be taken of the
form {(Zn,Zn+1) ∈ A × B}, behavior of (3) yields information about thepast
structure of the branching population, based on the information about itspresent
(namelyZn andZn+1). This formulation has practical significance, for example,
in the area of molecular evolution [9, 10, 23, 30]. Now the analysis of (3) requires
a careful study of the large deviations of{Rn :n ≥ 1} which is carried out in the
present paper. The behavior of (3) itself requires additional technical tools which
are developed and treated separately in another paper.

The rest of the paper is organized as follows: Section 2 contains a summary
of results and related discussions, while Section 3 contains proofs. Section 4 is
devoted to some concluding remarks.

2. Summary of results and related discussions. In this section we state the
main results of the paper. We begin by describing the relevant branching process
background so as to ease the discussion and exhibit the significance of our results.

2.1. Branching process background. Let {Zn :n ≥ 1} be a single type su-
percritical branching process withZ0 ≡ 1 and meanm. The sequence{Wn ≡
m−nZn;n ≥ 1} plays an important role in the study of the limit theory of super-
critical branching processes. It is well known that{Wn :n ≥ 1} is a nonnegative
martingale sequence and, hence, converges with probability one to a nonnegative
random variableW ; under the further assumption thatE(Z1 logZ1) < ∞, the limit
random variable is nontrivial with an absolutely continuous densityw(·), except
for a possible atom at 0 (see [3] for details). The behavior of the density near 0
has been investigated by Dubuc [13] who showed that for 0< x < 1 there exists
universal constants 0< C1 < C2 < ∞ such that

C1x
α−1 ≤ w(x) ≤ C2x

α−1,(4)
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whereα is a solution toγ = m−α and is assumed to be finite. The finiteness ofα

is equivalent top0 + p1 > 0 and, drawing on the functional iterations literature,
offspring distributions with this property are said to belong to theSchröder case.
A further refinement of the above estimate has been considered by Biggins and
Bingham [7]. The process withα = ∞ grows exponentially fast at all times and
as such has a different probabilistic structure and is frequently referred to as the
Böttcher case.

The quantityα shows up in several deep results in the theory of supercritical
branching processes and will play a critical role in our study as well. Karlin
and McGregor [21, 22] studied the problem of embeddability of discrete-time
branching processes into continuous-time branching processes. The Karlin–
McGregor function

K(s) ≡ sαQ(φ(s)) whereφ(s) ≡ E(e−sW)

and its constancy has been the subject of much study (see [14] and the references
therein). For the definition ofQ(·) see below. Karlin and McGregor conjectured
thatK(·) is constant exactly when the the discrete-time process is embeddable into
a continuous-time process. Building on their work, Dubuc [13] established that a
discrete-time branching process [satisfyingE(Z1 logZ1) < ∞] is embeddable into
continuous-time Markov branching process if and only if

lim
x↘0

w(x)x1−α exists and is finite.

He further established that this is equivalent to the existence of the limit ass ↗ 1
of Q(s)(1− s)α, where for 0≤ s ≤ 1,

Q(s) ≡ lim
n→∞Qn(s) ≡ lim

n→∞
fn(s) − q

γ n
.(5)

The function Q(·) satisfies the functional equationQ(f (s)) = γQ(s) and
Q(q) = 0 andQ(1) = ∞; it can be extended to an analytic function in the interior
of the unit disc and hence has the power series representation

Q(s) = ∑
j≥0

qj s
j for 0 ≤ s < 1.(6)

In the work on large deviations of branching processes (and in other contexts
as well; see [19, 20]) it has been established [1, 24] that the integrability of
Q(·) near 1, that is, finiteness ofI ≡ ∫ 1

0 Q(s) ds, plays an important role. In the
embeddable situation 0< α < 1 and the above-mentioned result of Dubuc readily
yields thatI < ∞. Of course, one can establish the finiteness ofI , under the
assumptionα < 1, without invoking any embeddability issues [1, 24, 25].

In this paper we make a detailed study ofP (Zn = vn) for various ranges of
values ofvn. This problem was studied in the 1970s for the extreme cases when
vn ∼ mn for a complicated restriction on the range of values ofα or whenvn is a
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constant [2, 13, 14]. The behavior ofP (Zn = vn) for the entire range of values of
vn = O(mn) and the entire range of values ofα has been open since that time. We
will present a unified solution to this problem and show that this rate is intimately
connected to the rate of convergence ofIn = ∫ 1

c Qn(s) ds to I = ∫ 1
c Q(s) ds, where

0 < c < 1.

2.2. Local limit theorem. We begin this section by recalling the known local
limit results. For the sake of simplicity, we will assume thatp0 = 0 (see Remark 4).
Whenvn is a constant, one can use the analyticity ofQ(·) in the interior of the unit
disc to show that

lim
n→∞

P (Zn = j)

pn
1

= qj ,(7)

whereqj ’s are defined in (3). A natural question is the behavior ofP (Zn = vn)

whenvn grows withn. If one assumesE(Z2
1) < ∞, then Athreya and Ney [2]

(see also [13]) have established the rate of convergence to 0 of the difference
|mnP (Zn = j) − w(jm−n)|, whenj (n) ∼ mn. Assuming only the finiteness of
the mean, Dubuc and Seneta [15] proved a weaker form of the above result. It is
unclear from these works ifα plays any role in the behavior ofP (Zn = vn). For
the early history of the local limit theorem, see the paper of Athreya and Ney [2].

Our first result is a new local limit theorem which provides the asymptotic
behavior ofP (Zn = vn) in the entire rangevn = O(mm), and demonstrates the
critical role ofα. The theorem covers both the Schröder and Böttcher cases.

THEOREM 1. Assume that E(Z1 logZ1) < ∞. Let {vn :n ≥ 1} be a sequence
of integers such that vn ↗ ∞ as n → ∞ and vn = O(mn). Then there exists
constants 0< C1 < C2 < ∞ such that

C1 ≤ lim inf
n→∞

P (Zn = vn)

An

≤ lim sup
n→∞

P (Zn = vn)

An

≤ C2,

where

An =



pn
1vα−1

n , if α < 1,
knp

n
1, if α = 1,

m−n, if α > 1 (possibly ∞),

and kn = [n− logvn

logm
+1]. Furthermore, if vn = mn−kn for some sequence of integers

kn = O(n) as n → ∞, then limn→∞ A−1
n P (Zn = vn) exists and is positive and

finite.

REMARK 1. WhenE(Z1 logZ1) = ∞ but m < ∞, the rate of convergence
will depend on the Senata constants. The extension of Theorem 1 to this general
case is difficult and will be taken up separately.
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REMARK 2. Observe that whenn is fixed andα < 1, P (Zn = vn) increases
if vn decreases; thus, roughly speaking,P (Zn = z) favors smaller values ofz. This
phenomenon will reappear in different guises later. It is further suggested by the
fact that from (1) [whenE(Z1 logZ1) < ∞], the mode of the distribution ofW is
closer to 0. The caseα = 1 is somewhat surprising, since such an argument using
the density does not hold.

The following uniform estimate on the behavior of supj≥vn
P (Zn = j) is of

interest in its own right and will be used in the proof of our large deviation
theorems. The result covers both the Schröder and Böttcher cases.

THEOREM 2. Under the conditions of Theorem 1, the following prevail:

1. If α < 1, then there exist universal constants 0< C1 < C2 < ∞ such that

C1p
n
1 ≤ sup

j≥vn

jα−1P (Zn = j) ≤ C2p
n
1.(8)

2. If α = 1, then there exist universal constants 0< C3 < C4 < ∞ such that

C3p
n
1kn ≤ sup

j≥vn

P (Zn = j) ≤ C4p
n
1kn,(9)

where kn = [n − logvn

logm
] ([x] refers to the largest integer in x).

3. If α > 1 (possibly ∞), then there exist universal constants 0 < C5 < C6 < ∞
such that

C5m
−n ≤ sup

j≥vn

P (Zn = j) ≤ C6m
−n.(10)

REMARK 3. Theorems 1 and 2 in the Böttcher case, that is,j0 ≡ inf{j :pj >

0} ≥ 2, are interesting since the process has a different probabilistic behavior.
Of course,P (Zn = vn) = 0, whenevervn < jn

0 . Thus the local limit theorem
yields nontrivial results whenjn

0 < vn and vn = O(mn). Dubuc [14] has given
a detailed analysis of the moment generating function ofW and Bingham [8],
using a Tauberian argument, has elucidated the behavior ofP (W ≤ x) asx ↓ 0.
A crucial role is played by the parameterβ[≡ (logm)−1 logj0] that relates the
minimum family size and the mean of the offspring distribution. By definition,
0 < β < 1. Then the result of Bingham [8] shows that asx ↓ 0,

− logP (W ≤ x) ∼ τ

xβ/(1−β)
,(11)

whereτ is an interesting constant. The above result can be used to show that the
densityw(·) of the random varibleW decays to 0 asx decreases to 0 exponentially
fast in a manner dictated by a function ofβ. Thus it is reasonable to expect that
the behavior ofP (Zn = vn), just as in the Schröder case, depends on the range of
values ofβ. It turns out, however, that since the Böttcher case corresponds to a
situation whenα = ∞, the rate is justm−n (Caseα > 1) and independent ofβ.
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REMARK 4. If p0 > 0, then Theorems 1 and 2 will hold withp1 replaced by
γ = f ′(q).

2.3. Large deviations. In this section we state our large deviation results.
SinceRn is the mean of a random sum, one is motivated to ask more generally
about the large deviations behavior ofS(Nn) where S(n) = ∑n

1=1Xi where
{Xi : i ≥ 1} is a sequence of i.i.d. random variables andNn (↗ ∞ in probability)
is a sequence of random variables. When one normalizes the sequence{S(Nn) :
n ≥ 1} by n then the large deviation behavior ofn−1S(Nn) is easily established
[see [11], Exercise 2.3.19(b)]. In fact, the conclusion is that{n−1S(Nn) :n ≥ 1}
satisfies an LDP with the rate function being the Legendre–Fenchel transform of
�(�X(θ)), where�X(θ) is the logarithmic moment generating function ofX, and
for somen → ∞,

�(λ) = lim
n→∞

1

n
logE(eλNn),(12)

where the above limit is assumed to exist in a neighborhood of the origin.
The situation is quite different, however, when one normalizes the sequence
{S(Nn) :n ≥ 1} by Nn itself, which is the case withRn. Our first proposition
considers this problem in a slightly more general context.

PROPOSITION 1. Let {Y (n) :n ≥ 1} be a sequence of random variables that
satisfy the LDP with the rate function IY (·) and speed (normalizing sequence) r(n)

and {Nn :n ≥ 1} denote a sequence of integer valued random variables such that
Nn ↗ ∞; assume further that for an → ∞ and θ > 0,

lim
n→∞

1

an

logE
(
e−r(Nn)θ

) = �(θ).(13)

Let

µn(·) = P
(
Y (Nn) ∈ ·).(14)

Then the sequence of measures {µn :n ≥ 1} satisfy the LDP with rate function
−�(IY (·)) and speed an.

The point of the proposition is that the rate function depends explicitly on the
behavior of�(·). Indeed, if� is a constant, then the rate function is degenerate in
the sense that the rate is “independent” of the set for which the large deviation
is studied. We have seen that this general phenomenon is exhibited when one
considers the large deviations ofRn.

Thus to bring out the dependence of the rate on the set being considered, we
condition onNn ≥ vn or more generally,Nn−k ≥ vn−k . The following form of
Proposition 1 brings out the ingredients necessary for the conditional analysis in
Theorem 3.
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PROPOSITION 2. Let {Y (n) :n ≥ 1} denote a sequence of random variables
that satisfy the LDP with rate function IY (·) and speed r(n), and {Nn :n ≥ 1}
denote a sequence of integer valued random variables such that Nn ↗ ∞ and is
independent of Yn. Let

µn(·) = P
(
Y (Nn) ∈ ·|Nn−k ≥ vn−k

)
.(15)

Let {N1
n(k) :n ≥ 1} denote the sequence of random variables with distribution

P
(
N1

n(k) = j
) ≡ P

(
Nn = j |Nn−k ≥ vn−k

)
.(16)

Assume that there exists an → ∞ such that, for all θ > 0,

lim
n→∞

1

an

logE
(
exp

(−θr(N1
n(k))

)) ≡ K(θ)(17)

and the limit is continuous. Then the sequence of measures {µn :n ≥ 1} satisfies
the LDP with rate function −K(IY (·)) and speed an.

Of course, in order for the above proposition to have real substance in particular
cases, the speed sequence{an} and the limit K(θ) in (16) must be explicitly
determined. Indeed whenNn = Zn, we can make these determinations using the
local limit theory and the results are stated in the following theorem.

THEOREM 3. Let {Y (i) : i ≥ 1} be any sequence of random variables that
satisfies the LDP with a “good” rate function I (·) and speed n. Assume that
E(Z1 logZ1) < ∞ and 0 < α < ∞. Let

µn,k(A) = P
(
Y (Zn) ∈ A|Zn−k ≥ vn−k

)
, n ≥ k,A ⊂ R,(18)

where {vn :n ≥ 1} is a sequence of positive integers increasing to infinity.

1. If limn→∞ n−1vn−k = b,0 ≤ b < ∞, then the sequence µn,k, where k is fixed,
satisfies the LDP with rate Ĩ (x) and speed vn−k , where

Ĩ (x) = − logfk

(
e−I (x)

) + bB(19)

and B = − logp1 if α ≤ 1 while B = logm if 1 < α < ∞.
2. If b = 0, Ĩ reduces to − logfk(e

−I (x)).
3. If limn→∞ v−1

n−kn → ∞, then the sequence µn,k , where k is fixed, satisfies the

LDP with constant rate function B and speed n. Furthermore, Ĩ (·) is a good
rate function.

REMARK 5. The trichotomyb = 0, 0< b < ∞, b = ∞ shows the critical
role of the ratevn = n; namely whethervn grows faster or slower thann. The
limit described above may not exist if limn→∞ v−1

n−kn does not exist. In fact,
one can construct a sequencevn such that the limit is different along different
subsequences. However, in these situations the large deviations upper bound and
lower bound will still hold.
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The above theorem when specialized to the branching case yields the large
deviations forRn. We have the following corollary.

COROLLARY 1. Assume E(eθZ1) < ∞, limn→∞ n−1vn−k = b and 0 <

α < ∞. Then sequence of measures

µ
(1)
n,k ≡ P (Rn ∈ A|Zn−k ≥ vn−k), n > k(20)

satisfies the LDP with the good rate function Ĩ1(·) and speed vn−k , where

Ĩ1(x) = − logfk

(
e−��(x)) + bB;(21)

here ��(·) is the convex conjugate of the cumulant generating function of the
random variable Z1 and B is as in the theorem. If n−1vn−k → ∞, then Ĩ1(x) = B.

REMARK 6. Under an exponential moment condition onZ1, a sharper result
along the lines of [5] can be obtained.

Theorem 3 also sheds light on the large deviations ofW−1
n W . Namely, we have

the following corollary.

COROLLARY 2. Assume E(eθZ1) < ∞, limn→∞ n−1vn−k = b and 0 <

α < ∞. Then the sequence of measures

µ
(2)
n,k ≡ P

(
W

Wn

∈ A
∣∣∣Zn−k ≥ vn−k

)
, n > k(22)

satisfies the LDP with the good rate function Ĩ2(·) and speed vn−k , where

Ĩ2(x) = − logfk

(
e−��

W (x)
) + bB,(23)

where ��
W(·) is the Legendre–Fenchel transform of the cumulant generating

function of the random variable W , and B is as in the theorem. If n−1vn−k → ∞
then Ĩ2(x) = B.

An upper bound for the rate of convergence of|W − Wn| was obtained by
Athreya [1].

Our next theorem treatsµn,k in (18) whenα = ∞ (the Böttcher case).

THEOREM 4. Let {X(i) : i ≥ 1} be any sequence of random variables that
satisfy the LDP with a “good” rate function I (·). Assume that E(Z1 logZ1) < ∞.
Let

µn,k(A) = P
(
X(Zn) ∈ A|Zn−k ≥ vn−k

)
, n ≥ k,A ⊂ R,(24)
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where {vn :n ≥ 1} is a sequence of positive integers increasing to infinity. Let
j0 = inf{j ≥ 2 :pj > 0}. If limn→∞ v−1

n jn
0 = b (> 0) then the sequence µn,k

(where k is fixed ) satisfies the LDP with the good rate function Ĩ3(x) and speed
vn−k , where

Ĩ3(x) = −bG
(
fk

(
e−I (x)

));(25)

here, for 0 ≤ s ≤ 1,

G(s) = logs + logpj0 + ∑
j≥0

1

j
j+1
0

log
(

1+ 1− pj0

pj0

g(fj (s))

)
(26)

and

g(s) = 1

1− pj0

∑
j≥j0+1

pjs
j−j0.(27)

If b = 0 and vn = O(mn) (again for fixed k) then the sequence µn,k , where k is
fixed, satisfies the LDP with the good rate function Ĩ3(x) and speed vn−k , where

Ĩ3(x) = − logfk

(
e−I (x)

)
.(28)

A process valued result along the lines of Mogulski’s theorem [11] can also be
obtained in our conditional setting. We state this as Corollary 3 for caseα < ∞.
Let

Rn(t) ≡ 1

Zn

[tZn]∑
i=1

ξn,i, 0 ≤ t ≤ 1.(29)

When one viewsRn(t) as a random variable taking values inL∞[0,1], one
has the LDP for the sequence of measuresµn,k(·) ≡ P (Rn(t) ∈ ·|Zn−k ≥ vn−k)

in L∞(0,∞).

COROLLARY 3. The sequence of measures µn,k satisfies the LDP on L∞[0,1]
with a good rate function

Ī (φ) =



∫ 1

0
I1(φ

′(t)) dt, if φ ∈ AC,φ(0) = 0,

∞, otherwise,

where AC denotes the space of absolutely continuous functions and

I3(x) = − logfk

(
e−�∗(x)

) − bB(30)

and B is as in the Theorem 3 and ��(·) is as in Corollary 1.

REMARK 7. A result similar to Corollary 3 also holds for the Böttcher case.
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3. Proofs. In this section we provide the proofs of results given in Section 2.
We begin by recalling thatfk(s) ≡ E(sZk) is thekth iterate off (s). Let ψk(s) ≡
E(eisWk) = fk(e

ism−k
) andψ(u) = E(eiuW) denote the characteristic functions of

Wk andW , respectively. By the inversion theorem (see [3], page 81),

P (Zn = vn) = 1

2π

∫ π

−π
e−iθvnfn(e

iθ ) dθ.(31)

Making a change of variableθvn → u we have that

P (Zn = vn) = 1

2πvn

∫ πvn

−πvn

e−iufn(e
iu/vn) du.(32)

Sincevn ≤ mn, there exists̃kn > 0 such thatvn = mn−k̃n . Let kn = [k̃n] , an =
n − kn andη(n) = mk̃n−kn . Then using functional iteration, we have that

P (Zn = vn) = 1

2πvn

∫ πvn

−πvn

e−iufkn

(
ψan(uη(n))

)
du(33)

= 1

2πvn

∫ 0

−πvn

e−iufkn

(
ψan(uη(n))

)
du

+ 1

2πvn

∫ πvn

0
e−iufkn

(
ψan(uη(n))

)
du

≡ Jn(1) + Jn(2).(34)

We make a detailed analysis ofJn(2). Note that

Jn(2) = 1

2πvn

∫ π

0
e−iufkn

(
ψan(uη(n))

)
du

(35)

+ 1

2πvn

∫ πvn

π
e−iufkn

(
ψan(uη(n))

)
du

≡ Jn(2,1) + Jn(2,2).(36)

We first state a “decomposition lemma” that will help us deal withJn(2,1).

LEMMA 1. For any positive integers r, s (s < r) the following decomposition
holds: ∫ π

0+
e−iufr(ψs(u)) du = m−r I (1)(r, s) +

r∑
l=0

m−l I
(2)
l (r, s),(37)

where

I (1)(r, s) ≡
∫ πm−1

0
e−ium−r

ψs+r (u) du(38)

and

I
(2)
l (r, s) ≡

∫ π

πm−1
e−ium−l

fr−l

(
ψs+l(u)

)
du.(39)
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PROOF. We first decompose the integral on the left-hand side into two
components, one over the interval(0+, πm−(r+1)) and then over the interval
(πm−(r+1), π). Let

J 1
r,s =

∫ πm−(r+1)

0+
e−iufr(ψs(u)) du(40)

and

J 2
r,s =

∫ π

πm−(r+1)
e−iufr(ψs(u)) du.(41)

Now making a change of variableu �−→ um−r and using the definition ofψr+s(u),
we get that

J 1
r,s = m−r I (1)(r, s).(42)

We can further decomposeJ 2
r,s as

J 2
r,s =

r∑
l=0

∫ πm−(l)

πm−(l+1)
e−iufr(ψs(u)) du.(43)

Now using the fact that

fr(ψs(u)) = fr−l

(
ψs+l(uml)

)
(44)

and the change of variableuml �−→ u, it follows that∫ πm−l

πm−(l+1)
e−iufr(ψs(u)) du = m−lI

(2)
l (r, s).(45) �

The next lemma provides a uniform estimate on the characteristic function of
the random variableWr . The proof is similar to the proof of Lemma 2 in [15] and
hence is omitted.

LEMMA 2. Let {η(k) :k ≥ 1} be a bounded sequence of positive numbers such
that infn≥1 η(n) > 0. Then for every ε > 0 there exists βε < 1 [independent of the
sequence η(·)] such that

sup
{|ψk(uη(k))| :u ≥ ε, k ≥ 1

}
< β.(46)

Our next lemma gives the behavior of
∫ π
0+ e−iufr(ψs(u)) du when r, s → ∞

when 0< α < 1.

LEMMA 3. Assume 0 < α < 1 and E(Z1 logZ1) < ∞. Let {η(r, s) :
r ≥ 1, s ≥ 1} be a sequence of positive numbers such that infr,s≥1 η(r, s) > 0 and
limr,s→∞ η(r, s) = 1. Then

lim
r,s→∞p−r

1

∫ π

0+
e−iufr

(
ψs(uη(r, s))

)
du = ∑

l≥0

(p1m)−l Il,(47)
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where

Il ≡
∫ π

πm−1
e−ium−l

Q(ψ(u)) du.(48)

Furthermore, there exists a universal constant C such that

sup
r,s≥1

∣∣∣∣p−r
1

∫ π

0+
e−iufr

(
ψs(uη(r, s))

)
du

∣∣∣∣ ≤ C.(49)

PROOF. The finiteness ofα rendersp1 �= 0, and hence using the decomposi-
tion from Lemma 1 we have that

p−r
1

∫ π

0+
e−iufr

(
ψs(uη(r, s))

)
du

= (p1m)−r I (1)(r, s) +
r∑

l=0

(p1m)−lp
−(r−l)
1 I

(2)
l (r, s),

(50)

where

I (1)(r, s) ≡
∫ πm−1

0
e−ium−r

ψs+r (uη(r, s)) du(51)

and

I
(2)
l (r, s) ≡

∫ π

πm−1
e−ium−l

fr−l

(
ψs+l (uη(r, s))

)
du.(52)

Note by uniform convergence on compacts ofψr(uη(r, s)), to ψ(u) it follows
that

lim
r,s→∞ I (1)(r, s) =

∫ πm−1

0
ψ(u)du.(53)

Thus the first term on the right-hand side of (50) converges to 0 sinceα < 1 is
equivalent top1m > 1. As for the second term, note first that

p
−(r−l)
1 I

(2)
l (r, s) =

∫ π

πm−1
e−ium−l

Qr−l

(
ψs+l(uη(r, s))

)
du.(54)

Now ∣∣∣∣
∫ π

πm−1
e−ium−l

Qr−l

(
ψs+l (uη(r, s))

)
du

∣∣∣∣
≤

∫ π

πm−1
Qr−l

(|ψs+l (uη(r, s))|)du

≤ (π − πm−1)Qr−l(β),

whereβ = supπm−1≤u≤π,r,s≥1 |ψs+l (uη(r, s))| < 1, by Lemma 2. Thus, by the
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monotonicity ofQr(β) in r ,

sup
r,s

sup
l≤r

∣∣∣∣
∫ π

πm−1
e−ium−l

Qr−l

(
ψs+l (uη(r, s))

)
du

∣∣∣∣ ≤ CQ(β) < ∞.(55)

Thus, by the dominated convergence theorem, we have that

lim
r,s→∞

r∑
l=0

(p1m)−lp
−(r−l)
1 I

(2)
l (r, s)

= ∑
l≥0

(p1m)−l
∫ π

πm−1
e−ium−l

Q(ψ(u)) du,

(56)

thus concluding the proof of (47). Finally, note that by (50), (55) and the trivial
estimate|ψ(u)| ≤ 1,∣∣∣∣p−r

1

∫ π

0+
e−iufr

(
ψs(uη(r, s))

)
du

∣∣∣∣ ≤ (1− p1m)−1Q(β) + 1;(57)

since the right-hand side of the above equation is independent ofr and s,
(49) follows. �

Lemma 4 considers the caseα = 1. The proof of the lemma depends on the rate
of convergence ofp−(r−l)

1 Il(r, s) to Il .

LEMMA 4. Assume α = 1 and E(Z1 logZ1) < ∞. Let {η(r, s) :
r ≥ 1, s ≥ 1} be a sequence of positive numbers such that infr,s≥1 η(r, s) > 0 and
limr,s→∞ η(r, s) = 1. Then

lim
r,s→∞ r−1p−r

1

∫ π

0+
e−iufr

(
ψs(uη(r, s))

)
du =

∫ π

πm−1
Q(ψ(u)) du.(58)

Furthermore, there exists a universal constant C such that

sup
r,s≥1

∣∣∣∣r−1p−r
1

∫ π

0+
e−iufr

(
ψs(uη(r, s))

)
du

∣∣∣∣ ≤ C.(59)

PROOF. From (50) and usingp1m = 1, we have that

r−1p−r
1

∫ π

0+
e−iufr

(
ψs(uη(r, s))

)
du

= r−1I (1)(r, s) + r−1
r∑

l=0

p
−(r−l)
1 I

(2)
l (r, s),

(60)

wherep
−(r−l)
1 I

(2)
l (r, s) is as in (54). From (53) it follows that limr,s→∞ r−1I (1)(r,

s) = 0. Now for each fixedl, using (55) and the dominated convergence theorem,

lim
r,s→∞

∫ π

πm−1
e−ium−l

Qr−l

(
ψs+l(uη(r, s))

)
du = Il,(61)
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where Il is as in (48). Furthermore, first by Lemma 2 and then the bounded
convergence theorem,

lim
l→∞ Il =

∫ π

πm−1
Q(ψ(u)) du.(62)

Thus,

r−1
r∑

l=0

p
−(r−l)
1 I

(2)
l (r, s) = r−1

r∑
l=0

(
p

−(r−l)
1 I

(2)
l (r, s) − Il

) + r−1
r∑

l=0

Il.(63)

By (62),

lim
r→∞ r−1

r∑
l=0

Il =
∫ π

πm−1
Q(ψ(u)) du.(64)

We will now show that limr,s→∞ r−1 ∑r
l=0(p

−(r−l)
1 I

(1)
l (r, s)−Il) = 0. To this end,

r−1
r∑

l=0

(
p

−(r−l)
1 I

(2)
l (r, s) − Il

) = T1(r, s) + T2(r, s),(65)

where

T1(r, s) ≡ r−1
r∑

l=0

I
(2)
l,1 (r, s),

T2(r, s) = r−1
r∑

l=0

I
(2)
l,2 (r, s),

I
(2)
l,1 (r, s) =

∫ π

πm−1
e−ium−l (

Qr−l

(
ψs+l (uη(r, s))

) − Qr−l(ψ(u))
)
du(66)

and

I
(2)
l,2 (r, s) ≡

∫ π

πm−1
e−ium−l (

Qr−l(ψ(u)) − Q(ψ(u))
)
du.(67)

We first show limr,s→∞ T2(r, s) = 0. By using the change of variable in the index
of summation, one has

|T2(r, s)| ≤ (π − πm−1)r−1
r∑

l=0

sup
πm−1≤u≤π

|Qr−l(ψ(u)) − Q(ψ(u))|;(68)

now since sup{|ψ(u)| :πm−1 ≤ u ≤ π} < 1, letting r, s → ∞ and using the
uniform convergence ofQr(·) to Q(·) in the interior of the unit disk one has that
limr,s→∞ T2(r, s) = 0. In fact, it also follows that there exists a constantC such
that

sup
r,s≥1

|T2(r, s)| ≤ C.(69)
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We now move on to establish that limr,s→∞ T1(r, s) = 0. Note that, by monotonic-
ity of Q′

r (s) in r ,

|T1(r, s)| ≤ r−1
r∑

l=0

∫ π

πm−1

∣∣Qr−l

(
ψs+l (uη(r, s))

) − Qr−l(ψ(u))
∣∣du

≤ r−1Q′(β)

r∑
l=0

∫ π

πm−1
|ψs+l(u) − ψ(u)|du,

whereβ ≡ sup{|δψs(uη(r, s)) + (1 − δ)ψ(u)| : 0 ≤ δ ≤ 1, πm−1 ≤ u ≤ π, r, s ≥
1} < 1 by Lemma 2. Thus,T1(r, s) converges to 0 asr, s → ∞ due to the uniform
convergence, in the interval[πm−1, π ], of ψr(u) to ψ(u) asr → ∞. The above
calculation also yields

sup
r,s≥1

|T1(r, s)| ≤ C(70)

for some universal constantC. Thus (58) follows by lettingr, s → ∞ in (60) and
using (64). Further (59) also follows since by (69) and (70),

sup
r,s≥1

∣∣∣∣∣r−1
r∑

l=0

p
−(r−l)
1 I

(2)
l (r, s)

∣∣∣∣∣ ≤ C(71)

and

sup
r,s≥1

∣∣r−1I (1)(r, s)
∣∣ ≤ 2.(72) �

Our next lemma gives the behavior of
∫ π
0+ e−iufr(ψs(u)) du when r, s → ∞

whenα > 1.

LEMMA 5. Assume α > 1 and E(Z1 logZ1) < ∞. Let {η(r, s) : r ≥ 1,

s ≥ 1} be a sequence of positive numbers such that infr,s≥1 η(r, s) > 0 and
limr,s→∞ η(r, s) = 1. Then

lim
r,s→∞mr

∫ π

0+
e−iufr

(
ψs(uη(r, s))

)
du = K,(73)

where

K =




∑
l≥0

(p1m)l
∫ π

πm−1
Ql(ψ(u)) du +

∫ πm−1

0
ψ(u)du, if α < ∞,

∫ πm−1

0
ψ(u)du, if α = ∞.
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Furthermore, there exists a universal constantC such that

sup
r,s≥1

∣∣∣∣mr
∫ π

0+
e−iufr

(
ψs(uη(r, s))

)
du

∣∣∣∣ ≤ C.(74)

PROOF. Whenα < ∞, multiplying (50) by(p1m)r one gets∣∣∣∣mr
∫ π

0+
e−iufr

(
ψs(uη(r, s))

)
du

∣∣∣∣
= I (1)(r, s) +

r∑
l=0

(p1m)r−lp
−(r−l)
1 I

(2)
l (r, s),

(75)

wherep
−(r−l)
1 I

(2)
l (r, s) andI (1)(r, s) are as defined in (52) and (51), respectively.

Now,

T1(r, s) =
r∑

l=0

(p1m)r−lp
−(r−l)
1 I

(1)
l (r, s)

= ∑
l≥0

(p1m)l
(∫ π

πm−1
e−iumr−l

Ql

(
ψs+r−l(uη(r, s))

)
du

)
Il≤r .

Thus, by the dominated convergence theorem [using (55) andp1m < 1],

lim
r,s→∞T1(r, s) = ∑

l≥0

(p1m)l
∫ π

πm−1
Ql(ψ(u)) du.(76)

Finally (73) follows by lettingr, s → ∞ in (75) and using (53). We now consider
the caseα = ∞. Using (37) and multiplying bymr one gets

mr
∫ π

0
e−iufr

(
ψs(uη(r, s))

)
du = I (1)(r, s) +

r∑
l=0

mr−lI
(2)
l (r, s),(77)

where

I (1)(r, s) ≡
∫ πm−1

0
e−ium−r

ψs+r (uη(r, s)) du(78)

and

I
(2)
l (r, s) ≡

∫ π

πm−1
e−ium−l

fr−l

(
ψs+l (uη(r, s))

)
du.(79)

Using (53), it follows that limr,s→∞ I (1)(r, s) = ∫ πm−1

0 ψ(u)du. We now have to

deal withI
(2)
l (r, s); sinceα = ∞, let j0 = inf{j ≥ 2 :pj > 0}. Then for anyβ < 1,

we have

fn(β) ≤ Cβ(j0)
n;(80)
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the above estimate can easily be proved from Proposition 3 of [1] or from
Theorem 24.1 of [14]. Thus, it follows that there exists a universal constantC

such that ∣∣I (2)
l (r, s)

∣∣ ≤ Cβ(j0)
r−l

,(81)

where β = sup{|ψk(u)| :η0πm−1 ≤ u ≤ π, k ≥ 1} < 1 and η0 = inf{η(r, s) :
r, s ≥ 1} (which is positive by assumption). Now, using the estimate (81) and the
dominated convergence theorem, it follows that

lim
r,s→∞

r∑
l=0

mr−lI
(2)
l (r, s) = 0.(82)

�

The next lemma provides a uniform estimate on
∫ πm
π e−iutQr(ψs(u)) du.

LEMMA 6. Let {η(r, s) : r ≥ 1, s ≥ 1} be a sequence of positive numbers such
that infr,s≥1 η(r, s) > 0 and limr,s→∞ η(r, s) = 1.There exists a universal constant
C such that

sup
r,s≥1

∣∣∣∣
∫ πm

π
e−iutQr

(
ψs(uη(r, s))

)
du

∣∣∣∣ ≤ C

|t| .(83)

PROOF. The proof uses the following estimate whose proof can be constructed
using methods similar to the one in [31], page 45, (4.2). Dubuc ([13], page 481)
and Dubuc and Senata ([15], page 494) have used this estimate extensively in their
work. For anyh ∈ L∞[a, b],∣∣∣∣

∫ b

a
eiuth(u) du

∣∣∣∣ ≤ ‖h‖∞π

|t| + (b − a)

2
wh

(
π

|t|
)
,(84)

wherewh(δ) is the modulus of continuity ofh obtained using intervals of lengthδ.
Letting h = Q̃r,s ≡ Qr(ψs(uη(r, s)), we have∣∣∣∣

∫ πm

π
e−iutQr

(
ψs(uη(r, s))

)
du

∣∣∣∣
≤ ‖Q̃r,s‖∞π

|t| + π(m − 1)

2
w

Q̃r,s

(
π

|t|
)

≤ Q(β)π

|t| + π(m − 1)

2
w

Q̃r,s

(
π

|t|
)
,

whereβ = sup{|ψk(u)| :πη0 ≤ u ≤ mπ,k ≥ 1} < 1 (by yet another application of
Lemma 2) andη0 = infr,s≥1 η(r, s) which is positive by assumption. Also by the
mean value theorem and the estimate

sup
{|ψs(u1) − ψs(u2)| :η0π ≤ u1 ≤ u2 ≤ mπ,

|u1 − u2| ≤ π |t|−1} ≤ C|t|−1,
(85)
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it follows that there exists a universal constantC such that

w
Q̃r,s

(
π

|t|
)

≤ C

|t| .(86)

Finally the estimate (83) follows from the uniform continuity ofψs(u) and the
uniform estimate sup{|ψ ′

s(u)| :η0π ≤ u1 ≤ u2 ≤ mπ, s ≥ 1} ≤ C. �

Our next lemma considers the the behavior of
∫ πms

π e−iufr(ψs(u)) du.

LEMMA 7. Assume E(Z1 logZ1) < ∞. Let {η(r, s) : r ≥ 1, s ≥ 1} be a se-
quence of positive numbers such that infr,s≥1 η(r, s) > 0 and limr,s→∞ η(r, s) = 1.
Then for any 0 < α < 1,

lim
r,s→∞p−r

1

∫ πms

π
e−iufr(ψs(u)) du = ∑

l≥0

(p1m)l
∫ πm

π
e−iuml

Q(ψ(u)) du.(87)

Furthermore, there exists a universal constant C such that

sup
r,s≥1

p−r
1

∣∣∣∣
∫ πms

π
e−iufr(ψs(u)) du

∣∣∣∣ ≤ C.(88)

PROOF. We begin with the decomposition similar to the one in Lemma 1, that
is,

∫ πms

π
e−iufr

(
ψs(uη(r, s))

)
du =

s−1∑
l=0

∫ πml+1

πml
e−iufr

(
ψs(uη(r, s))

)
du

=
s−1∑
l=0

m−l
∫ πml−1

πml
e−iuml

fr+l

(
ψs−l (uη(r, s))

)
du,

where the last identity follows from the change of variableu �−→ umr and the
identity ψn(sm

l) = fl(ψn−l(s)). Thus,

p−r
1

∫ πms

π
e−iufr(ψs(u)) du =

s−1∑
l=0

(p1m)l
∫ πm

π
e−iuml

Qr+l

(
ψs−l(u)

)
du.(89)

Now (88) follows from Lemma 6 . Finally, Lemma 6 and the dominated
convergence theorem yield (87).�

LEMMA 8. Assume E(Z1 logZ1) < ∞ and α = 1. Let {η(r, s) :
r ≥ 1, s ≥ 1} be a sequence of positive numbers such that infr,s≥1 η(r, s) > 0 and
limr,s→∞ η(r, s) = 1. Then,

lim
r,s→∞ s−1p−r

1

∫ πms

π
e−iufr

(
ψs(uη(r, s))

)
du = 0.(90)
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Furthermore, there exists a universal constant C such that

sup
r,s≥1

s−1p−r
1

∣∣∣∣
∫ πms

π
e−iufr

(
ψs(uη(r, s))

)
du

∣∣∣∣ ≤ C.(91)

PROOF. Using (89) and (72),

s−1p−r
1

∫ πms

π
e−iufr

(
ψs(uη(r, s))

)
du

= 1

s

s−1∑
l=0

∫ πm

π
e−iuml

Qr+l

(
ψs−l(uη(r, s))

)
du

(92)

and the (90) follows by Lemma 6 and taking the limits ass → ∞. Equation (91)
follows from Lemma 6. �

Our next lemma considers the caseα > 1.

LEMMA 9. Assume E(Z1 logZ1) < ∞. Let {η(r, s) : r ≥ 1, s ≥ 1} be a se-
quence of positive numbers such that infr,s≥1 η(r, s) > 0 and limr,s→∞ η(r, s) = 1.
Then for any α > 1,

lim
r,s→∞mr

∫ πms

π
e−iufr(ψs(u)) du = 0.(93)

Furthermore, there exists a universal constant C such that

sup
r,s≥1

∣∣∣∣mr
∫ πms

π
e−iufr(ψs(u)) du

∣∣∣∣ ≤ C.(94)

PROOF. When p1 > 0 multiplying (89) by (mp1)
r and using Lemma 6,

(93) and (94) follows. Whenα = ∞, then using the decomposition

mr
∫ πms

π
e−iufr

(
ψs(uη(r, s))

)
du

= mr
s−1∑
l=0

ml
∫ πm

π
e−iuml

fr+l

(
ψs−l (uη(r, s))

)
du

(95)

and the estimate∣∣∣∣
∫ πm

π
e−iuml

fr+l

(
ψs−l (uη(r, s))

)
du

∣∣∣∣ ≤ Cβ(j0)
r+l

(96)

[where β = sup{|ψk(u)| :πη0 ≤ u ≤ mπ,k ≥ 1} (< 1 by Lemma 2),j0 =
inf{j ≥ 2 :pj > 0} andC is a universal constant] one can complete the proof of
the lemma. �



LOCAL LIMITS AND CONDITIONAL LDP FOR BP 1155

We are now ready to give a proof of Theorem 1.

PROOF OFTHEOREM 1. Using the inversion theorem and change of variables
it follows that

(2π)vnP (Zn = vn) = J 1
n + J 2

n ,(97)

where

J 1
n =

∫ 0−
−πvn

e−iufkn

(
ψan(uv−1

n man)
)
du(98)

and

J 2
n =

∫ πvn

0+
e−iufkn

(
ψan

(
u

man

vn

))
du,(99)

wherekn = [k̃n], k̃n is such thatmn−k̃n = vn, andan = n − kn. We will only deal
with J 2

n sinceJ 1
n can be handled similarly. First, decompose

J 2
n =

(∫ π

0+
+

∫ πvn

π

)
e−iufkn

(
ψan

(
u

man

vn

))
du.(100)

Case α < 1. Whenα < 1, we have by Lemma 3.3, whenm
an

vn
converges to 1,

lim
n→∞p

kn

1

∫ π

0+
e−iufkn

(
ψan

(
u

man

vn

))
du

(101)
= ∑

l≥0

(p1m)−lIl < ∞

=
∫ π

0
e−iuQ(ψ(u)) du,(102)

where Il is defined as in (48); the last equality follows from the change of
variableum−l �−→ u, and usingψ(uml) = fl(ψ(u)), and the functional equation
Q(fl(ψ(u))) = pl

1Q(ψ(u)). Now using Lemma 6 and similar arguments used in
establishing (102), it follows that

lim
n→∞p

kn

1

∫ πvn

π
e−iufkn

(
ψan

(
u

man

vn

))
du

(103)

= ∑
l≥0

(p1m)l
∫ mπ

π
e−iuml

Q(ψ(u)) du

=
∫ ∞
π

e−iuQ(ψ(u)) du < ∞.(104)
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Thus, usingpkn

1 = pn
1vα

n , the definition ofQ(·), and the inversion theorem, we
have that

lim
n→∞

P (Zn = vn)

pn
1vα−1

n

= 1

2π

∫ ∞
−∞

e−iuQ(ψ(u)) du(105)

= ∑
j≥1

qjw
�j (1) < ∞,(106)

thus proving the theorem whenm
an

vn
converges to 1. Now whenm

an

vn
does not

converge, it oscillates between 1 andm. Thus we have for 1< c < m

inf
1≤c≤m

p
−kn

1

(
J 1

n (c) + J 2
n (c)

) ≤ P (Zn = vn)

pn
1vα−1

n

≤ sup
1≤c≤m

p
−kn

1

(
J 1

n (c) + J 2
n (c)

)
,

where

J 1
n (c) =

∫ 0−
−πvn

e−iufkn

(
ψan(uc)

)
du(107)

and

J 2
n (c) =

∫ πvn

0+
e−iufkn

(
ψan(uc)

)
du.(108)

Using (101)–(106) it follows that for every 1≤ c ≤ m,

lim
n→∞p

−kn

1

(
J 1

n (c) + J 2
n (c)

) = 1

c

∑
j≥1

qjw
�j (c) < ∞.(109)

Thus, withC1 = inf1≤c≤m
1
c

∑
j≥1qjw

�j (c) andC2 = sup1≤c≤m
1
c

∑
j≥1 qjw

�j (c),
we have

C1 ≤ lim inf
n→∞

P (Zn = vn)

pn
1vα−1

n

≤ lim sup
n→∞

P (Zn = vn)

pn
1vα−1

n

≤ C2,(110)

thus concluding the proof for Caseα < 1.
Case α = 1. Whenα = 1, we have by Lemma 4, ifm

an

vn
→ 1, that

lim
n→∞p

kn

1 k−1
n

∫ π

0+
e−iufkn

(
ψan

(
u

man

vn

))
du =

∫ π

πm−1
Q(ψ(u)) du,

where| ∫ π
πm−1 Q(ψ(u)) du| < ∞. Furthermore, by Lemma 8,

lim
n→∞ k−1

n p
kn

1

∫ πvn

π
e−iufkn

(
ψan

(
u

man

vn

))
du = 0,

sincean

kn
≤ 1. Thus, usingpkn

1 = pn
1vn and thatm

an

vn
→ 1, we have

lim
n→∞

P (Zn = vn)

pn
1kn

=
∫ −πm−1

−π
Q(ψ(u)) du +

∫ π

πm−1
Q(ψ(u)) du

=
∫ π

πm−1

(
Q(ψ(u)) − Q(ψ(−u))

)
du.
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The finiteness of the limit follows from Lemmas 4 and 7. To complete the proof we
need to establish the positivity of the limit. To this end, first note that there exists an
interval (a, b) ∈ (πm−1, π) such that

∫ b
a (Q(ψ(u)) − Q(ψ(−u))) du �= 0; for, if

not, that would implyψj(t) = ψj(−t) for all t ∈ (πm−1, π) and allj ≥ 1, which
is impossible. Let(a, b) be the largest such interval. Then

∫ π
πm−1(Q(ψ(u)) −

Q(ψ(−u))) du = ∫ b
a (Q(ψ(u)) − Q(ψ(−u))) du �= 0. Now when,m

an

vn
does not

have a limit asn → ∞, we proceed exactly as in Caseα < 1.
Case α > 1. Whenα > 1, we have by Lemma 5,m

an

vn
→ 1, that

lim
n→∞mkn

∫ π

0+
e−iufkn

(
ψan

(
u

man

vn

))
du = K,

where|K| < ∞ and is given in Lemma 5. Furthermore, by Lemma 7,

lim
n→∞mkn

∫ πvn

π
e−iufkn

(
ψan

(
u

man

vn

))
du = 0.

Whenv−1
n man does not converge to 1 the result is established arguing as in Cases

α < 1 andα = 1. �

PROOF OFTHEOREM 2. The lower bound follows from Theorem 1. Thus it
is enough to establish the upper bound. To this end, we first note that

sup
j≥vn

P (Zn = j) = sup
r≥1

sup
j≤vn

P (Zn = rvn + j).(111)

We will obtain estimates ofP (Zn = rvn + j). Using the inversion formula and
change of variables we have

(2π)(rvn + j)P (Zn = rvn + j) = J 1
n + J 2

n ,(112)

where

J 1
n =

∫ 0−
−π(rvn+j)

e−iufkn

(
ψan(uφ(n, j))

)
du,(113)

J 2
n =

∫ π(rvn+j)

0+
e−iufkn

(
ψan(uφ(n, j))

)
du,(114)

φ(n, j) =
(

man

rvn

)(
rvn

rvn + j

)
,(115)

wheremk̃n = rvn andkn = [k̃n] andan = n − kn. We first decompose

J 2
n = J 2

n,A + J 2
n,B + J 2

n,C,(116)

where

J 2
n,A =

∫ π

0+
e−iufkn

(
ψan(uφ(n, j))

)
du,(117)

J 2
n,B =

∫ π(rvn)

π
e−iufkn

(
ψan(uφ(n, j))

)
du(118)
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and

J 2
n,C =

∫ π(rvn+j)

πrvn

e−iufkn

(
ψan(uφ(n, j))

)
du.(119)

A similar decomposition also holds forJ 1
n .

Case α < 1. Using the uniform estimate from Lemmas 4 and 7 it follows that
there exists a universal constantC1 (independent ofr, n, j ) such that

(J 2
n,A + J 2

n,B) < C1p
kn

1 .(120)

Now, it can be shown that

J 2
n,C = pn−1

1 man−1
∫ mπ+jm−(an+1)

mπ
e−iuman+1

Qn−1
(
ψ1(uφ(n, j))

)
du.(121)

Thus, using the by now standard arguments, it follows that there exists a universal
constantC such that

|J 2
n,C | ≤ Cpn−1

1 man−1 ≤ p
kn

1 .(122)

Thus

|J 2
n | ≤ p

kn

1 ,(123)

and a similar estimate holds forJ 1
n . Thus, it follows that (using the definition ofkn)

P (Zn = rvn + j) ≤ C2p
n
1(rvn + j)α−1,(124)

whereC2 is a universal constant.
Case α = 1. Using the uniform estimate from Lemmas 5, 8 and an argument

similar to Caseα < 1, it follows that there exist a universal constantC3
(independent ofr, n, j ) such that

(2π)(rvn + j)P (Zn = rvn + j) < C3p
kn

1 kn.(125)

Now using the definition ofkn it follows that

P (Zn = rvn + j) ≤ C4p
n
1kn,(126)

whereC4 is a universal constant.
Case α > 1. Using the uniform estimate from Lemmas 6 and 9, and an

argument similar to Caseα < 1, it follows that there exists a universal constant
C5 (independent ofr, n, j ) such that

(2π)(rvn + j)P (Zn = rvn + j) < C5m
kn.(127)

Now using the definition ofkn it follows that

P (Zn = rvn + j) ≤ C6m
−n,(128)

whereC6 is a universal constant.�
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PROOF OF PROPOSITION 1. Follows from the proof below withvn−k = 1.
�

PROOF OFPROPOSITION2. Using independence ofYn andNn, the definition
of conditional probability and the definition of the random variableN1

n(k), it
follows that

P
(
YNn ∈ A|Nn−k ≥ vn−k

) = ∑
l≥0

P (Yl ∈ A)P
(
N1

n(k) = l
)
.(129)

Now, since{Yn :n ≥ 1} satisfies an LDP with speedr(n), there exist constantsC
and 0< δ < 1 such that

P
(
YNn ∈ A|Nn−k ≥ vn−k

) ≤ C
∑
l≥0

er(l)(IY (Ā)−δ)P
(
N1

n(k) = l
)

= CE
(
exp

(−φr(N1
n(k))

))
,

where φ = IY (Ā) − δ and Ā is the closure of the setA. The result follows
by taking the logarithm, using (17) and lettingδ ↘ 0. The lower bound is
proved similarly. The fact thatK(IY (·)) is lower semicontinuous follows from
the assumed continuity ofK(·) and the lower semicontinuity ofIY (·). �

We now move to prove the second main result of this paper, namely Theorem 3.

PROOF OF THEOREM 3. Using Proposition 2, it is enough to evaluate
for θ > 0,

lim
n→∞

1

vn−k

logE
(
exp

(−θN1
n(k)

)) ≡ K(θ)(130)

and check that it is continuous, where{N1
n(k) :n ≥ k} is a sequence of random

variables with distribution

P
(
N1

n(k) = l
) = P (Zn = l|Zn−k ≥ vn−k).(131)

Using the definition of conditional expectations one can show that

E
(
exp

(−θN1
n(k)

))
= E

(
exp(−θZn)|Zn−k ≥ vn−k

)
= ∑

j≥vn−k

(
fk(e

−θ )
)j P (Zn−k = j)

P (Zn−k ≥ vn−k)

= (fk(e
−θ ))vn−k

P (Zn−k ≥ vn−k)

∑
j≥0

(
fk(e

−θ )
)j

P (Zn−k = j + vn−k)

= (fk(e
−θ ))vn−kAn−k

P (Zn−k ≥ vn−k)

∑
j≥0

(
fk(e

−θ )
)j P (Zn−k = j + vn−k)

An−k

,
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whereAn is as given in Theorem 1. We now use Theorem 2 to establish the
following.

CLAIM 1. For every 0< α < ∞,

lim
n→∞

1

vn−k

log
∑
j≥0

(
fk(e

−θ )
)j P (Zn−k = j + vn−k)

An−k

= 0.(132)

PROOF. Case 0< α < 1.

∑
j≥0

(
fk(e

−θ )
)j P (Zn−k = j + vn−k)

An−k

= ∑
j≥0

(
fk(e

−θ )
)j

(j + vn−k)
α−1P (Zn−k = j + vn−k)

An−k(j + vn−k)
α−1

≤ (vn−k)
1−α

∑
j≥0

(
fk(e

−θ )
)j supj≥vn−k

jα−1P (Zn−k = j)

An−k

≤ C(vn−k)
1−α

∑
j≥0

(
fk(e

−θ )
)j by Theorem 2.

Claim 1 follows by the finiteness of
∑

j≥0(fk(e
−θ ))j for θ > 0. The other two

cases follow a similar pattern of proof.�

Thus,

lim
n→∞

1

vn−k

logE
(
exp

(−θN1
n(k)

)) = logfk(e
−θ ) − bB ≡ K(θ),(133)

where we have used that limn→∞ 1
vn

logAn = bB and limn→∞ 1
vn

logP (Zn ≥
vn) = 0 sincevn = O(mn) as n → ∞. By continuity of fk(·) it follows that
K(θ) is continuous and hence the rate function is, by Proposition 2,−K(I (x)) =
− logfk(e

−I (x)) + bB ≡ Ĩ (x).
Now for anyL < ∞,

VL ≡ {x|Ĩk(x) ≤ L}
= {

x| − logfk

(
e−I (x)

) + bB ≤ L
}

= {
x|I (x) ≤ − loggk

(
e−(L−bB)

)}
,

wheregk(·) is thekth iterate ofg(·), the functional inverse off (·). Thus if I (·) is
a good rate function,̃I (·) is also a good rate function.�
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PROOF OFCOROLLARIES 1 AND 2. SinceRn = 1
Zn

∑Zn

i=1 ξn,i , the LDP for

µ
(1)
n,k follows by takingYn = 1

n

∑n
i=1 ξn,i . The LDP forµ(2)

n,k follows by noting that

W

Wn

= 1

Zn

Zn∑
i=1

W(j),(134)

where W(j)’s are i.i.d. random variables distributed asW and takingYn =
1
n

∑n
i=1 W(j). �

PROOF OFCOROLLARY 3. The proof follows by conditioning and using the
estimates as in [11], page 176.�

PROOF OFTHEOREM 4. By Proposition 2 it is enough to show that forθ > 0
andb > 0,

lim
n→∞

1

vn−k

logE
(
e−θN1

n(k)
) ≡ bG(fk(θ))

and thatG(fk(θ)) is continuous inθ , whereN1
n(k) is a random variable with

distribution

P
(
N1

n(k) = j
) = P (Zn = j |Zn−k ≥ vn−k).

Now for θ > 0, settingδn = P (Zn ≥ vn), we have

E
(
eθN1

n(k)
) = ∑

j≥0

e−θjP (Zn = j |Zn−k ≥ vn−k)

= (δn−k)
−1

∑
j≥vn−k

(
fk(e

−θ )
)r

P (Zn−k = r);

= (δn−k)
−1fn−k

(
fk(e

−θ )
) −

vn−k−1∑
j=j

n−k
0

(
fk(e

−θ )
)r

P (Zn−k = r)

= (
fk(e

−θ )
)jn−k

0 (δn−k)
−1

× (
fn−k

(
fk(e

−θ )
)(

fk(e
−θ )

)−jn−k
0 − A(n, k)

)
,

(135)

whereA(n, k) = ∑vn−k−jn−k
0 −1

j=0 (fk(e
−θ ))rP (Zn−k = r + jn−k

0 ).

CLAIM 2.

lim
n→∞

1

vn−k

logA(n, k) = 0.
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PROOF. First note that
1

vn−k

logA(n, k)

= 1

vn−k

log
vn−k−jn−k

0 −1∑
r=0

(
fk(e

−θ )
)r

P (Zn−k = r + jn−k
0 )

≤ 1

vn−k

log
∑
r≥0

(
fk(e

−θ )
)r

,

and thus lim supn→∞ 1
vn−k

logA(n, k) = 0. Furthermore,

1

vn−k

logA(n, k)

= 1

vn−k

log
vn−k−jn−k

0 −1∑
r=0

(
fk(e

−θ )
)r

P (Zn−k = r + jn−k
0 )

≥ 1

vn−k

logP (Zn−k = jn−k
0 )

= n − k

vn−k

logpj0.

Hence, lim infn→∞ 1
vn−k

logA(n, k) = 0, concluding the proof of the claim. Also,

1

vn−k

log
(
fn−k

(
fk(e

−θ )
)(

fk(e
−θ )

)−jn−k
0

)

= 1

vn−k

logfn−k

(
fk(e

−θ )
) − jn−k

0

vn−k

log
(
fk(e

−θ )
)
.

Now using (see [13])

lim
n→∞

1

jn
0

logfn(s) = G(s) for 0< s < 1,(136)

it follows that

lim
n→∞

1

vn−k

log
(
fn−k

(
fk(e

−θ )
)(

fk(e
−θ )

)−j
n−k
0

)
= bG

(
fk(e

−θ )
) − b logfk(e

−θ ). �

Finally, using Claim 2, it follows that ifb > 0, then

lim
n→∞

1

vn−k

logE
(
e−θN1

n(k)
) = bG

(
fk(e

−θ )
)
.(137)
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The continuity of the limit follows from the continuity off (·). If b = 0, then
from (128) it follows that

E
(
eθN1

n(k)
) = (δn−k)

−1(fk(e
−θ )

)vn−k
∑
r≥0

(
fk(e

−θ )
)r

P (Zn−k = r + vn−k).(138)

CLAIM 3.

lim
n→∞

1

vn−k

log
∑
r≥0

(
fk(e

−θ )
)r

P (Zn−k = r + vn−k) = 0.

PROOF. It is easy to see that lim supn→∞ 1
vn−k

log
∑

r≥0(fk(e
−θ ))rP (Zn−k =

r + vn−k) = 0 using the trivial estimateP (Zn−k = r + vn−k) ≤ 1. Also,

1

vn−k

log
∑
r≥0

(
fk(e

−θ )
)r

P (Zn−k = r + vn−k)

≥ 1

vn−k

logP (Zn−k = vn−k)

= 1

vn−k

log
(
mn−kP (Zn−k = vn−k)

) + n − k

vn−k

logm.

Hence by Theorem 1, lim infn→∞ 1
vn−k

log
∑

r≥0(fk(e
−θ ))rP (Zn−k = r +

vn−k) = 0. Thus ifb = 0, then

lim
n→∞

1

vn−k

logE
(
eθN1

n(k)
) = logfk(e

−θ ).(139) �

Theorem 4 follows from Proposition 2. Finally, that the rate functions are good
follows a similar line of proof as Theorem 3.�

REMARK 8. Whenvn−k = jn−k
0 , thenb = 1 andP (Rn ≥ a|Zn−k ≥ jn−k

0 )

satisfies an LDP with rate function−G(fk(e
−I (x))), whereI (x) is the Legendre–

Fenchel transform of logE(eθZ1). However, since

P (Rn ≥ a) = P (Rn ≥ a|Zn−k ≥ jn−k
0 ),(140)

the distributions of{Rn :n ≥ 1} satisfy the LDP with the good rate function
−G(fk(e

−I (x))). In comparison with Caseα < ∞, the rate function associ-
ated with the large deviations ofRn is not a constant. This brings out yet an-
other difference (in the probabilistic structure of the process) between Cases
α < ∞ andα = ∞. It is also interesting to note thatb occurs additively in the
Schröder case while it occurs multiplicatively in the Böttcher case.
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4. Concluding remarks. In this paper we studied the local limit problem and
the conditional large deviations of a general class of random variables indexed by
branching processes. We brought to the fore the role played by the productp1m

(or γm) in determining the asymptotic rates ofP (Zn = vn) and its impact on large
deviations. The quantityp1m can be viewed as a parameter that determines how
“fast” the supercritical process is growing. Ifp1m > 1, then the process is growing
slowly (since withm thought of as fixed,p1 is not very small) while ifp1m < 1
the process is growing fast (sincep1 is very small). The “critical” case isp1m = 1.

One of the initial motivations for the topics in this paper was an interest in a
version of the Gibbs conditioning principle for branching processes. In the simplest
case of i.i.d. random variables the Gibbs principle determines the behavior of the
individual members of a set of i.i.d. random variables, conditioned on the average
of the whole ensemble.

In the branching context, the role of the average is played byRn and one is led
to consider quantities such as

P
((

Zni
, . . . ,Znj

) ∈ ·|Rn ∈ A
)

or

P
((

ξni
, . . . , ξnj

) ∈ ·|Rn ∈ A
)
.

Since the random variableRn depends only on the present (two “present”
generations) one could use the above formulation to make inferences on the history
of the population based on the present. Preliminary calculations suggest interesting
results in this direction, particularly in the multitype setting. In these calculations it
became apparent that careful estimates on the behavior ofRn in terms of the local
limit estimates onZn would be needed and this led to the results in the present
paper.

Several questions arise from our work. The most interesting, from the large
deviation perspective, seems to be when one replaces the indexing sequence by a
“more general” sequence of random variables and allows dependences between the
indexed and the indexing sequences. These kinds of problems occur naturally in
sequential analysis, insurance and risk analysis areas. The authors are considering
these generalizations and will report the results in future publications.
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