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We consider a two-dimensional semimartingale reflecting Brow-
nian motion (SRBM) in the nonnegative quadrant. The data of the
SRBM consists of a two-dimensional drift vector, a 2 × 2 positive
definite covariance matrix, and a 2 × 2 reflection matrix. Assuming
the SRBM is positive recurrent, we are interested in tail asymptotic
of its marginal stationary distribution along each direction in the
quadrant. For a given direction, the marginal tail distribution has
the exact asymptotic of the form bxκ exp(−αx) as x goes to infinity,
where α and b are positive constants and κ takes one of the values
−3/2, −1/2, 0, or 1; both the decay rate α and the power κ can be
computed explicitly from the given direction and the SRBM data.

A key tool in our proof is a relationship governing the moment gen-
erating function of the two-dimensional stationary distribution and
two moment generating functions of the associated one-dimensional
boundary measures. This relationship allows us to characterize the
convergence domain of the two-dimensional moment generating func-
tion. For a given direction c, the line in this direction intersects the
boundary of the convergence domain at one point, and that point
uniquely determines the decay rate α. The one-dimensional moment
generating function of the marginal distribution along direction c has
a singularity at α. Using analytic extension in complex analysis, we
characterize the precise nature of the singularity there. Using that
characterization and complex inversion techniques, we obtain the ex-
act asymptotic of the marginal tail distribution.

1. Introduction. This paper is concerned with the asymptotic tail be-
havior of the stationary distributions of two-dimensional semimartingale
reflecting Brownian motions (SRBMs). As background for this study, we
briefly discuss general multidimensional SRBMs. They are diffusion pro-
cesses that arise as approximations for queueing networks of various kinds, cf.
[12] and [30, 31]. The state space for a d-dimensional SRBM Z = {Z(t), t ≥
0} is Rd

+ (the non-negative orthant). The data of the process are a drift vec-
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tor µ, a non-singular covariance matrix Σ, and a d×d “reflection matrix” R
that specifies boundary behavior. In the interior of the orthant, Z behaves
as an ordinary Brownian motion with parameters µ and Σ, and Z is pushed
in direction Rj whenever the boundary surface {z ∈ R

d
+ : zj = 0} is hit,

where Rj is the jth column of R, for j = 1, . . ., d. To make this description
more precise, one represents Z in the form

Z(t) = X(t) +RY (t), t ≥ 0,(1.1)

where X is an unconstrained Brownian motion with drift vector µ, covari-
ance matrix Σ, and Z(0) = X(0) ∈ R

d
+, and Y is a d-dimensional process

with components Y1, . . . , Yd such that

Y is continuous and non-decreasing with Y (0) = 0,(1.2)

Yj only increases at times t for which Zj(t) = 0, j = 1, . . ., d, and(1.3)

Z(t) ∈ R
d
+, t ≥ 0.(1.4)

The complete definition of the diffusion process Z will be given in Sec-
tion A.1.

A d×d matrix R is said to be an S-matrix if there exists a d-vector w ≥ 0
such that Rw > 0 (or equivalently, if there exists w > 0 such that Rw > 0),
and R is said to be completely-S if each of its principal sub-matrices is an
S-matrix. (For a vector v, we write v > 0 to mean that each component of
v is positive, and we write v ≥ 0 to mean that each component of v is non-
negative.) Taylor and Williams [29] and Reiman and Williams [27] show that
for a given data set (Σ, µ,R) with Σ being positive definite, there exists an
SRBM for each initial distribution of Z(0) if and only if R is completely-S.
Furthermore, when R is completely-S, the SRBM Z is unique in distribution
for each given initial distribution. A necessary condition of the existence of
the stationary distribution for Z is

(1.5) R is non-singular and R−1µ < 0.

If R is an M-matrix as defined in Chapter 6 of [2], then (1.5) is known to be
necessary and sufficient for the existence and uniqueness of a stationary dis-
tribution of Z; Harrison and Williams [13] prove that result and explain how
the M-matrix structure arises naturally in queueing network applications.
A square matrix is said to be a P-matrix if all of its principal minors are
positive (that is, each principal submatrix of R has a positive determinant).
Obviously, M-matrix is a special case of P-matrix. For a two-dimensional
SRBM, Harrison and Hasenbein [11] show that condition (1.5) and R be-
ing a P matrix are necessary and sufficient for the existence of a stationary
distribution.
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In this paper we are concerned with two-dimensional SRBMs. Throughput
this paper, we assume R is a P matrix and (R,µ) satisfy (1.5). Therefore,
such an SRBM has a unique stationary distribution. We are interested in
the asymptotic tail behavior of the stationary distribution. Let Z(∞) ≡
(Z1(∞), Z2(∞)) be a random vector that has the stationary distribution of
the SRBM. Let c ∈ R

2
+ be a directional vector, i.e., a nonnegative vector in

R
2 such that ‖c‖ ≡

√

〈c, c〉 = 1, where 〈x, y〉 is the inner product of vectors x
and y. We are interested in the asymptotic tail behavior of P{〈c, Z(∞)〉 ≥ x}
as x→ ∞. For a given direction c, if there exists a function fc(x) such that

lim
x→∞

P(〈c, Z(∞)〉 ≥ x)

fc(x)
= 1,

then the function P(〈c, Z(∞)〉 ≥ x) is said to have exact asymptotic fc(x).
Our major interest is to compute exact asymptotics in any given direction c
from the primitive data (Σ, µ,R). In this paper we will prove that, for each
c ∈ R

2
+, fc(x) can be taken to be

(1.6) fc(x) = b xκce−αcx,

for some constant b > 0. That is,

P{〈c, Z(∞)〉 ≥ x} = b xκce−αcx + o(xκce−αcx) as x→ ∞.(1.7)

The exponent αc > 0 is known as the decay rate. The decay rate αc and
the constant κc can be computed explicitly from the primitive data, and κc
must take one of the values −3/2, −1/2, 0, or 1. The complete results are
stated in Section 2.

Although our major interest is in the exact asymptotics of the tail proba-
bility, for many cases we have actually obtained the exact asymptotic for the
density of the random variable 〈c, Z(∞)〉. In these cases, it will be proven
that for each direction c, the density pc(x) exists, pc(x) is continuous in x
on [0,∞), and

pc(x) = αcb x
κce−αcx + o(xκce−αcx) as x→ ∞,(1.8)

with the same b, κc and αc as in (1.7). In these cases, we first establish (1.8)
and then obtain (1.7) from (1.8) as shown in Lemma D.5. In other cases,
we are not able to establish (1.8) and will work with the tail probabilities
directly.

To get the exact asymptotics, we use the moment generating function of
the random variable 〈c, Z(∞)〉. Let

ψc(λ) = E
(

eλ〈c,Z(∞)〉
)

.
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Intuitively, the decay rate in (1.6) should be

sup{λ ≥ 0 : ψc(λ) <∞}.

(This will be proved as a consequence of our Theorem 2.1.) Equivalently,
the decay rate is the first singular point ψc(z) on the real axis when ψc(z)
is viewed as a complex function of z. Let

(1.9) ϕ(θ1, θ2) = E
(

e〈θ,Z(∞)〉
)

be the two-dimensional moment generating function of

Z(∞) = (Z1(∞), Z2(∞)).

Since ψc(λ) = ϕ(λc) for λ ∈ R, the singularity of ϕ(zc) is used to determine
the decay rate for each direction c. It turns out the singularity of ϕ(zc) allows
us to apply a complex inversion technique to get the exact asymptotics.

To find the singularities of moment generating functions, one tries to de-
rive closed form expressions of these functions. This is the approach used in
[20]. That paper studied a tandem queue whose input is driven by a Lévy
process that does not have negative jumps; this input process includes Brow-
nian motion as a special case. However, exact asymptotic results there have
not been fully proved yet (see Section 1 of [26] for some more discussions).
For a two-dimensional reflecting random walk on the lattice with skip-free
transitions, the book [8] (see also [16]) derived certain expressions for the
generating function of the stationary distribution from a certain stationary
equation that is analogous to our (2.3). Their techniques either use ana-
lytic extensions on Riemann surfaces or reduce the problem to the Riemann
boundary value problem. These techniques may be useful to our problem in
this paper, but we have not explored them here.

A recent paper [26] pioneered another analytic approach for a special case
of SRBM. That SRBM arises from a similar tandem queue as in [10, 19]
but with an intermediate input, for which an explicit form is only partially
available for the moment generating function of the stationary distribution.
The authors first find the convergence domain of the moment generating
function, namely,

D = interior of {θ ∈ R
2 : ϕ(θ) <∞}.

From the convergence domain, it is relatively easy to find the singularities
of ϕ(zc) for each direction c. In this paper we take this analytic approach
and show its full potential. As in [26], we consider some boundary moment
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generating functions that capture the reflections on the boundary faces. Un-
like [26], we need to carefully study a relationship governing these moment
generating functions. In this paper we do not assume any a priori informa-
tion on the stationary distribution, whereas in [26] the marginal stationary
distribution corresponding to the first node of the tandem queue is known.
This forces us to seek a precise relationship among these moment generating
functions (Lemma 4.1). This relationship is critical for us to characterize the
convergence domain in Theorem 2.1.

Once the convergence domain is obtained, we employ analytic function
theory to arrive at our main results, Theorems 2.2 and 2.3. Interestingly, it
turns out that we can go beyond these results for some cases, obtaining a
refinement of the exact asymptotics in (1.7). For example, the refinement
can take the form

P{〈c, Z(∞)〉 ≥ x} = bcx
κce−αcx + bdx

κde−αdx(1.10)

+ o(min(xκce−αcx, xκde−αdx)) as x→ ∞,

where 0 < αc ≤ αd and bc, bd, κc and κd are some constants. We will briefly
discuss this type of refinement in Section 8.

Determining exact asymptotics for two-dimensional SRBMs has been a
difficult problem. Harrison and Williams [14] proved that when Σ and R sat-
isfy the so-called skew symmetry condition, the stationary distribution of a
d-dimensional SRBM has a product-form, each marginal being exponential.
As a consequence, when the skew symmetry condition is satisfied, the tail
asymptotic function fc(x) has the form xκe−αcx, where κ takes one of the in-
tegers in 0, 1, . . . , d−1. Dieker and Moriarty [4] proved that when d = 2 and
a certain condition on Σ and R is satisfied, the two-dimensional stationary
density is a finite sum of exponentials. Thus, the exact asymptotic in any
direction c is known. For an SRBM arising from a tandem queue, Harrison
[10] derives an explicit form for the two-dimensional stationary density. In
this case, the exact asymptotic can also be computed; this is carried out
in [19]. Except for these special cases and the one studied in [26], the ex-
act asymptotics for two-dimensional SRBMs are not known. A part of the
present results have recently been conjectured by Miyazawa and Kobayashi
[25], which also includes conjectures for SRBMs in d ≥ 3 dimensions.

The analytic approach that is fully explored in this paper is general and
should be applicable to discrete time reflecting random walks as well, as long
as they are “skip free”. When a random walk is not skip free, additional
difficulties will show up. In such a case, the Markov additive approach (see,
for example, [9]) will likely play a major role, although our analytic approach
is still relevant; see [17, 18].
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Our results are closely related to the large deviations rate function I(v)
for v ∈ R

2
+. The rate function I(v) is defined as a lower semi-continuous

function that satisfies

lim sup
u→∞

1

u
log P(Z(∞) ∈ uB) ≤ − inf

v∈B
I(v),(1.11)

lim inf
u→∞

1

u
logP(Z(∞) ∈ uB) ≥ − inf

v∈Bo
I(v)(1.12)

for any measurable B ⊂ R
2
+, where B and Bo are closure and interior of

B. When (1.11) and (1.12) are satisfied for a positive recurrent SRBM, it
is said that the large deviations principle (LDP) holds with rate function
I(v). The LDP is verified by Majewski [21, 22] for an SRBM when R is an
M matrix and R−1µ < 0. When the latter two conditions are satisfied, the
rate function I(v) is characterized as a solution to a variational problem.
This M-matrix condition can be relaxed (see, e.g., [6]), but there is no LDP
established in the literature when R is a completely-S matrix. Despite the
lack of such an LDP, [1, 11] studied the corresponding variational problem
and derived an implicit characterization of its solution. Denoting

Bc = {x ∈ R
2
+; 〈c, x〉 ≥ 1},

as a consequence of our results, we have that the limit

− lim
u→∞

1

u
logP(Z(∞) ∈ uBc)

exists and equals to the constant αc. Thus, we have verified the large de-
viations limit for Bc, and the decay rate αc is also referred to as a rough
asymptotic or logarithmic asymptotic. More discussion on LDP will be pre-
sented in Section 8.

In Section 2, we introduce various geometric objects that are associated
with an SRBM. For an SRBM that has a stationary distribution, we classify
it into one of the three categories, I, II and III, based on some properties of
these geometric objects. The characterization of the convergence domain D is
stated in Theorem 2.1. The domain has a geometric description that uses the
fixed point equations (2.8) and (2.9). Theorem 2.2 states exact asymptotic
results for SRBMs in Category I, and Theorem 2.3 states exact asymptotic
results for SRBMs in Category II. The results and proofs for Category III are
omitted because it is symmetric to Category II. Section 3 gives a constructive
procedure to solve the fixed point equations. This procedure is critical for us
to iteratively identify parts of the convergence domain. Section 4 studies a
key relationship among moment generating functions. This relationship and
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the iterative procedure in Section 3 allow us to identify the extreme points
of the convergence domain D in Section 5. Section 6 presents some complex
analysis preliminaries to the proofs of our main results. Section 7 devotes to
the proofs of Theorems 2.1-2.3. Section 8 presents some concluding remarks.

2. Geometric properties and the main results. In this paper we
consider a two-dimensional SRBM Z with data (Σ, µ,R). Setting

R =

(

r11 r12
r21 r22

)

,

throughout the paper except for Lemma 2.1, we assume that R is a P-matrix
and (R,µ) satisfy (1.5); namely,

r11 > 0, r22 > 0, r11r22 − r12r21 > 0,(2.1)

r22µ1 − r12µ2 < 0, and r11µ2 − r21µ1 < 0.(2.2)

A P-matrix is a completely-S matrix; see [2]. Thus, it follows from [29]
that, under condition (2.1), the SRBM exists and is unique in distribution.
Together, conditions (2.1) and (2.2) are necessary and sufficient for the two-
dimensional SRBM to have a stationary distribution [15, 11]. When it
exists, the stationary distribution is unique. As before, we use Z(∞) to de-
note a two-dimensional random vector that has the stationary distribution.

As discussed in Section 1, the convergence domain (1) of the two-dimen-
sional moment generating function ϕ(θ) defined in (1.9) is of primary im-
portance in determining the asymptotic tail of P{〈c, Z(∞)〉 ≥ u} as u→ ∞.
It turns out that the moment generating function ϕ(θ) is closely related to
two boundary moment generating functions that we now define. For that,
we first introduce two boundary measures. It follows from Proposition 3 of
[3] that each component of Eπ(Y (1)) is finite, where Eπ(·) denotes the con-
ditional expectation given that Z(0) follows the stationary distribution π.
For a Borel set A ⊂ R

2
+, define

νi(A) = Eπ

∫ 1

0
1{Z(u)∈A}dYi(u), i = 1, 2.

Clearly, νi defines a finite measure on R
2
+, which has a support on boundary

{x ∈ R
2
+ : xi = 0}.

Let ϕi be the moment generating function for νi; namely,

ϕ1(θ2) =

∫

R2
+

eθ2x2ν1(dx) = Eπ

∫ 1

0
eθ2Z2(u) dY1(u),

ϕ2(θ1) =

∫

R2
+

eθ1x1ν2(dx) = Eπ

∫ 1

0
eθ1Z1(u) dY2(u).
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0

θ1

θ2 γ1(θ) = 0

γ2(θ) = 0

γ(θ) = 0

(µ1, µ2) θ
(1,r)

θ
(2,r)

Γ1

Γ2

Fig 1. An ellipse for µ1 < 0 and µ2 > 0: the ellipse γ(θ) = 0 intersects ray γ1(θ) = 0 at
θ(2,r) and ray γ2(θ) = 0 at θ(1,r). Its tangent at the origin is orthogonal to µ = (µ1, µ2).
Condition (2.2) means that the angle formed by vector µ and ray γk(θ) = 0 is more than
π/2, k = 1, 2. The shaded regions Γ1 and Γ2 are open sets defined in (2.7).

The pair ϕ1 and ϕ2 are referred to as the boundary moment generating
functions.

We will prove the following facts in Proposition 4.1. For any θ = (θ1, θ2) ∈
R
2 with ϕ(θ) <∞, we have that ϕ1(θ2) <∞ and ϕ1(θ2) <∞. Furthermore,

the following key relationship among moment generating functions holds:

γ(θ)ϕ(θ) = γ1(θ)ϕ1(θ2) + γ2(θ)ϕ2(θ1),(2.3)

where

γ(θ) = −〈θ, µ〉 − 1

2
〈θ,Σθ〉,

γ1(θ) = r11θ1 + r21θ2 = 〈R1, θ〉, γ2(θ) = r12θ1 + r22θ2 = 〈R2, θ〉,

and Rk is again the kth column of R. Now we define some geometric objects
that will play an important role for us to fully explore the key relationship
(2.3) to characterize the convergence domain D defined in (1). Because Σ is
nonsingular, γ(θ) = 0 defines an ellipse ∂Γ that passes through the origin.
We use Γ to denote the interior of the ellipse; namely,

Γ = {θ ∈ R
2 : γ(θ) > 0}.

Define Γ to be the closure of Γ. From the definition of ∂Γ, µ = (µ1, µ2)
is orthogonal to the tangent of the ellipse at the origin; see Figure 1. It is
clear that γk(θ) = 0 is a line passing through the origin, k = 1, 2. For future
purpose, we assign a direction for each line. For the line γ1(θ) = 0, the direc-
tion is (−r21, r11). For the line γ2(θ) = 0, the direction is (r22,−r12). Each
directional line is called a ray. We use the terms line and ray interchangeably.
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Lemma 2.1. Assume that r11 > 0 and r22 > 0. Then, condition (2.2)
holds true if and only if for each k = 1, 2 line γk(θ) = 0 intersects the ellipse

γ(θ) = 0 at a point θ(3−k,r) with θ
(1,r)
1 > 0 and θ

(2,r)
2 > 0. Furthermore, if

(2.1) and (2.2) are satisfied, then either one of µ1 or µ2 is negative.

Proof. Let v(1) = (−r21, r11) and v(2) = (r22,−r12). Then, tv(1) with
variable t > 0 represents ray 1 with the 2nd coordinate to be positive, and
tv(2) represents ray 2 with the 1st coordinate to be positive.

Since vector µ ≡ (µ1, µ2) is orthogonal to the tangent of the ellipse γ(θ) =
0 at the origin and directed to the outside of ellipse, the conditions:

〈v(1), µ〉 < 0, 〈v(2), µ〉 < 0(2.4)

are equivalent to that ray 1 intersects the ellipse at a point θ with θ2 > 0
and ray 2 intersects the ellipse at a point θ with θ1 > 0. Clearly, (2.4) is
identical with (2.2). Thus, the first claim is proved.

Suppose both of µ1 and µ2 are nonnegative under (2.1) and (2.2). Then,
both of r12 and r21 must be positive by (2.2). Multiplying the left and the
right inequalities of (2.2) by r11 and r12, respectively, and then adding them
together, we have

(r22r11 − r12r21)µ1 < 0.

But this is impossible because of (2.1). Hence, the second claim is proved.

We use θ(1,r) 6= 0 to denote the intersecting point of the ray γ2(θ) = 0 and
the ellipse γ(θ) = 0, and similarly use θ(2,r) 6= 0 to denote the intersecting
point of the ray γ1(θ) = 0 and the ellipse γ(θ) = 0. Here r is mnemonic for
ray. The unconventional index scheme for θ(k,r) will be made clear in the
next lemma: it derives from the fact that θ(1,r) is close to the θ1 axis and
θ(2,r) is close to the θ2 axis.

Lemma 2.2. Let β
(r)
k ∈ [−π, π] be the angle of ray γk(θ) = 0, measured

counter clockwise starting from the θ1 axis. Then,

− π

2
< β

(r)
2 < −π

2
, 0 < β

(r)
1 < π,(2.5)

and

(2.6) β
(r)
2 < β

(r)
1 ,

that is, ray γ1(θ) = 0 is “above” ray γ2(θ) = 0.
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Proof. Condition (2.5) is immediate from Lemma 2.1 because r11 > 0

and r22 > 0 are always assumed. If β
(r)
2 ∈ (−π/2, 0] or β

(r)
1 ∈ [π/2, π),

clearly (2.6) holds. Now we assume that 0 < β
(r)
1 , β

(r)
2 < π/2. Because R1 =

(r11, r21)
′ is orthogonal to γ1(θ) = 0, we have r21 < 0. Similarly, we have

r12 < 0. Thus line γ1(θ) = 0 has slope −r11/r21 and line γ2(θ) has slope
−r12/r22. Condition (2.1) implies that r11r22 > r12r21 or

−r11
r21

> −r12
r22

,

which implies (2.6).

Define open sets

Γ1 = {θ ∈ R
2 : γ(θ) > 0, γ2(θ) < 0},

Γ2 = {θ ∈ R
2 : γ(θ) > 0, γ1(θ) < 0}.

(2.7)

Clearly, they are nonempty. To abuse notation slightly, we define

∂Γ1 = {θ ∈ ∂Γ : γ2(θ) ≤ 0}, ∂Γ2 = {θ ∈ ∂Γ : γ1(θ) ≤ 0}.

Then ∂Γ1 is the portion of boundary ∂Γ that is below line γ2(θ) = 0. Simi-
larly, ∂Γ2 is the portion of boundary ∂Γ that is above line γ1(θ) = 0.

The following pair of fixed points (τ1, τ2) plays a critical role in this paper:

τ1 = max{θ1 : (θ1, θ2) ∈ ∂Γ1, θ2 ≤ τ2},(2.8)

τ2 = max{θ2 : (θ1, θ2) ∈ ∂Γ2, θ1 ≤ τ1}.(2.9)

To characterize the solution (τ1, τ2) to the fixed point equations (2.8) and
(2.9), we classify the SRBM data (Σ, µ,R) into three categories. For this,
define θ(1,Γ) = argmax(θ1,θ2)∈∂Γ1

θ1 to be the right-most point on ∂Γ1 and

θ(2,Γ) = argmax(θ1,θ2)∈∂Γ1
θ2 to be the highest point on ∂Γ2. One can verify

that

θ(1,Γ) =

{

θ(1,r) if θ(1,max) 6∈ ∂Γ1,

θ(1,max) if θ(1,max) ∈ ∂Γ1,
θ(2,Γ) =

{

θ(2,r) if θ(2,max) 6∈ ∂Γ2,

θ(2,max) if θ(2,max) ∈ ∂Γ2,

where

θ(1,max) = argmax(θ,θ2)∈∂Γ θ1 and θ(2,max) = argmax(θ,θ2)∈∂Γ θ2

are the right-most point and the highest point, respectively, on ∂Γ. Depend-
ing on the relative positions of θ(1,Γ) and θ(2,Γ), we introduce the following
three categories (see [24]):
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0
θ1

θ2

γ1(θ) = 0

γ2(θ) = 0

θ
(1,max)

θ
(1,Γ)

= θ
(1,r)

θ
(2,Γ)

= θ
(2,max)
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θ1

γ1(θ) = 0

γ2(θ) = 0θ
(2,max)

θ
(1,Γ)

=θ
(1,max)

θ
(2,Γ)

= θ
(2,r)

θ
(1,r)

Fig 2. Convergence domains for Category I and Category II

0
θ1

θ2
γ1(θ) = 0

γ2(θ) = 0

c

αcc1

θ
(1,max)

θ
(2,max)

θ
(1,Γ)

= θ
(1,r)

θ
(2,Γ)

= θ
(2,r)

τ1

τ2

η
(1)

η
(2)

0
θ1

γ1(θ) = 0

γ2(θ) = 0

c

αcc

θ
(2,max)

θ
(1,max)

θ
(2,Γ)

=θ
(2,r)

θ
(1,Γ)

=θ
(1,r)

τ2

τ1

η
(2)

η
(1)

θ2

Fig 3. Two cases in Category I when τ1 < θ
(1,max)
1

Category I: θ
(2,Γ)
1 < θ

(1,Γ)
1 and θ

(1,Γ)
2 < θ

(2,Γ)
2 ,

Category II: θ(2,Γ) ≤ θ(1,Γ),

Category III: θ(1,Γ) ≤ θ(2,Γ).

Figure 2 illustrates Categories I and II. Because θ(1,Γ) = θ(2,Γ) cannot hap-
pen, these three categories are mutually exclusive. We note that it is impos-

sible to have the case where θ
(2,Γ)
1 > θ

(1,Γ)
1 and θ

(1,Γ)
2 > θ

(2,Γ)
2 . This fact is

proved in Lemma B.1 of Appendix B. Thus, these three categories indeed
cover all SRBM data (Σ, µ,R). The following lemma characterizes the fixed
point solution τ = (τ1, τ2); see Figures 3-6 for illustration of the characteri-
zation. This important lemma will be proved in Section 3.
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θ
(2,Γ)
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(2,r)

θ
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(1,Γ)
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(1,max)

η
(2)

= η
(1)

Fig 4. Two cases in Category I when τ1 = θ
(1,max)
1

0

θ2

θ1

γ1(θ) = 0

γ2(θ) = 0θ
(2,max)

θ
(1,r)

θ
(1,Γ)

=θ
(1,max)

c

τ2

τ1

θ
(2,Γ)

=θ
(2,r)

τ = η
(1)

= η
(2)

αcc

0

θ2

θ1

γ1(θ) = 0
γ2(θ) = 0

θ
(2,max)

θ
(1,max)

c

τ1

τ2

θ
(2,Γ)

= θ
(2,r)

= θ
(1,r)

τ = η
(1)

= η
(2)αcc

Fig 5. Two cases in Category II when τ1 < θ
(1,max)
1

Lemma 2.3. There exists a unique solution τ = (τ1, τ2) to the fixed point
equation (2.8) and (2.9). The solution τ is given by

τ =



















(

θ
(1,Γ)
1 , θ

(2,Γ)
2

)

for Category I,
(

f1(θ
(2,r)
2 ), θ

(2,r)
2

)

for Category II,
(

θ
(1,r)
1 , f2(θ

(1,r)
1 )

)

for Category III.

(2.10)

Here, f2 is the function that represents the upper half of the ellipse ∂Γ,
and similarly f1 is the function that represents the right half of the ellipse
∂Γ. For future purposes, we also let f

2
be the function that represents the

lower half of the ellipse ∂Γ and f
1
be the function that represents the left

half of the ellipse ∂Γ. Explicit expression for f
2
is given in (6.2) in Section 6.

Expressions for other functions are given similarly.
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θ1

γ1(θ) = 0
γ2(θ) = 0

θ
(2,max)

θ
(2,Γ)

=θ
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θ
(1,r)

c

τ2

τ1

θ
(1,Γ)

= θ
(1,max)

= τ = η
(1)

= η
(2)

αcc

0

θ2

θ1

γ1(θ) = 0

γ2(θ) = 0

θ
(2,max)

c

θ
(2,Γ)

=θ
(2,r)

τ2

τ1

θ
(1,Γ)

= θ
(1,max)

= θ
(1,r)

= τ = η
(1)

= η
(2)

αcc

Fig 6. Two cases in Category II when τ1 = θ
(1,max)
1

Setting

Γmax = {θ ∈ R
2 : θ < θ̃ for some θ̃ such that γ(θ̃) > 0},

we have the following theorem characterizing of the convergence domain D.

Theorem 2.1. Assume that conditions (2.1) and (2.2) hold. Then,

D = Γ(τ)
max ≡ Γmax ∩

{

θ = (θ1, θ2) ∈ R
2 : θ1 < τ1 and θ2 < τ2

}

.

It follows from Theorem 2.1 that when τ ∈ Γ, the convergence domain
D is an (infinite) rectangle that has two pieces of boundary: θ1 = τ1 and
θ2 = τ2. When τ is outside Γ, the boundary ∂D consists of three pieces
(Figures 3-4); they are θ1 = τ1, θ2 = τ2, and the part of the ellipse ∂Γ
between two points η(1) and η(2), where

(2.11) η(1) = (τ1, f2(τ1)) and η
(2) = (f1(τ2), τ2).

For Categories II and III, τ ∈ ∂Γ must hold (Figures 5-6). It is possible
that τ ∈ Γ for Category I (see Figure 10 in Section 6 for an example). As a
convention, when τ ∈ Γ, we set

(2.12) η(1) = η(2) = τ.

We now give the tail probability asymptotic of the convex combination

c1Z1(∞) + c2Z2(∞) = 〈c, Z(∞)〉

for each direction vector c ∈ R
2
+. For a point x 6= 0 in R

2, by “line x” we
simply mean the line passing through the origin and x. Recall that αc is
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used to denote the exponent in the exact asymptotic (1.6). Following the
discussion in Section 1 and (1), αc should be given by

(2.13) αc = α > 0 such that αc ∈ ∂D ∩R
2
+.

Indeed, throughout this paper, αc is defined through (2.13). To compute αc,
the intersection of the line c with ∂D is important. In particular, it is helpful
to see in which part of the boundary ∂D ∩ R

2
+ this intersection is located.

For this, let βk be the angle of line η(k), measured counter clockwise starting
from θ1 axis, and let β be the angle of line c. Point c is said to be below line
η(k) if β < βk, and above line η(k) if β > βk. To give an analytic expression
for αc, let zc be the nonzero solution of γ(zc) = 0. Then, αc of (2.13) is given
by

αc =







τ1
c1
, 0 ≤ β < β1,

zc, β1 ≤ β ≤ β2,
τ2
c2
, β2 < β ≤ 1

2π.
(2.14)

We first consider Category I. Recall the definition of η(1) and η(2) in
(2.11) and (2.12). By Lemma 2.3, condition η(1) 6= θ(1,max) is equivalent to

condition τ1 < θ
(1,max)
1 , which is further equivalent to θ(1,max) 6∈ ∂Γ1.

Theorem 2.2. Assume that conditions (2.1) and (2.2) hold and that the
SRBM data is in Category I. Let c ∈ R

2
+ be a direction. Then, P(〈c, Z(∞)〉 >

x) has the exact asymptotic bfc(x) with some constant b > 0 and fc(x) being
given below.
(a) When c is below line η(1), i.e., 0 ≤ β < β1,

fc(x) =











e−αcx if η(1) 6= θ(1,max),

x−1/2e−αcx if η(1) = θ(1,max) = θ(1,r),

x−3/2e−αcx if η(1) = θ(1,max) 6= θ(1,r).

(b1) When c is on line η(1) 6= η(2), i.e., β = β1< β2,

fc(x) =











xe−αcx, if η(1) 6= θ(1,max),

e−αcx, if η(1) = θ(1,max) = θ(1,r),

x−1/2e−αcx, if η(1) = θ(1,max) 6= θ(1,r).

(b2) When c is on line η(1)= η(2), i.e., β = β1= β2,

fc(x) =

{

xe−αcx, if τ ∈ ∂Γ,
e−αcx, if τ ∈ the interior of Γ.
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(b3) When c is above line η(1) and below line η(2), i.e., β1 < β < β2,

fc(x) = e−αcx.

(b4) When c is on line η(2), the case is symmetric to (b1).
(c) When c is above line η(2), the case is symmetric to (a).

Remark 2.1. η(1) can not be above η(2) by their definitions. If β1 < 0,
then case (a) can not occur. Similarly, if β2 >

π
2 , then case (c) can not occur.

For Categories II and III, we only consider Category II because of their

symmetry. In Category II, τ2 = θ
(2,r)
2 , τ1 = f1(τ2), η

(1) = η(2) = τ = (τ1, τ2).

Theorem 2.3. Assume that conditions (2.1) and (2.2) hold and the
SRBM data is in Category II. Let c ∈ R

2
+ be a direction. Then, P(〈c, Z〉 > x)

has the exact asymptotic bfc(x) with some constant b > 0 and fc(x) being
given below.
(a) When c is below line τ (= η(1)), i.e., 0 ≤ β < β1,

fc(x) =























e−αcx, if τ 6= θ(1,r) and τ 6= θ(1,max)

or if τ = θ(1,max) = θ(1,r),

xe−αcx, if τ = θ(1,r) 6= θ(1,max),

x−1/2e−αcx, if τ = θ(1,max) 6= θ(1,r).

(b) When c is on line τ , i.e., β = β1,

fc(x) = xe−αcx.

(c) When c is above line τ , i.e, β1 < β ≤ π/2,

fc(x) = e−αcx.

Theorem 2.1 will be proved in Section 7.1. Theorem 2.2 will be proved in
Section 7.2, and Theorem 2.3 will be proved in Section 7.3.

3. Solution to the fixed point equations. Lemma 2.3 in Section 2
is an important lemma that establishes the existence and uniqueness of the
solution τ to the fixed point equations. In this section, we prove this lemma.
We separate the proof into two lemmas that are given below.

Lemma 3.1. If there is a solution τ = (τ1, τ2) 6= 0 to fixed point equations
(2.8) and (2.9), τ must be given by (2.10).
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Proof. Let τ = (τ1, τ2) be a fixed point satisfying (2.8) and (2.9). We
now show that τ must be given by formula (2.10). In the following argu-
ment, the two figures in Figure 2 are helpful. It follows from (2.8), (2.9)

and the definition of θ(k,Γ) that τk ≤ θ
(k,Γ)
k for k = 1, 2. One can verify that

(τ1, f2(τ1)) ∈ ∂Γ1 and (f
1
(τ2), τ2) ∈ ∂Γ2. Thus, by (2.8) and (2.9) we have

f
2
(τ1) ≤ τ2 and f

1
(τ2) ≤ τ1.

Assume first that τ1 < θ
(1,Γ)
1 . We claim f

2
(τ1) = τ2. To see this, suppose

that f
2
(τ1) < τ2. Then one can find a δ > 0 small enough such that τ1+ δ <

θ
(1,Γ)
1 and f

2
(τ1+δ) < τ2. The former inequality implies that (τ1+δ, f2(τ1+

δ)) ∈ ∂Γ1. This, together with the fact that f
2
(τ1 + δ) < τ2, contradicts

with the definition of τ1 in (2.8). Therefore, we have proved that τ1 < θ
(1,Γ)
1

implies that f
2
(τ1) = τ2. Similarly, we can prove that τ2 < θ

(2,Γ)
2 implies that

f
1
(τ2) = τ1. Now we claim that τ1 < θ

(1,Γ)
1 and τ2 < θ

(2,Γ)
2 cannot happen

simultaneously. Otherwise, f
1
(τ2) = τ1 and f

2
(τ1) = τ2, and therefore

(3.1) (f
1
(τ2), τ2) = (τ1, f2(τ1)) ∈ ∂Γ1 ∩ ∂Γ2 ∩R

2
+.

However, this is possible only for τ1 = τ2 = 0 because Γ1 ∩ Γ2 ∩ R
2
+ = {0}

by Lemma 2.2. Now τ = 0 contradicts the assumption that τ 6= 0 and thus
the claim is proved.

Hence, τ1 < θ
(1,Γ)
1 implies that f

2
(τ1) = τ2 = θ

(2,Γ)
2 . In this case, it is

impossible to have θ
(1,Γ)
2 ≤ θ

(2,Γ)
2 since the latter implies τ1 = θ

(1,Γ)
1 by

(2.8). Thus, we have θ
(1,Γ)
2 > θ

(2,Γ)
2 . On the other hand, τ2 = θ

(2,Γ)
2 implies

f
1
(τ2) = θ

(2,Γ)
1 , so

θ
(2,Γ)
1 = f

1
(τ2) ≤ τ1 < θ

(1,Γ)
1 .

Hence, we have θ(2,Γ) < θ(1,Γ). Thus, θ
(2,Γ)
2 < θ

(1,Γ)
2 ≤ θ

(2,max)
2 , and therefore

θ
(2,Γ)
2 must be θ

(2,r)
2 . Thus, τ2 = θ

(2,r)
2 . Because, (τ1, τ2) ∈ ∂Γ, τ1 must be

either f
1
(τ2) or f1(τ2). The former is impossible because it leads to (3.1).

Therefore, we have proved that if τ1 < θ
(1,Γ)
1 , we must have Category II;

furthermore, we have τ2 = θ
(2,r)
2 and τ1 = f1(τ2). Thus, we have proved that

when τ1 < θ
(1,Γ)
1 , τ is given in (2.10) for Category II. Similarly, we can prove

that when τ2 < θ
(2,Γ)
2 , τ is given in (2.10) for Category III.

The remaining possibility is that τ1 = θ
(1,Γ)
1 and τ2 = θ

(2,Γ)
2 . We have

θ
(2,Γ)
1 = f

1
(τ2) ≤ τ1 = θ

(1,Γ)
1 and θ

(1,Γ)
2 = f

2
(τ1) ≤ τ2 = θ

(2,Γ)
2 . Since we can

not simultaneously have f
1
(τ2) = τ1 and f

2
(τ1) = τ2, either θ

(2,Γ)
1 < τ1 or
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θ
(1,Γ)
2 < τ2 holds. Thus τ is given in (2.10) for Category I if θ

(2,Γ)
1 < θ

(1,Γ)
1 and

θ
(1,Γ)
2 < θ

(2,Γ)
2 . Otherwise, τ is given in (2.10) for Category II or Category III

if θ
(1,Γ)
2 = θ

(2,Γ)
2 or θ

(2,Γ)
1 = θ

(1,Γ)
1 holds, respectively.

The following lemma is similar to Lemma 3.4 of [17] (see also Corollary 4.1
of [24]), but a proof in our setting is simpler.

Lemma 3.2. There is a nonnegative solution τ = (τ1, τ2) 6= 0 to fixed
point equations (2.8) and (2.9).

Proof. Let τ (0) = (0, 0). For n ≥ 1 define τ
(n)
1 and τ

(n)
2 recursively via

τ
(n)
1 = max

{

θ1 : (θ1, θ2) ∈ ∂Γ1, θ2 ≤ τ
(n−1)
2

}

,(3.2)

τ
(n)
2 = max

{

θ2 : (θ1, θ2) ∈ ∂Γ2, θ1 ≤ τ
(n−1)
1

}

.(3.3)

One can check that (3.2) and (3.3) are equivalent to the following

τ
(n)
1 = max

{

θ1 ∈ [0, θ
(1,Γ)
1 ], f

2
(θ1) ≤ τ

(n−1)
2

}

,(3.4)

τ
(n)
2 = max

{

θ2 ∈ [0, θ
(2,Γ)
2 ] f

1
(θ2) ≤ τ

(n−1)
1

}

.(3.5)

We now use induction to show that

τ
(n−1)
k ≤ τ

(n)
k ≤ θ

(k,Γ,)
k k = 1, 2,(3.6)

f
2
(τ

(n)
1 ) ≤ τ

(n)
2 , and f

1
(τ

(n)
2 ) ≤ τ

(n)
1 .(3.7)

For n = 1, clearly (3.6) holds. By the definition of τ
(1)
1 , we have f

2
(τ

(1)
1 ) ≤

0 ≤ τ
(1)
1 . Similarly, we have f

1
(τ

(1)
2 ) ≤ 0 ≤ τ

(1)
2 . Thus, (3.7) holds for n = 1.

Suppose that (3.6) and (3.7) hold for n. We would like to show that (3.6)

and (3.7) hold for n + 1. Because 0 ≤ τ
(n)
1 ≤ θ

(Γ,1)
1 and f

2
(τ

(n)
1 ) ≤ τ

(n)
2

by the induction assumption, it follows from definition (3.4) that τ
(n)
1 ≤

τ
(n+1)
1 ≤ θ

(1,Γ)
1 . Similarly, we have τ

(n)
2 ≤ τ

(n+1)
2 ≤ θ

(2,Γ)
2 . Thus, we have

proved (3.6) for n+ 1. Now, by the definition of τ
(n+1)
1 and τ

(n+1)
2 , we have

f
2
(τ

(n+1)
1 ) ≤ τ

(n)
2 ≤ τ

(n+1)
2 and f

1
(τ

(n+1)
2 ) ≤ τ

(n)
1 ≤ τ

(n+1)
1 , proving (3.7) for

n+ 1.
By (3.6), the two sequences {τ (n)1 : n ≥ 0} and {τ (n)1 : n ≥ 0} are

nondecreasing and bounded. Thus

(3.8) τk = lim
n→∞

τ
(n)
k
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is well defined. We now prove that

τ1 = max
{

θ1 ∈ [0, θ
(1,Γ)
1 ], f

2
(θ1) ≤ τ2

}

.

Let τ∗1 = max
{

θ1 ∈ [0, θ
(1,Γ)
1 ], f

2
(θ1) ≤ τ2

}

. It suffices to prove that

τ1 = τ∗1 . Since f2(θ1) is decreasing in [θ
(1,min)
1 , θ

(2,min)
1 ] and increasing in

[θ
(2,min)
1 , θ

(1,max)
1 ], we have

τ∗1 = max
{

θ1 ∈ [θ
(2,min)
1 , θ

(1,Γ)
1 ], f

2
(θ1) ≤ τ2

}

.

If f
2
(τ1) = τ2, by the monotonicity of f

2
, τ∗1 = τ1. Assume that f

2
(τ1) < τ2.

By the continuity of f
2
, there exists an N > 0 such that for n ≥ N ,

f
2
(τ

(n)
1 ) < τ

(n−1)
2 .

Since τ
(n)
1 satisfies (3.4), we have τ

(n)
1 = θ

(1,Γ)
1 . Thus, f

2
(θ

(1,Γ)
1 ) < τ

(n−1)
2 for

n ≥ N . Letting n → ∞, we have τ1 = θ
(1,Γ)
1 and f

2
(θ

(1,Γ)
1 ) ≤ τ2. The latter

implies that τ∗1 = θ
(1,Γ)
1 . Thus, we have τ1 = τ∗1 . We can prove similarly that

τ2 = max
{

θ2 ∈ [0, θ
(2,Γ)
2 ], f

1
(θ2) ≤ τ1

}

.

Therefore, we have proved that τ1 and τ2 satisfy (2.8) and (2.9).
It remains to show that τ = (τ1, τ2) 6= (0, 0). For this, it suffices to prove

that τ (1) 6= (0, 0). Recall that

τ
(1)
1 = max{θ1 : (θ1, θ2) ∈ ∂Γ1, θ2 ≤ 0},
τ
(1)
2 = max{θ2 : (θ1, θ2) ∈ ∂Γ2, θ1 ≤ 0}.

Since vector (µ1, µ2) is orthogonal to the tangent of the ellipse ∂Γ at the
origin and at least one of µ1 and µ2 is negative because of Lemma 2.1, the
ellipse ∂Γ intersects at least one of the two regions {(θ1, θ2) ∈ R

2 : θ1 <
0, θ2 > 0} and {(θ1, θ2) ∈ R

2 : θ1 > 0, θ2 < 0}. This implies that at least

one of τ
(1)
1 and τ

(1)
2 must be positive. This concludes τ (1) 6= 0.

4. A key relationship among generating functions. In this sec-
tion, we prove the key relationship (2.3) among the moment generating
functions. The following lemma proves the relationship under several sets of
conditions. This lemma is the key to the proofs of Theorems 2.1-2.3. Recall
that Γ1 and Γ2 are defined in (2.7).
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Lemma 4.1. Assume that conditions (2.1) and (2.2) hold. (a) For each
θ ∈ R

2 with ϕ(θ) < ∞, ϕ1(θ2) < ∞ and ϕ2(θ1) < ∞, the key relationship
(2.3) holds. (b) For each θ ∈ R

2, ϕ(θ) < ∞ implies that ϕ1(θ2) < ∞ and
ϕ2(θ1) < ∞. (c) For each θ ∈ Γ, ϕ1(θ2) < ∞ and ϕ2(θ1) < ∞ imply
that ϕ(θ) < ∞. (d) For each θ ∈ Γ1, ϕ1(θ2) < ∞ implies that ϕ(θ) < ∞.
Similarly, for each θ ∈ Γ2, ϕ2(θ1) <∞ implies that ϕ(θ) <∞.

We will present the proof of this lemma later in this section. The tool
for the proof is the basic adjoint relationship (4.1) below that governs the
stationary distribution π and the corresponding boundary measures ν1 and
ν2. To state the basic adjoint relationship, let C2

b (R
2
+) be the set of twice

continuously differentiable functions f on R
2
+ such that f and its first- and

second-order derivatives are bounded. For each f ∈ C2
b (R

2
+), define

Lf(x) =
1

2

2
∑

i=1

2
∑

j=1

Σij
∂2f

∂xi∂xj
(x) +

2
∑

i=1

µi
∂f

∂xi
(x),

D1f(x) = r11
∂f

∂x1
(x) + r21

∂f

∂x2
(x) = 〈R1,∇f(x)〉,

D2f(x) = r12
∂f

∂x1
(x) + r22

∂f

∂x2
(x) = 〈R2,∇f(x)〉.

Then the basic adjoint relationship takes the following form:

(4.1)

∫

R2
+

Lf(x)π(dx)+
2

∑

i=1

∫

R2
+

Dif(x)νi(dx) = 0 for each f ∈ C2
b (R

2
+).

The basic adjoint relationship (4.1) is now standard in the SRBM literature.
It was first proved in [13] for an SRBM in R

d
+ for any integer d ≥ 1 when R is

anMmatrix. Extension to a general SRBM, when its stationary distribution
exists, can be found, for example, in [3].

Proof of Lemma 4.1. (a) Assume that ϕ(θ) < ∞, ϕ1(θ2) < ∞ and
ϕ2(θ1) <∞. Define

(4.2) f(x1, x2) = eθ1x1+θ2x2 for x ∈ R
2
+.

This f is generally not in C2
b (R

2
+), and thus (4.1) can not be applied directly.

To overcome this difficulty, we construct a sequence of functions {fn} ⊂
C2
b (R

2
+) to approximate f . To this end, for each positive integer n, define
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function gn as

gn(s) =























1, s ≤ n,

1− 1
2(s − n)2, n < s ≤ n+ 1,

1
2(n+ 2− s)2, n+ 1 < s ≤ n+ 2,

0, s > n+ 2.

Then, gn is continuously differentiable on R. We then define hn as

hn(u) =

{ ∫ u
0 gn(s)ds, u ≥ 0,
u, u < 0.

Clearly, for each fixed n, hn(u) is twice continuously differentiable. Further-
more, for each u ∈ R+, hn(u) and gn(u) are monotone in n, and

lim
n→∞

hn(u) = u, lim
n→∞

gn(u) = 1.

For each n, define
fn(x) = ehn(〈θ,x〉).

Because hn(u) is a constant for u > n + 2, fn ∈ C2
b (R+). Clearly fn → f

monotonously as n→ ∞. Plugging fn into (4.1), one has

1

2

2
∑

i=1

2
∑

j=1

Σijθiθj

∫

R2
+

(

g2n(〈θ, x〉) + g′n(〈θ, x〉)
)

fn(x)π(dx)(4.3)

+

2
∑

i=1

µiθi

∫

R2
+

gn(〈θ, x〉)fn(x)π(dx)

+
(

r11θ1 + r21θ2
)

∫

R2
+

gn(θ2x2)fn(0, x2)ν1(dx)

+
(

r22θ2 + r12θ1
)

∫

R2
+

gn(θ1x1)fn(x1, 0)ν2(dx) = 0.

For each n, one can verify that −1 ≤ g′n(s) ≤ 0 for all s ∈ R+ and
fn(x1, x2) ≤ f(x1, x2) for all (x1, x2) ∈ R

2
+. Because ϕ(θ) < ∞ and

limn→∞ g′n(s) = 0 for each s ∈ R+, by dominated convergence theorem,

(4.4) lim
n→∞

∫

R2
+

g′n(〈θ, x〉)fn(x)π(dx) = 0.

Taking limit on both sides of (4.3) as n → ∞ and using monotone conver-
gence theorem and (4.4), one has

−γ(θ)ϕ(θ) + γ1(θ)ϕ1(θ2) + γ2(θ)ϕ2(θ1) = 0,

proving (2.3).
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(b) Assume ϕ(θ) < ∞. We first show that ϕ2(θ1) < ∞. If θ1 ≤ 0, the
conclusion is trivial. Now we assume θ1 > 0. Without loss of generality, we
assume that

(4.5) θ2 < −θ1
|r12|
r22

.

From inequality (4.5), we have γ2(θ) < 0 and ϕ1(θ2) < ∞. Letting n → ∞
in both sides of (4.3) as in the proof of part (a), we conclude the finiteness
of ϕ2(θ1). The proof for ϕ1(θ2) <∞ is similar.

(c) Assume θ ∈ Γ, ϕ1(θ2) < ∞ and ϕ2(θ1) < ∞. We would like to
show that ϕ(θ) < ∞. For this, we again use (4.3). Applying the facts that
0 ≤ gn(〈θ, x〉) ≤ 1, 〈θ,Σθ〉 ≥ 0 and g′n(〈θ, x〉) ≤ 0 to (4.3) yields

(

1

2
〈θ,Σθ〉+ 〈µ, θ〉

)
∫

R2
+

gn(〈θ, x〉)fn(x)π(dx)

+ γ1(θ)

∫

R2
+

gn(θ2x2)fn(0, x2)ν1(dx)

+ γ2(θ)

∫

R2
+

gn(θ1x1)fn(x1, 0)ν2(dx) ≥ 0.

Since 1
2〈θ,Σθ〉 + 〈µ, θ〉 = −γ(θ) < 0, the monotone convergence theorem

yields

γ(θ)ϕ(θ) ≤ γ1(θ)ϕ1(θ2) + γ2(θ)ϕ2(θ1) <∞.

This completes the proof since γ(θ) > 0.
(d) Assume θ ∈ Γ1 and ϕ1(θ2) < ∞. We would like to show that ϕ(θ) <

∞. For this, we again use (4.3). Applying the facts that γ2(θ) < 0, 0 ≤
gn(〈θ, x〉) ≤ 1, 〈θ,Σθ〉 ≥ 0 and g′n(〈θ, x〉) ≤ 0 to (4.3) yields

(

1

2
〈θ,Σθ〉+ 〈µ, θ〉

)
∫

R2
+

gn(〈θ, x〉)fn(x)π(dx)

+ γ1(θ)

∫

R2
+

gn(θ2x2)fn(0, x2)ν1(dx) ≥ 0.

Again using the fact that 1
2 〈θ,Σθ〉+ 〈µ, θ〉 = −γ(θ) < 0 and the monotone

convergence theorem, we have

γ(θ)ϕ(θ) ≤ γ1(θ)ϕ1(θ2) <∞.

This completes the proof since γ(θ) > 0 and ϕ(θ2) <∞. Similarly, for each
θ ∈ Γ2 with ϕ2(θ1) <∞, we can prove ϕ(θ) <∞.



EXACT ASYMPTOTICS FOR SRBMS 167

5. Extreme points of the convergence domain. This section is a
preliminary to the proof of Theorem 2.1. In this section, we identify extreme
points of the convergence domain D defined in (1). For this, we establish two
lemmas, Lemmas 5.1 and 5.2. A consequence of Lemma 5.1 and part (c) of

Lemma 4.1 is that Γ
(τ)
max ⊂ D, where Γ

(τ)
max is defined in (2.1). To prove

Theorem 2.1, we need to show the converse D ⊂ Γ
(τ)
max. Lemma 5.2 shows a

partial converse. We can not fully establish this converse in this section. To

establish converse D ⊂ Γ
(τ)
max, we need to use complex variable functions and

their analytic extensions as discussed in Section 6.

Lemma 5.1. Condition θ1 < τ1 implies ϕ2(θ1) <∞, and condition θ2 <
τ2 implies ϕ1(θ2) <∞.

Proof. We use Lemma 4.1 to iteratively expand a confirmed region on

which ϕ(θ) < ∞. Recall two sequences {τ (n)1 : n ≥ 0} and {τ (n)2 : n ≥ 0}
defined in the proof of Lemma 3.2 in Section 3. We use induction to prove

that, for each n ≥ 0, condition θ1 < τ
(n)
1 implies ϕ2(θ1) <∞, and condition

τ2 < τ
(n)
2 implies ϕ1(θ2) < ∞. Since τ

(0)
1 = τ

(0)
2 = 0, the conclusion holds

for n = 0 because ϕk(0) = νk(R
2
+) <∞. Assume that condition θ1 < τ

(n−1)
1

implies ϕ2(θ1) < ∞, and condition θ2 < τ
(n−1)
2 implies ϕ1(θ2) < ∞. We

first assume θ2 < τ
(n)
2 . If τ

(n)
2 = 0, ϕ1(θ2) < 0 clearly holds. Assume that

τ
(n)
2 > 0. Because

f
1
(τ

(n)
2 ) ≤ τ

(n−1)
1 and θ2 < τ

(n)
2 ,

we can choose some θ̃2 such that θ2 < θ̃2 < τ
(n)
2 and f

1
(θ̃2) < τ

(n−1)
1 . Pick

δ > 0 small enough so that θ̃1 ≡ δ + f
1
(θ̃2) < τ

(n−1)
1 . Then θ̃ = (θ̃1, θ̃2) ∈

Γ
(n−1)
2 , where Γ

(n−1)
2 = Γ2 ∩

{

θ1 < τ
(n−1)
1

}

. By part (d) of Lemma 4.1,

ϕ(θ̃) <∞ because θ̃ ∈ Γ
(n−1)
2 and ϕ2(θ̃1) <∞. Therefore, ϕ(θ̃) <∞, which

implies that ϕ1(θ̃2) <∞ by part (a) of Lemma 4.1. Because θ2 < θ̃2, we have

ϕ1(θ2) <∞. We can prove similarly that θ1 < τ
(n)
1 implies ϕ2(θ1) <∞. This

completes the induction argument. Now the conclusion of part (a) follows
from (3.8), Lemmas 3.1 and 3.2.

In the following lemma, θ > θ(1,r) means that θ1 > θ
(1,r)
1 and θ2 > θ

(1,r)
2 .

Lemma 5.2. (a) If τ1 = θ
(1,r)
1 , then θ > θ(1,r) implies ϕ(θ) = ∞.

Similarly, if τ2 = θ
(2,r)
2 , then θ > θ(2,r) implies ϕ(θ) = ∞. (b) If τ1 =



168 J. G. DAI AND M. MIYAZAWA

0
θ1

θ2

γ1(θ) = 0

γ2(θ) = 0θ
(1,r)

θ
(1,max)

τ1

τ2
θ
(2,r)

θ
(2,max)

τ

θ
(1,r)
2

Fig 7. The area for θ(1,r) < η, η2 < τ2, ‖η − θ(1,r)‖ < ǫ, γ1(η) > 0, γ2(η) > 0

θ
(1,r)
1 < θ

(1,max)
1 and θ

(1,r)
2 < τ2, then ϕ2(θ1) = ∞ for θ1 > τ1. Similarly, if

τ2 = θ
(2,r)
2 < θ

(2,max)
2 and θ

(2,r)
1 < τ1, then ϕ1(θ2) = ∞ for θ2 > τ2.

Proof. (a) By the symmetry, it is sufficient to prove ϕ(θ) = ∞ for θ >

θ(1,r) when τ1 = θ
(1,r)
1 . Because γ(θ(1,r)) = 0, γ2(θ

(1,r)) = 0, and γ1(θ
(1,r)) > 0,

for each ǫ > 0 we can find an η ∈ R
2 such that

‖η − θ(1,r)‖ < ǫ, γ(η) < 0, γ1(η) > 0, γ2(η) > 0,

where, for a x ∈ R
2, ‖x‖ denotes the Euclidean norm of x. Suppose that

ϕ(η) <∞. Then, ϕ1(η2) <∞ and ϕ2(η1) <∞ by part (b) of Lemma 4.1 for
η. Thus, the key relationship (2.3) holds, but its left side is negative while its
right side is positive. This is a contradiction. Thus, we must have ϕ(η) = ∞,
which implies ϕ(θ) = ∞ for any θ > η. Since ǫ can be an arbitrary small
positive number, we have proved (a).

(b) Assume τ1 = θ
(1,r)
1 < θ

(1,max)
1 and θ

(1,r)
2 < τ2. For each ǫ > 0, we can

find a point η ∈ Γ such that η > θ(1,r), η2 < τ2 and

‖η − θ(1,r)‖ < ǫ, γ1(η) > 0, γ2(η) > 0.

See Figure 7. From Lemma 5.1, ϕ1(η2) < ∞. Now we claim ϕ2(η1) = ∞.
To see this, suppose on the contrary that ϕ2(η1) < ∞. Then part (c) of
Lemma 4.1 implies ϕ(η) < ∞, but this contradicts part (a) of this lemma
because η > θ(1,r). Thus, we have ϕ2(η1) = ∞. Because ǫ can be an arbitrary

positive small number, we concludes ϕ2(θ1) = ∞ for θ1 > θ
(1,r)
1 = τ1. The

remaining case can be proved analogously by symmetry.



EXACT ASYMPTOTICS FOR SRBMS 169

In the case when τ ∈ Γ (see Figure 10), Lemma 5.2 gives a complete con-
verse. Therefore, Lemmas 5.1 and 5.2 give a complete proof of Theorem 2.1
when τ ∈ Γ; namely,

D = {θ ∈ R
2 : θ < τ}.

In general, to establish the complete converse D ⊂ Γ
(τ)
max, in addition to

Lemma 5.2, we need to show that ϕ2(θ1) = ∞ when θ1 > τ1 in the case of

τ1 = θ
(1,max)
1 or τ1 = f1(τ2) and that ϕ1(θ2) = ∞ when θ2 > τ2 in the case

of τ2 = θ
(2,max)
2 or τ2 = f2(τ1). We also need to verify that, if θ > τ and

θ 6∈ Γmax, then ϕ(θ) = ∞. These cases will be covered in Section 7.1 after
the discussion of complex variable functions and their analytic extensions in
the next section.

6. Analytic extensions and singular points. Recall that a complex
function g(z) is said to be analytic at z0 ∈ C if there exists a sequence
{an} ⊂ C and some ǫ > 0 such that

∞
∑

n=0

an(z − z0)
n

is absolutely convergent and is equal to g(z) for each z ∈ C with |z − z0| < ǫ.
A point z ∈ C is said to be a singular point of a (complex variable) function
if the function is not analytic at z. A moment generating function for a non-
negative random variable can be considered as a function of complex variable
z ∈ C that is analytic, at least when the real part ℜz of z is negative. We use
complex variable functions to identify the convergence domain D through
their singular points. To this end, the following lemma is useful although
it is elementary. The lemma corresponds with Pringsheim’s theorem for a
generating function (e.g., see Theorem 17.13 in Volume 1 of [23]).

Lemma 6.1. Let g(λ) =
∫∞
0 eλxdF (x) be the moment generating func-

tion of a probability distribution F on R+ with real variable λ. Define the
convergence parameter of g as

cp(g) = sup{λ ≥ 0; g(λ) <∞}.
Then, the complex variable function g(z) is analytic on {z ∈ C;ℜz < cp(g)}
and is singular at z = cp(g).

Remark 6.1. For a complex function g : C → C that is singular at
z = z0 ∈ C, g(z0) may be finite at z0, but Lemma 6.1 shows that, if g(z) is
a moment generating function, then g(x) = ∞ for x ∈ (ℜz0,∞).

The following corollary is immediate from this lemma.
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Corollary 6.1. Under the same notation of Lemma 6.1, we have the
following two facts.

(a) If g is analytically extendable from {z ∈ C;ℜz < 0} to an open set
including a real segment [0, λ1] for some λ1 > 0, then g(λ1) <∞.

(b) If g(z) is singular at z = λ0 for some real number λ0, then λ0 ≥
cp(g).

From Lemmas 5.1 and 6.1 and (c) of Lemma 4.1, we have the following
lemma.

Lemma 6.2. The complex function ϕ1(z) is analytic for ℜz < τ1, the
complex function ϕ2(z) is analytic for ℜz < τ2.

The remaining of this section is to prove that ϕk(z) is singular at z = τk
and to determine the nature of singularity at z = τk, k = 1, 2. For that,
we are going to relate ϕ1(z) and ϕ2(z) through (2.3). This motivates us
to study the roots of γ(θ) = 0. For that, it is convenient to have function
representations for different segments of the ellipse ∂Γ, which is defined by
the equation γ(θ1, θ2) = 0 for (θ1, θ2) ∈ R

2. Recall that f
2
(θ1) represents

the lower half of the ellipse ∂Γ and f
1
(θ2) represents the left half of the

ellipse ∂Γ. As it will be clear from (6.9) and (6.8) below that f
1
and f

2
play

key roles for finding the singularities of ϕ1(z) and ϕ2(z). Recall again that
θ(1,max) is the right-most point on ∂Γ and θ(2,max) is the highest point on
∂Γ. Define θ(1,min) to be the left-most point on ∂Γ and θ(2,min) to be lowest

point on ∂Γ. Then, f
2
: [θ

(1,min)
1 , θ

(1,max)
1 ] → [θ

(2,min)
2 , θ

(2,max)
2 ] is well defined,

and is given by formula

f
2
(θ1) =

1

Σ22

(

−(µ2 +Σ12θ1)(6.1)

−
√

(µ2 +Σ12θ1)2 − Σ22(Σ11θ21 + 2µ1θ1)

)

for θ1 ∈ [θ
(1,min)
1 , θ

(1,max)
1 ]. A formula for f

1
(θ2) can be written down simi-

larly.
The following lemma says that f

2
(z) has an analytic extension. Recall

that, for a multi-valued function f(z) on C, a point z0 ∈ C is said to be
a branch point of f if there exists a neighborhood such that an arbitrary
closed continuous curve around z0 in the neighborhood carries each branch
of f to another branch of f (see Section 11 in Volume I of [23] for its precise
definition). For example, f(z) = (z−z0)1/n with integer n ≥ 2 is an n-valued
function with branch point z0. The integer n is referred to as the multiplicity
of the branch point. Obviously, each branch of this function is analytic on
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Gδ(z0), where, for δ ∈ [0, π/2),

Gδ(z0) = {z ∈ C : z 6= z0, | arg(z − z0)| > δ},

and arg z ∈ (−π, π) is the principal part of the argument of a complex
number z.

Since f
2
(z) is multivalued for complex number z ∈ C, we take its branch

such that f
2
(z) = f

2
(ℜz) for z ∈ (θ

(1,min)
1 , θ

(1,max)
1 ). We use the same nota-

tion f
2
(z) for this branch throughout the paper.

Lemma 6.3. f
2
is analytic on the whole complex plain except for the

two half real lines (−∞, θ
(1,min)
1 ) and (θ

(1,max)
1 ,∞), and has branch points at

z = θ
(1,min)
1 and θ

(1,max)
1 , each with multiplicity two. Furthermore,

ℜf
2
(z) ≤ f

2
(ℜz), ℜz ∈ (θ

(1,min)
1 , θ

(1,max)
1 ),(6.2)

ℜf
2
(z) ≤ θ

(1,max)
2 , z ∈ Gδ(θ

(1,max)
1 ) ∩ {u ∈ C;ℜu > θ

(1,min)
1 },(6.3)

for some δ ∈ [0, π2 ).

Proof. Because θ
(1,min)
1 and θ

(1,max)
1 are two roots of the quadratic equa-

tion
(µ2 +Σ12η1)

2 − Σ22(Σ11η
2
1 + 2µ1η1) = 0,

the quadratic function must be equal to

det(Σ)
(

η1 − θ
(1,min)
1

)(

θ(1,max) − η1
)

,

where det(Σ) = Σ11Σ22 − Σ2
12. Thus the complex variable version of f

2
in

(6.2) must have the following representation:

f
2
(z) = −µ2 +Σ12z

Σ22
−

√

det(Σ)

Σ22

√

(

z − θ
(1,min)
1

)(

θ
(1,max)
1 − z

)

.(6.4)

Let

g(z) =

√

(

z − θ
(1,min)
1

)(

θ
(1,max)
1 − z

)

.

Then, from our choice of the branch of f
2
, g(z) can be written as

√

|(θ(1,max)
1 − z)(z − θ

(1,min)
1 )| exp

(

i
ω−(z) + ω+(z)

2

)

,(6.5)

where ω+(z) = arg(z−θ(1,min)
1 ) and ω−(z) = arg(θ

(1,max)
1 −z) (see Figure 8).
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0
θ
(1,max)
1θ

(1,min)
1

x

y

z = x + yi

ω+

ω
−

< 0

Fig 8. ω+(z) = arg(z − θ
(1,min)
1 ) > 0 and ω−(z) = arg(θ

(1,max)
1 − z) < 0

Thus, f
2
is analytic except for the two half lines, and has two branch

points at θ
(1,min)
1 and θ

(1,max)
1 as claimed. Note that ω−(z), ω+(z) ∈ (−π, π)

and their signs are different if z is not on the real line. Hence, −π
2 <

ω−(z)+ω+(z)
2 < π

2 . This and the fact that

ℜg(z) =
√

|(θ(1,max)
1 − z)(z − θ

(1,min)
1 )| cos

(ω−(z) + ω+(z)

2

)

imply ℜg(z) > 0 for z not on the two half lines.
We now prove (6.2). For this, it suffices to prove that for any z ∈ C with

ℜz ∈ (θ
(1,min)
1 , θ

(1,max)
1 ), ℜg(z) ≥ g(ℜz).

For z ∈ C satisfying ℜz ∈ (θ
(1,min)
1 , θ

(1,max)
1 ), ω−(z), ω+(z) ∈ (−π

2 ,
π
2 ), so

we have cosω+(z) ≥ 0 and cosω−(z) ≥ 0. Hence,

(θ
(1,max)
1 −ℜz)(ℜz − θ

(1,min)
1 ) =

|(θ(1,max)
1 − z)(z − θ

(1,min)
1 )| cos ω−(z) cos ω+(z) ≥ 0.

Thus, ℜg(z) ≥ g(ℜz) is obtained if we show that
(

cos
ω+(z) + ω−(z)

2

)2
≥ cosω−(z) cos ω+(z).

This indeed holds because
(

cos
ω+(z) + ω−(z)

2

)2
=

1

2

(

1 + cos(ω−(z) + ω+(z))
)

=
1

2

(

1 + cosω−(z) cos ω+(z)− sinω−(z) sinω+(z)
)

= cosω−(z) cos ω+(z)

+
1

2

(

1−
(

cosω−(z) cos ω+(z) + sinω−(z) sinω+(z)
)

)

= cosω−(z) cos ω+(z)

+
1

2
(1− cos(ω−(z)− ω+(z))) ≥ cosω−(z) cos ω+(z).
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It remains to prove (6.3). From (6.4) and (6.5), we have

f
2
(z + θ

(1,max)
1 )− θ

(1,max)
2 = −Σ12z

Σ22
(6.6)

−
√

det(Σ)

Σ22

√

|z||z + θ1| exp
(

i
arg(−z) + arg(z + θ1)

2

)

,

where θ1 = θ
(1,max)
1 − θ

(1,min)
1 . Let z ∈ C satisfy ℜz ≥ 0 and z is not real.

Then, z can be expressed as z = reiω0 with r > 0 and ω0 ∈ [−π
2 ,

π
2 ] \ {0}.

Similarly, let z + θ1 = seiω1 with ω1 ∈ [−π
2 ,

π
2 ] \ {0}. Clearly, r < s. Since z

and z + θ1 have the same imaginary component, ω0 and ω1 have the same
sign. Hence, it is sufficient to consider for ω0, ω1 > 0 to prove the right side of
(6.6) to be less than zero. In this case, it is easy to see that arg(−z) = ω0−π
and ω1 < ω0. Using these notation, it follows from (6.6) that

ℜf
2
(z + θ

(1,max)
1 )− θ

(1,max)
2(6.7)

= −Σ12

Σ22
r cosω0 −

√

det(Σ)

Σ22

√
rs cos

(

ω0 − π + ω1

2

)

= −Σ12

Σ22
r cosω0 −

√

det(Σ)

Σ22

√
rs sin

(

ω0 + ω1

2

)

≤ − r

Σ22

(

Σ12 cosω0 +
√

det(Σ)

√

s

r
sin

(ω0

2

)

)

≤ − r

Σ22

(

Σ12 cosω0 +
√

det(Σ) sin
(ω0

2

))

.

If Σ12 ≥ 0, then the last term of this inequality is negative, and therefore
(6.6) is negative. Hence, (6.3) holds for δ = 0. Otherwise, we choose δ ∈
(0, π2 ) such that

sin
(

δ
2

)

cos δ
>

√

det(Σ)

|Σ12|
,

which is possible because its left side goes to infinity as δ ↑ π
2 . Then, for

ω0 > δ, we have, by the monotonicity of sine and cosine functions on the
interval [0, π2 ],

sin
(

ω0
2

)

cosω0
>

sin
(

δ
2

)

cos δ
>

√

det(Σ)

|Σ12|
.

This implies that the right side of (6.7) is negative. Thus, combining this
result with (6.2), we obtain (6.3). This completes the proof.
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From Lemma 6.2, ϕ1(z) is analytic in ℜz < τ2 and ϕ2(z) is analytic in
ℜz < τ1. Clearly f1(z) has an analytic extension that is similar to the one
in Lemma 6.3 for f

2
(z). Using f

1
(z) and f

2
(z), we now consider analytic

extensions for ϕ1(z) and ϕ2(z). Note that f
1
(τ2) ≤ τ1 and f

2
(τ1) ≤ τ2. In

the case when the inequalities are strict, the following lemma shows that
ϕ1(z) and ϕ2(z) can be extended analytically to strictly larger domains.

Lemma 6.4. (a) The complex variable function γ2(z, f2(z)) is analytic
on

C \ (−∞, θ
(1,min)
1 ] ∪ [θ

(1,max)
1 ,∞).

(b) ϕ2 is analytically extendable for z ∈ C \ (−∞, θ
(1,min)
1 ] ∪ [θ

(1,max)
1 ,∞)

satisfying γ2(z, f2(z)) 6= 0 and ℜf
2
(z) < τ2, and

ϕ2(z) = −
γ1(z, f2(z))ϕ1(f2(z))

γ2(z, f2(z))
.(6.8)

Similarly, ϕ1 is analytically extendable for z ∈ C\(−∞, θ
(2,min)
2 ]∪[θ(2,max)

2 ,∞)
satisfying ℜf

1
(z) < τ1 and γ1(f1(z), z) 6= 0, and has the expression:

ϕ1(z) = −
γ2(f1(z), z)ϕ2(f1(z))

γ1(f1(z), z)
.(6.9)

Proof. Whenever f
2
(z) is analytic at a point z, so is γ2(z, f2(z)). Thus,

we have (a). To prove (b), we first prove (6.8). We claim that for 0 < ℜz < τ1,

γ2(z, f2(z))ϕ2(z) = −γ1(z, f 2(z))ϕ1(f2(z)).(6.10)

To see this, observe that both sides of (6.10) is analytic in 0 < ℜz < τ1

because f
2
is analytic in C\

(

(−∞, θ
(1,min)
1 ]∪ [θ

(1,max)
1 ,∞)

)

, ϕ1(z) is analytic
in ℜz < τ2, ϕ2(z) is analytic in ℜz < τ1, f2(θ1) ≤ τ2 for θ1 ∈ [0, τ1], and
(6.2) holds. For each θ1 ∈ (0, τ1), we have f

2
(θ1) < τ2. Choose ǫ > 0 small

enough such that f
2
(θ1) + ǫ < τ2 and (θ1, f2(θ1) + ǫ) ∈ Γ. By part (c) of

Lemma 4.1, ϕ(θ) < ∞ for θ = (θ1, f2(θ1) + ǫ). It follows that ϕ(θ) < ∞ for
θ = (θ1, f2(θ1)). Since γ(θ) = 0 for θ = (θ1, f2(θ1)), it follows from (2.3) that
(6.10) holds for θ1 ∈ (0, τ1). By unique analytic extension, (6.10) holds for
0 < ℜz < τ1, proving the claim. Thus, (6.8) holds for 0 < ℜz < τ1 satisfying
γ2(z, f2(z)) 6= 0. Because the left side of (6.10) is analytic in ℜz < τ1 and

the right side of (6.10) is analytic for z ∈ C \ (−∞, θ
(2,min)
2 ] ∪ [θ

(2,max)
2 ,∞)

satisfying ℜf
2
(z) < τ2 and γ2(z, f2(z)) 6= 0, we have (6.8) for the specified

region. The proof of (6.9) is analogous.
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0
θ1

θ2 γ1(θ) = 0

γ2(θ) = 0

θ
(1,max)

θ
(2,max)

γ2(θ) > 0

θ
(1,r)

θ
(2,r)

γ2(θ) < 0

Fig 9. An example in which point θ(1,r) is on the lower half of the ellipse, but θ
(1,r)
2 >

θ
(1,max)
2

Representations (6.8) and (6.9) play a key role in determining the singu-
larities of ϕ1(z) and ϕ2(z). The following lemma tells when the denominators
in (6.8) and (6.9) are zero.

Lemma 6.5. (a) z = 0 is a root of γ2(z, f2(z)) = 0. It has another root,

which is equal to z = θ
(1,r)
1 , if and only if γ2(θ

(1,max)) ≥ 0. (b) Assume that
γ2(θ

(1,max)) > 0. Let

γ2(z) =

{

γ2(z, f2(z))/(θ
(1,r)
1 − z), if z 6= θ

(1,r)
1 ,

γ2(1, f
′
2
(θ

(1,r)
1 )), if z = θ

(1,r)
1 .

Then γ2 is analytic at z = θ
(1,r)
1 . (c) γ2(θ

(1,r)
1 ) 6= 0. Thus, 1/γ2(z, f 2(z)) has

a simple pole at z = θ
(1,r)
1 when γ2(θ

(1,max)) > 0. Analogous results also hold
for γ1(f1(z), z).

Proof. To prove (a), note that each root of γ2(z, f 2(z)) = 0 must be
a root of a quadratic equation with real coefficients. Thus, there are at
most two roots for γ2(z, f2(z)) = 0. Since z = 0 is a solution, the other

solution must also be real. Note that γ2(θ
(1,max)) ≥ 0 if and only if the

point θ(1,r) is on the lower half of the ellipse; see Figure 9 for an illustration.

Thus, when γ2(θ
(1,max)) ≥ 0, θ

(1,r)
1 is the other root. When γ2(θ

(1,max)) < 0,
the line γ2(θ) = 0 does not intersect with the lower half of the ellipse ∂Γ
except at the origin. Thus, γ2(z, f 2(z)) = 0 has no other root. Part (a)
yields part (b) because of part (a) of Lemma 6.4. Part (c) holds because the
tangent of the ellipse at θ(1,r) cannot be orthogonal to line γ2(θ) = 0 when
θ(1,r) 6= θ(1,max).
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The following lemma classifies the singularity of ϕ2(z) at z = τ1 when

τ1 < θ
(1,max)
1 . For an x > 0 and z0 ∈ C, we denote the ball in C that has

center z0 and radius x by Bx(z0), that is, Bx(z0) = {z ∈ C : |z − z0| < x}.

Lemma 6.6. Assume that τ1 < θ
(1,max)
1 . (a) In Categories I and III,

τ1 = θ
(1,r)
1 and ϕ2(z) has a simple pole at z = τ1. (b) In Category II, ϕ2(z)

has a simple pole at z = τ1 if τ1 6= θ
(1,r)
1 . It has a double pole at z = τ1

if τ1 = θ
(1,r)
1 . (c) There exists an ǫ > 0 such that ϕ2(z) is analytic for

ℜz ≤ τ1 + ǫ except for z = τ1 and for each a > 0

(6.11) sup
z 6∈Ba(τ1)
ℜz≤τ1+ǫ

|ϕ2(z)| <∞.

Proof. Assume τ1 < θ
(1,max)
1 . We first prove (a) and (c) for Categories

I and III. In this case, τ1 = θ
(1,r)
1 and γ2(θ

(1,max)) ≥ 0. By Lemma 6.4,
ϕ2(z) has representation (6.8). The numerator of (6.8) is analytic on on

C \ (−∞, θ
(1,min)
1 ] as long as ℜf

2
(z) < τ2. The latter condition is satisfied if

θ
(1,min)
1 < ℜz < θ

(1,max)
1 and

f
2
(ℜz) < τ2,(6.12)

because of (6.2).

When τ2 ≥ θ
(1,max)
2 , condition (6.12) is satisfied if 0 ≤ ℜz < θ

(1,max)
1 , and

we choose ǫ > 0 to satisfy

τ1 + 2ǫ = θ
(1,max)
1 .

When τ2 < θ
(1,max)
2 , condition (6.12) is satisfied if 0 ≤ ℜz < f1(τ2) (see,

Figure 10 for a case in Category I). Now we argue that

(6.13) τ1 < f1(τ2) when τ2 < θ
(1,max)
2 and τ1 < θ

(1,max)
1 .

To prove (6.13) we note that f1(x) is strictly increasing in [θ2,min
2 , θ

(1,max)
2 ].

Thus, when τ1 < θ
(2,min)
1 , we have f1(τ2) ≥ f1(θ

(2,min)
2 ) = θ

(2,min)
1 > τ1. It

remains to prove (6.13) when τ1 ≥ θ
(2,min)
1 and τ2 < θ

(1,max)
2 . Assume that

θ
(2,min)
1 ≤ τ1 < θ

(1,max)
1 and τ2 < θ

(1,max)
2 . In this case, f1(f2(τ1)) = τ1.

Because θ2,min
2 ≤ f

2
(τ1) ≤ τ2 ≤ θ

(1,max)
2 , by the increasing property of

function f1, we have that condition τ1 < f1(τ2) is equivalent to f2(τ1) < τ2.

The latter condition is satisfied for Category I when τ1 < θ
(1,max)
1 . Condition
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0
θ1

θ2

γ1(θ) = 0

γ2(θ) = 0
θ
(1,r)

θ
(1,max)

τ1

τ2
θ
(2,r)

θ
(2,max)

f
1
(τ2)

f
2
(τ1)

τ

Fig 10. A case in Category I: ϕ2(z) has a simple pole at τ1 and has the second singularity

at f1(τ2) ∈ (τ1, θ
(1,max)
1 )

f
2
(τ1) < τ2 is also satisfied for Category III, because τ2 = f2(τ1) > f

2
(τ1)

when θ
(1,min)
1 < τ1 < θ

(1,max)
1 . Thus, we have proved (6.13). Therefore, when

τ2 < θ
(1,max)
2 , we can choose ǫ > 0 to satisfy

τ1 + 2ǫ = f1(τ2).

In either case, with our choices of ǫ > 0, (6.2) implies that the numerator
of (6.8) is analytic on 0 ≤ ℜz < τ1 + 2ǫ. Since γ2(θ

(1,max)) > 0 in either
Category I or III, by Lemma 6.5, γ2(z, f2(z)) = γ2(z)(τ1 − z), where γ2(z)
is analytic in 0 < ℜz < τ1 + 2ǫ and γ2(z) 6= 0 in the region. It follows from
(6.8) that ϕ2(z) is analytic on ℜz < τ1 + 2ǫ except at z = τ1 and it has a
simple pole at z = τ1. Because f2(τ1 + ǫ) < τ2, we have

(6.14) ϕ1(f2(τ1 + ǫ)) <∞.

Also, by Lemma 6.5, for any a > 0,

(6.15) sup
z 6∈Ba(τ1)

0≤ℜz≤τ1+ǫ

∣

∣

∣

∣

∣

γ1(z, f2(z))

γ2(z, f2(z))

∣

∣

∣

∣

∣

<∞.

The bound (6.11) follows from (6.8), (6.14), and (6.15).
Now we prove (b) and (c) for Category II. In this case,

τ2 = θ
(2,r)
2 ≤ min(θ

(1,r)
2 , θ

(1,max)
2 ) and τ1 = f1(τ2).

Because 0 ≤ τ1 < θ
(1,max)
1 by assumption, f

2
(z) is analytic at z = τ1 and

f
2
(τ1) = τ2 ≤ θ

(1,max)
2 . One can check that f ′

2
(τ1) 6= 0 because of τ1 6=
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0

θ2

θ1

γ1(θ) = 0

γ2(θ) = 0

θ
(2,max)

τ1

θ
(1,max)

τ2

θ
(2,r) θ

(1,r)

f
2
(τ1)

f
1
(f

2
(τ1))

Fig 11. A case in Category II: ϕ2(z) has a pole, either simple or double, at τ1 and has

the second singularity at f1

(

f2(τ1)
)

∈ (τ1, θ
(1,max)
1 )

θ
(2,min)
1 . The latter follows from the fact that τ1 = θ

(2,min)
1 implies τ2 =

f
2
(τ1) = θ

(2,min)
2 < 0, which is impossible. By parts (a) and (c) of Lemma 6.7,

ϕ1(z) has a simple pole at z = τ2. Thus, ϕ1(f2(z)) has a simple pole at
z = τ1. By (6.8) and Lemma 6.5, ϕ2(z) has a simple pole at z = τ1 if

τ1 6= θ
(1.r)
1 and a double pole if τ1 = θ

(1,r)
1 .

It remains to prove that (6.11) holds for each a > 0. Since f
2
(τ1) = τ2 and

τ1 < θ
(1,max)
1 , we can choose an ǫ1 > 0 small enough such that f

2
(τ1 + ǫ1) <

τ2 + ǫ, where ǫ is the constant in (6.7) in Lemma 6.7 below, where parts (a)
and (c) of Lemma 6.7 can be proved in exactly the same way for proving
parts (a) and (c) of this lemma; the proof for parts (a) and (c) of this lemma
has been completed earlier. Because supℜz≤0 |ϕ2(z)| <∞, it suffices to prove

sup
z 6∈Ba(τ1)

0≤ℜz≤τ1+ǫ1

|ϕ2(z)| <∞

for each a > 0. Because

lim
|z|→∞

θ
(1,min)
1 ≤ℜz≤θ

(1,max)
1

∣

∣

∣
f
2
(z)

∣

∣

∣
= ∞

and f
2
(z)− τ2 6= 0 for z 6∈ Ba(τ1) with θ

(1,min)
1 ≤ ℜz ≤ θ

(1,max)
1 , there exists

an a1 > 0 such that

(6.16)
∣

∣

∣
f
2
(z)− τ2

∣

∣

∣
≥ a1
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for z 6∈ Ba(τ1) with θ
(1,min)
1 ≤ ℜz ≤ θ

(1,max)
1 . It follows from (6.16) and (6.2)

that

(6.17) sup
z 6∈Ba(τ1)

0≤ℜz≤τ1+ǫ1

∣

∣

∣
ϕ1(f2(z))

∣

∣

∣
≤ sup

z 6∈Ba1(τ2)

0≤ℜz≤τ2+ǫ

|ϕ1(z)| <∞,

where the last inequality follows from (6.7). When τ1 = θ
(1,r)
1 , bound (6.11)

with ǫ = ǫ1 follows from (6.8), (6.15), and (6.17). When τ1 < θ
(1,r)
1 , choose

ǫ1 > 0 small enough so that τ1+ǫ1 < θ
(1,r)
1 in addition to f

2
(τ1+ǫ1) ≤ τ2+ǫ.

Then, by Lemma 6.5,

(6.18) sup
0≤ℜz≤τ1+ǫ1

∣

∣

∣

∣

∣

γ1(z, f2(z))

γ2(z, f2(z))

∣

∣

∣

∣

∣

<∞.

Thus, when τ1 < θ
(1,r)
1 bounds (6.18) and (6.17) imply (6.11) with ǫ = ǫ1.

When τ1 > θ
(1,r)
1 , Lemma 6.5 implies that

(6.19) sup
θ
(1,min)
1 ≤ℜz≤θ

(1,max)
1

∣

∣

∣

∣

∣

γ1(z, f2(z))

γ2(z, f2(z))

∣

∣

∣

∣

∣

<∞.

This time, bounds (6.19) and (6.17) imply (6.11) with ǫ = ǫ1. This completes
the proof of the lemma.

Similarly, the following lemma classify the singularity of ϕ1(z) at z = τ2

when τ2 < θ
(2,max)
2 . Its proof is analogous to the proof of Lemma 6.6, and is

omitted.

Lemma 6.7. Assume that τ2 < θ
(2,max)
2 . (a) In Categories I and II,

τ2 = θ
(2,r)
2 and ϕ1(z) has a simple pole at z = τ2. (b) In Category III, ϕ1(z)

has a simple pole at z = τ2 if τ2 6= θ
(2,r)
2 . It has a double pole at z = τ2 if

τ2 = θ
(2,r)
2 . (c) There exists an ǫ > 0 such that for each a > 0,

sup
z 6∈Ba(τ2)
ℜz≤τ2+ǫ

|ϕ1(z)| <∞.

The following lemma shows that ϕ2(z) is singular at τ1 when τ1 = θ
(1,max)
1 .

Lemma 6.8. Assume that τ1 = θ
(1,max)
1 . (a) ϕ2(z) is analytic in Gδ(θ

(1,max)
1 ),

where δ ∈ [0, π/2) is chosen in Lemma 6.3. (b) For each a > 0,

sup
z∈Gδ(θ

(1,max)
1

)

z 6∈Ba

(

θ
(1,r)
1

)

|ϕ2(z)| <∞.
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(c) In Category I, if θ(1,r) = θ(1,max), then

lim
z→θ

(1,max)
1

,

z∈Gδ(θ
(1,max)
1 )

(θ
(1,max)
1 − z)

1
2ϕ2(z) 6= 0,(6.20)

and, if θ(1,r) 6= θ(1,max), then

lim
z→θ

(1,max)
1 ,

z∈Gδ(θ
(1,max)
1

)

ϕ2(z)− ϕ2(θ
(1,max)
1 )

(θ
(1,max)
1 − z)

1
2

6= 0.(6.21)

(d) In Category II, if θ(1,r) = θ(1,max), then

lim
z→θ

(1,max)
1

,

z∈Gδ(θ
(1,max)
1

)

(θ
(1,max)
1 − z)ϕ2(z) 6= 0,(6.22)

and, if θ(1,r) 6= θ(1,max), then

lim
z→θ

(1,max)
1

,

z∈Gδ(θ
(1,max)
1 )

(θ
(1,max)
1 − z)

1
2

(

ϕ2(z) − ϕ2(θ
(1,max)
1 )

)

6= 0.(6.23)

Remark 6.2. Limits in (6.20)-(6.23) show that ϕ2(z) must be singular at

z = θ
(1,max)
1 . Limits (6.20), (6.21) (6.23) suggest a branch-type singularity

at z = θ
(1,max)
1 , whereas limit (6.22) suggests a pole-type singularity at

z = θ
(1,max)
1 . We have not attempted to characterize the exact nature of the

singularity at z = θ
(1,max)
1 for each case.

Proof. Assume that τ1 = θ
(1,max)
1 . We first prove that ϕ2(z) is analytic

on z ∈ Gδ(τ1), where δ ∈ [0, π/2) is the constant in Lemma 6.3. Because

ϕ2(z) is always analytic for ℜz < τ1 and τ1 > 0 > θ
(1,min)
1 , it is sufficient

to prove ϕ2(z) is analytic for z ∈ Gδ(θ
(1,max)
1 ) ∩ {z ∈ C : ℜz > θ

(1,min)
1 }.

Because f
2
(z) is analytic and ℜf2(z) ≤ θ

(1,max)
2 on Gδ(θ

(1,max)
1 ) ∩ {z ∈ C :

ℜz > θ
(1,min)
1 } by Lemma 6.3, ϕ1(f2(z)) is analytic on Gδ(θ

(1,max)
1 )∩{z ∈ C :

ℜz > θ
(1,min)
1 }. Because τ1 = θ

(1,max)
1 , we have γ2(θ

(1,max)) ≤ 0. Therefore,

by Lemma 6.5, γ2(z, f(z)) 6= 0 on Gδ(θ
(1,max)
1 ) ∩ {z : ℜz > θ

(1,min)
1 }. Hence,

the right side of (6.8) is analytic on Gδ(θ
(1,max)
1 ) ∩ {z ∈ C : ℜz > θ

(1,max)
1 }.

The bound (6.8) follows from (6.15) and Lemma 6.3.
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We next prove (6.20) and (6.21). Indeed we now prove the following. If
θ(1,r) = θ(1,max), then

(6.24) lim
z→θ

(1,max)
1 ,

z∈Gδ(θ
(1,max)
1

)

(θ
(1,max)
1 − z)

1
2ϕ2(z) =

Σ22γ1(θ
(1,max))ϕ1(θ

(1,max)
2 )

r22

√

det(Σ)(θ
(1,max)
1 − θ

(2,max)
2 )

,

and, if θ(1,r) 6= θ(1,max), then

lim
z→θ

(1,max)
1

,

z∈Gδ(θ
(1,max)
1

)

ϕ2(z)− ϕ2(θ
(1,max)
1 )

(θ
(1,max)
1 − z)

1
2

(6.25)

=
γ1(θ

(1,max))

γ2(θ(1,max))Σ22
ϕ′
1

(

θ
(1,max)
2

)

√

det(Σ)(θ
(1,max)
1 − θ

(2,max)
2 ).

Here, ϕ′
1(θ2) is the derivative of ϕ1(θ2) and we have used the fact that

ϕ′
1(z) is well defined for z ∈ C with ℜz < τ2, and ϕ

′
1(z) → ϕ′

1(θ
(1,max)
2 ) as

z → θ
(1,max)
2 = f

2
(θ

(1,max)
1 ).

To prove (6.24) and (6.25), we first note that ϕ1(θ
(1,max)
2 ) < ∞ by the

assumption θ
(1,max)
2 < τ2 and Lemma 5.1. Since f

2
(θ

(1,max)
1 ) = θ

(1,max)
2 , it is

easy to see from the definition of f
2
that, for z ∈ Gδ(θ

(1,max)
1 )∩{z ∈ C;ℜz >

θ
(1,min)
1 },

f
2
(z)− θ

(1,max)
2 =

Σ12

Σ22
(θ

(1,max)
1 − z)−

√

det(Σ)

Σ22
×(6.26)

|(θ(1,max)
1 − z)(z − θ

(1,min)
1 )| 12 exp

(

i
ω−(z) + ω+(z)

2

)

,

We also note that

γ2(z, f2(z)) = r12z + r22f2(z)

= r12z + r22θ
(1,max)
2 + r22(f2(z)− θ

(1,max)
2 )

= γ2(z, θ
(1,max)
2 ) + r22(f2(z)− θ

(1,max)
2 ).

Hence, if θ(1,r) = θ(1,max), then γ2(z, θ
(1,max)
2 ) = r12(z − θ

(1,max)
1 ), which

linearly vanishes as z → θ
(1,max)
1 . Therefore we have (6.24) from (6.8) and

(6.26). If θ(1,r) 6= θ(1,max), then γ2(z, θ
(1,max)
2 ) converges to γ2(θ

(1,max)) 6= 0 as

z → θ
(1,max)
1 . Thus, we need to consider ϕ2(z)−ϕ2(θ

(1,max)
1 ), which vanishes
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as z → θ
(1,max)
1 . In this case, we have

ϕ2(z)− ϕ2(θ
(1,max)
1 ) = −

γ1(z, f 2(z))ϕ1(f2(z))

γ2(z, f 2(z))
+
γ1(θ

(1,max))ϕ1

(

θ
(1,max)
2

)

γ2(θ(1,max))

= − 1

γ2(z, f2(z))γ2(θ
(1,max))

[

(

γ1(z, f2(z))− γ1(θ
(1,max))

)

×

ϕ1(f2(z))γ2(θ
(1,max))

+γ1(θ
(1,max))

(

ϕ1(f2(z)) − ϕ1

(

θ
(1,max)
2

)

)

γ2(θ
(1,max))

−γ1(θ(1,max))ϕ1

(

f
2
(θ

(1,max)
1 )

)(

γ2(z, f2(z))− γ2(θ
(1,max))

)

]

.

Thus,

lim
z→θ

(1,max)
1 ,

z∈Gδ(θ
(1,max)
1

)

ϕ2(z)− ϕ2(θ
(1,max)
1 )

(θ
(1,max)
1 − z)

1
2

= −γ1(θ
(1,max))

γ2(θ(1,max))
lim

z→θ
(1,max)
1 ,

z∈Gδ(θ
(1,max))

ϕ1(f2(z)) − ϕ1

(

θ
(1,max)
2

)

(θ
(1,max)
1 − z)

1
2

= −γ1(θ
(1,max))

γ2(θ(1,max))
ϕ′
1

(

θ
(1,max)
2

)

lim
z→θ

(1,max)
1

,

z∈Gδ(θ
(1,max))

f
2
(z)− θ

(1,max)
2

(θ
(1,max)
1 − z)

1
2

=
γ1(θ

(1,max))

γ2(θ(1,max))Σ22
ϕ′
1

(

θ
(1,max)
2

)

√

det(Σ)(θ
(1,max)
1 − θ

(2,max)
2 ).

Thus, we have obtained (6.25).

Now we prove (6.22) and (6.23). Assume Category II and τ1 = θ
(1,max)
1 .

We actually prove the following. If θ(1,r) = θ(1,max), then

(6.27) lim
z→θ

(1,max)
1 ,

z∈Gδ(θ
(1,max)
1

)

(θ
(1,max)
1 − z)ϕ2(z) =

Σ2
22γ1(θ

(1,max))γ2(θ
(2,r))ϕ2(θ

(2,r)
1 )

Adet(Σ)
(

θ
(1,max)
1 − θ

(2,max)
2

)

,

and if θ(1,r) 6= θ(1,max), then

lim
z→θ

(1,max)
1 ,

z∈Gδ(θ
(1,max)
1

)

(θ
(1,max)
1 − z)

1
2ϕ2(z)(6.28)

=
Σ22γ1(θ

(1,max))γ2(θ
(2,r))ϕ2(θ

(2,r)
1 )

Aγ2(θ(1,max))

√

det(Σ)
(

θ
(1,max)
1 − θ

(2,max)
2

)

,
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where

A = r21 −
µ2 + θ

(2,r)
1 Σ12 + θ

(2,r)
2 Σ22

µ1 + θ
(2,r)
2 Σ21 + θ

(2,r)
1 Σ11

r11.

To prove (6.27) and (6.28), we assume that τ1 = θ
(1,max)
1 . In this case,

τ2 = θ
(1,max)
2 = f

2
(τ1). By Category II assumption, (f

1
(τ2), τ2) = θ(2,r). In

particular,

f
1
(τ2) = f

1

(

f
2
(τ1)

)

= θ
(2,r)
1 < θ

(1,max)
1 = τ1.

Substituting (6.9) into (6.8), we have

(6.29) ϕ2(z) =
γ1(z, f2(z))

γ2(z, f2(z))

γ2(f1(f2(z)), f 2(z))

γ1(f1(f2(z)), f 2(z))
ϕ2(f1(f2(z)))

for ℜz < τ1 as long as the denominators are nonzero. One can check that
γ2(z, f2(z)) 6= 0 and γ1(f1(f2(z)), f 2(z)) 6= 0 for z ∈ Gδ(τ1) ∩ {ℜz ≥ τ1}.
It follows from (6.29) that ϕ2(z) can be analytically extendable to z ∈
Gδ(τ1) ∩ {ℜz ≥ τ1}. Because (f

1
(f

2
(τ1)), f2(τ1)) = (f

1
(τ2), τ2) = θ(2,r) and

(τ1, f2(τ1)) = θ(1,max) = θ(1,r),

γ1(f1(τ2), τ2) = γ1(θ
(2,r)) = 0, γ2(f1(τ2), τ2) = γ2(θ

(2,r)) > 0,

γ2(τ1, f2(τ1)) = γ2(θ
(1,r)) = 0, γ1(τ1, f2(τ1)) = γ1(θ

(1,r)) > 0.

Now we evaluate the limit in (6.27). Because

lim
z→θ

(1,max)
1

,

z∈Gδ(θ
(1,max)
1

)

ϕ2(f1(f2(z))) = ϕ2(θ
(2,r)
1 ) <∞,

it suffices to evaluate the limit

lim
z→θ

(1,max)
1 ,

z∈Gδ(θ
(1,max)
1

)

γ2(z, f2(z))γ1(f1(f2(z)), f 2(z))

(θ
(1,max)
1 − z)

= lim
z→θ

(1,max)
1 ,

z∈Gδ(θ
(1,max)
1

)

γ2(z, f2(z))

(θ
(1,max)
1 − z)1/2

lim
z→θ

(1,max)
1 ,

z∈Gδ(θ
(1,max)
1

)

γ1(f1(f2(z)), f 2(z))

(θ
(1,max)
1 − z)1/2

.

Because

γ2(z, f 2(z)) = (z − θ
(1,r)
1 )r12 + (f

2
(z) − θ

(1,r)
2 )r22,
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we have

lim
z→θ

(1,max)
1

,

z∈Gδ(θ
(1,max)
1

)

γ2(z, f 2(z))

(θ
(1,max)
1 − z)1/2

= lim
z→θ

(1,max)
1

,

z∈Gδ(θ
(1,max)
1 )

(z − θ
(1,r)
1 )r12 + (f

2
(z)− θ

(1,r)
2 )r22

(θ
(1,max)
1 − z)1/2

= r22

√

det(Σ)(θ
(1,max)
1 − θ

(2,max)
2 ) 6= 0.

Similarly, because

γ1(f1(f2(z)), f 2(z)) = (f
1
(f

2
(z))− θ

(2,r)
1 )r11 + (f

2
(z)− θ

(2,r)
2 )r21,

we have

lim
z→θ

(1,max)
1

,

z∈Gδ(θ
(1,max)
1

)

γ1(f1(f2(z)), f 2(z))

(θ
(1,max)
1 − z)

1
2

= lim
z→θ

(1,max)
1

,

z∈Gδ(θ
(1,max)
1 )

(f
1
(f

2
(z)) − θ

(2,r)
1 )r11 + (f

2
(z)− θ

(2,r)
2 )r21

(θ
(1,max)
1 − z)

1
2

= lim
z→θ

(1,max)
1

,

z∈Gδ(θ
(1,max)
1 )

(f ′
1
(τ2)r11 + r21)(f2(z)− θ

(2,r)
2 )

(θ
(1,max)
1 − z)

1
2

= (f ′
1
(τ2)r11 + r21)

√

det(Σ)(θ
(1,max)
1 − θ

(2,max)
2 ),

where

r11f
′
1
(τ2) + r21 = r21 −

µ2 + θ
(2,r)
1 Σ12 + θ

(2,r)
2 Σ22

µ1 + θ
(2,r)
2 Σ21 + θ

(2,r)
1 Σ11

r11,

which cannot vanish because the line γ2(θ) = 0 is not tangent to the ellipse
γ(θ) = 0 at θ(2,r). This proves (6.27).

Now we assume that θ(1,r) 6= θ(1,max). In that case, (f
1
(f

2
(τ1)), f2(τ1)) =

(f
1
(τ2), τ2) = θ(2,r), but (τ1, f2(τ1)) = θ(1,max) 6= θ(1,r), thus γ2(τ1, f2(τ1)) 6=

0. Now (6.28) follows from the proof of (6.27).
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7. Proofs of the theorems. In this section, we prove Theorems 2.1,
2.2 and 2.3. The ideas of proofs have the same spirit as those in [26] (see
also [17]), but we need more ideas. The proofs use the analytic extensions of
complex variable functions developed in Section 6, complex inversion tech-
niques in Appendix C, and decompositions of moment generating functions
in Appendix D.

7.1. The proof of Theorem 2.1 . The next lemma partially characterizes
the boundary of the domain D.

Lemma 7.1. For any θ ∈ R
2, ϕ(θ) = ∞ if either θ1 > τ1 or θ2 > τ2.

Proof. By the symmetric role of the coordinates, we only need to prove

that θ1 > τ1 implies ϕ(θ) = ∞. Since τ1 ≤ θ
(1,max)
1 , either τ1 < θ

(1,max)
1 or

τ1 = θ
(1,max)
1 holds. We separately consider these two cases. First consider

the case where τ1 < θ
(1,max)
1 . In this case, τ1 = θ

(1,r)
1 for Category I or

Category III, and τ1 = f
1
(θ

(2,r)
2 ) for Category II. When τ1 = θ

(1,r)
1 , we have

ϕ(θ) = ∞ for θ1 > τ1, by Lemma 5.2. Otherwise, we have Category II.

Since τ1 < θ
(1,max)
1 , ϕ2(z) has a pole at z = τ1 by Lemma 6.6. This implies

ϕ2(θ1) = ∞ for θ1 > τ1, so ϕ(θ) = ∞ for θ1 > τ1 by (b) of Lemma 4.1.

We next consider the case where τ1 = θ
(1,max)
1 . By Lemma 6.8, ϕ2(z) is

singular at z = τ1. Hence, ϕ2(θ1) = ∞ if θ1 > τ1. This implies ϕ(θ) = ∞ by
(b) of Lemma 4.1.

We are now ready to prove Theorem 2.1. By Lemma 5.1, ϕ2(θ1) <∞ and
ϕ2(θ1) <∞ for θ < τ , and hence, ϕ(θ) <∞ for θ ∈ {η ∈ R

2 : η < τ}∩Γmax

by part (c) of Lemma 4.1. We claim that ϕ(θ) = ∞ for θ < τ and θ 6∈ Γmax

(see Figure 12), where Γmax is the closure of Γmax. If this claim holds true,
we have Theorem 2.1 by Lemma 7.1.

We first note that, if τ ∈ Γ, there is no θ such that θ < τ and θ 6∈ Γmax.
Hence, we can assume that τ 6∈ Γ. We then must be in Category I and

η
(2)
1 < η

(1)
1 , where η(k) is defined in (2.11); see also Figure 12. Let

∂Γ+ = {(θ1, f2(θ1)) : θ1 ∈ (η
(2)
1 , η

(1)
1 )}

be the segment of the ellipse ∂Γ that is within both the upper half and the
right half of the ellipse and is below τ . In Figure 12, ∂Γ+ is the piece of
the ellipse that borders the shaded region. To prove that claim, it suffices
to prove that for each relatively open neighborhood B ⊂ ∂Γ+, there exists
a θ ∈ B such that ϕ(θ) = ∞ because θ̃ ≥ θ implies ϕ(θ̃) = ∞.
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θ1

θ2

γ1(θ) = 0

γ2(θ) = 0
(θ1, f2

(θ1))
Γ

γ1(θ) > 0

γ2(θ) > 0

θ
(2,max)

0

θ
(2,Γ)

=θ
(2,r) τ

{θ ∈ R
2

: θ < τ} \ Γmax

θ
(1,r)

η
(2)

η(1)
= θ(1,max)

Fig 12. The area of {θ ∈ R
2 : θ < τ} \ Γmax

Assume on the contrary that there exists a relatively open neighborhood

B = {(θ1, f2(θ1)) : θ1 ∈ (b1, b2)} ⊂ ∂Γ+

with η
(2)
1 < b1 < b2 < η

(1)
1 such that ϕ(θ) < ∞ for each θ ∈ B. Then, it

follows from (a) and (b) of Lemma 4.1 that

(7.1) γ2(θ1, f2(θ1))ϕ2(θ1) = −γ1(θ1, f2(θ1))ϕ1(f2(θ1)), θ1 ∈ (b1, b2).

We analytically expand the domain for (7.1). For this, we replace θ1 by
complex number z, and consider

γ2(z, f2(z))ϕ2(z) = −γ1(z, f2(z))ϕ1(f2(z))(7.2)

for z in some domain in C. Using similar arguments in Lemma 6.3, we can see

that f2(z) is analytic for ℜz ∈ (θ
(1,min)
1 , θ

(1,max)
1 ). Because f2(θ1) is strictly

decreasing in (η
(2)
1 , η

(1)
1 ), we have f2(θ1) < τ2 for each θ1 ∈ (η

(2)
1 , θ

(1,max)
1 ).

Hence, for each sufficiently small ǫ > 0, ℜf2(z) < τ2 for z ∈ G, where

G ≡
{

z = x+ yi ∈ C : x ∈ (η
(2)
1 + ǫ, θ

(1,max)
1 − ǫ), y ∈ (−ǫ, ǫ)

}

.

Therefore, the right side of (7.2) is analytic for z ∈ G. We assume ǫ >

0 is small enough so that (b1, b2) ⊂ (η
(2)
1 + ǫ, η

(1)
1 − ǫ). By (7.1) and the

analytic extension of complex functions, the left side of (7.2) is analytically
extendable on G. This implies that (7.2) holds for z = x + yi with x ∈
(η

(2)
1 + ǫ, η

(1)
1 − ǫ) and y ∈ (−ǫ, ǫ) since ϕ2(θ1) < ∞ for θ1 < τ1 = η

(1)
1 .

Furthermore, if γ2(z, f2(z)) 6= 0 for all z ∈ G, then ϕ2(z) is analytic on G.

Now we argue that under condition (7.1) it must be true that τ1 = θ
(1,max)
1

and τ2 = θ
(2,max)
2 . Suppose on the contrary that τ1 < θ

(1,max)
1 . Then the line
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γ2(θ) = 0 intersects the lower half of the ellipse, and thus γ2(z, f2(z)) 6= 0

for z ∈ G. Thus, ϕ2(z) is analytic on G, and in particular at z = θ
(1,max)
1 −2ǫ,

which is larger than η
(1)
1 = τ1 for ǫ > 0 small enough, contradicting part (b)

of Lemma 5.2. Thus we have proved that τ1 = θ
(1,max)
1 . Exchanging the role

of θ1 and θ2, we also have τ2 = θ
(2,max)
2 . Because ǫ > 0 can be arbitrarily

small, we have proved that (7.2) holds for z = θ1 ∈ (θ
(2,max)
1 , θ

(1,max)
1 ). Also,

by Lemma 2.2, θ(1,r) and θ(2,r) must be on the upper ellipse curve from
θ(1,max) to θ(2,max) in such a way that θ(2,r) is above θ(1,r), and therefore

θ
(2,max)
1 ≤ θ

(2,r)
1 < θ

(1r)
1 ≤ θ

(1,max)
1 .

Thus, (7.2) holds for z = θ1 ∈ (θ
(2,r
1 , θ

(1,r
1 ), contradicting the facts that

γ1(θ1, f2(θ1)) > 0, γ2(θ1, f2(θ1)) > 0, ϕ1(f2(θ1)) <∞, ϕ2(θ1) <∞

for θ1 ∈ (θ
(2,r)
1 , θ

(1,r)
1 ). This completes the proof of the theorem.

7.2. The proof of Theorem 2.2. We now start to prove Theorem 2.2.
From (1.9), the definition of αc in (2.13), Lemma 6.1, and Theorem 2.1, we
know that the moment generating function ψc(z) for c1Z1+ c2Z2 is analytic
for ℜz < αc and is singular at αc. Again from Theorem 2.1,

αc ≤ min(τ1/c1, τ2/c2).

Thus, ϕ1(c2z), ϕ2(c1z) and ϕ(c1z, c2z) are all finite for z ∈ C with ℜz < αc.
Hence, from (2.3), we have

γ(zc)ψc(z) = γ1(zc)ϕ1(c2z) + γ2(zc)ϕ2(c1z) for ℜz < αc.

Recall that zc is the nonzero root of γ(zc) = 0. Let ζc(z) = −(12〈c,Σc〉z +
〈c, µ〉). Then, zc is the root of ζc(z) = 0, and

γk(zc)

γ(zc)
=
γk(c)

ζc(z)
for z ∈ C \ {zc, 0}.

Therefore,

ψc(z) =
γ1(c)ϕ1(c2z) + γ2(c)ϕ2(c1z)

ζc(z)
(7.3)

for ℜz < αc and z 6= zc, where it can be checked that (7.3) is valid for z = 0.
The numerator in the right side of (7.3) is analytic for ℜz < min(τ1/c1, τ2/c2)
because of Lemma 6.2. Because ψc(z) is analytic for ℜz < αc, z = zc must
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be a removable singularity of the right side of (7.3) if zc < αc. Hence, if
zc < αc, we have

γ1(c)ϕ1(c2zc) + γ2(c)ϕ2(c1zc) = 0,

and therefore

ψc(z) = −γ1(c)h1(z)− γ2(c)h2(z), ℜz < αc,(7.4)

where

h1(z) =
ϕ1(c2zc)− ϕ1(c2z)

ζc(z)
, h2(z) =

ϕ2(c1zc)− ϕ2(c1z)

ζc(z)
.

If zc ≥ αc, from (7.3), it is easy to see that the moment generating function
ψc(z) can be expressed as a linear combination of the form in (D.2) with
k = 1. If zc < αc, from (7.4), ψc(z) can be expressed as a linear combination
of the form in (D.3). By Lemmas D.2 and D.3, each term in these two linear
decompositions is the moment generating function of a continuous density
since ϕ1 and ϕ2 are the moment generating functions of the measures ν1
and ν2, respectively, and both ν1 and ν2 have densities (see [3, 13]). Thus,
by Lemma D.1, the distribution of 〈c, Z(∞)〉 also has a continuous density
pc(x) on [0,∞).

In the following proof, for many cases we actually prove that the density
pc(x) has an exact asymptotic, which implies that the exact asymptotic for
the tail distribution

qc(x) = P(〈c, Z(∞)〉 ≥ x), x ≥ 0

by Lemma D.5. However, in some cases, we are not able to establish the
exact asymptotic for density pc(x). In these cases, we work with the moment
generating function ψc(z) of the tail probability qc(x) directly, where

ψc(z) =

∫ ∞

0
ezxP(〈c, Z(∞)〉 ≥ x)dx =

∫ ∞

0
ezxqc(x)dx.

One can check that

ψc(z) =
ψc(z) − 1

z
for ℜz < αc(7.5)

and z = 0 is a removable singularity of ψc(z).
(a) Assume that 0 ≤ β < β1. In this case αc = τ1/c1. We now show that

(7.6) αc =
τ1
c1
<
τ2
c2
.
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Inequality (7.6) clearly holds when τ = η(1) = η(2) because β < β1. When
β < β1 < β2, we have

τ1
c1
<
f2(τ1)

c2
<
τ2
c2
,

where the second inequality follows from f2(τ1) < τ2 because β1 < β2.
Therefore, we have proved (7.6). By (7.6) and Lemma 6.2, ϕ1(c2z) is analytic
at αc.

(a.i) Assume that τ1 6= θ
(1,max)
1 . In this case, Category I implies that

θ
(1,r)
2 < θ

(1,max)
2 and τ1 = θ

(1,r)
1 . We first consider the case that αcc = θ(1,r).

In this case, γ2(c) = 0 and αcc ∈ ∂Γ. Hence zc = αc and ζc(zc) = 0. By
(7.3), we have

(7.7) ψc(z) =
γ1(c)ϕ1(c2z)

ζc(z)
.

Therefore, ψc(z) has a simple pole at z = zc = αc. By Lemma D.4, we
conclude that pc(x) has exact asymptotic given by

(7.8) fc(x) = e−αcx for x ≥ 0.

Now consider the case that αcc 6= θ(1,r). In this case, γ2(c) 6= 0 and
γ(αcc) 6= 0. The latter is equivalent to ζc(αc) 6= 0. Therefore, zc 6= αc

and 1/ζc(z) is analytic at z = αc. We now work with ψc(z) to obtain tail
asymptotic for qc(x). By (7.5), ψc(z) is analytic on ℜz < αc. It follows from
(7.3) and (7.5) that

(7.9) ψc(z) =
γ1(c)ϕ1(c2z)

zζc(z)
+
γ2(c)ϕ2(c1z)

zζc(z)
− 1

z
for ℜz < αc

except at z = 0 and z = zc if zc < αc. Since ψc(z) is analytic at points
z = 0 and z = zc if zc < αc, z = 0 and z = zc if zc < αc must be removable
singularities of the right side of (7.9). Since ϕ1(c2z) is analytic at z = αc, it
follows from Lemma 6.6 that there exists an 0 < ǫ ≤ ǫ0/c1 such that ϕ1(c2z)
and ϕ2(c1z) are analytic in ℜz < αc + 2ǫ except at z = αc, where ǫ0 > 0 is
the constant in Lemma 6.6. Thus, ψc(z) is analytic in ℜz < αc + 2ǫ except
at z = αc. Furthermore, Lemma 6.6 implies that ψc(z) has a simple pole at
z = αc. Thus, ψc(z) satisfies condition (C1a) of Lemma C.1 with m = 1 and
k0 = 1. Next, we verify that ψc(z) satisfies condition (C1c) of Lemma C.1,
namely,

(7.10)

∫ ∞

−∞
e−iyxψc(αc + ǫ+ iy) dy converges uniformly
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for x > T some T > 0. To prove (7.10), we separately consider three in-
tegrals, each corresponding to one of the three terms on the right side of
(7.9). The last integral converges uniformly following the computation on
page 237 of [5]. Because of (6.11) and (6.7), there are constants a, b > 0 such
that

(7.11)
∣

∣ψc(z) + 1/z
∣

∣ ≤ a/|z|2 for |ℑz| ≥ b and ℜz ≤ 0 ≤ αc + ǫ,

where ℑz is the imaginary part of z. Hence, similar to condition (C.4), the
integrals of the first two terms on the right side of (7.9) uniformly converges.
Thus, (C1c) of Lemma C.1 is verified while (C1b) of the same lemma is
immediate from (7.11). By Lemma C.1, qc(x) has exact asymptotic that is
given by (7.8).

Note that when αcc 6= θ(1,r), we are unable to verify condition (7.10) for
ψc(z), and hence not able to obtain the exact asymptotic for pc(x).

(a.ii) Assume that τ1 = θ
(1,max)
1 . In this case we apply Lemma C.2 in ad-

dition to Lemma D.4 to get exact asymptotics. Now we examine the details.

Because τ1 = θ
(1,max)
1 , we have zc < αc and hence ζc(αc) < 0. Thus, we can

use the expression (7.4) with functions h1 and h2 of (7.2). Because ϕ1(c2z)
is analytic at z = αc, h1(αc + ǫ) is finite, for some ǫ > 0. By Lemma D.3, h1
is a moment generating function of a signed measure ξ1. Because h1(αc + ǫ)
is finite, the tail of ξ1 decays as

ξ1([x,∞)) = o(e−(αc+ǫ)x) as x→ ∞.(7.12)

On the other hand, the function h2 is singular at z = αc. The analytical
behavior h2(z) around z = αc is identical to that of ϕ2(c1z). We apply
Lemma 6.8 to find the analytical behavior of ϕ2(c1z) at αc. We consider two
separate cases.

We first consider the case that η(1) = θ(1,max) 6= θ(1,r). By part (a) of
Lemma 6.8, ϕ2(c1z) is analytic on Gδ(αc). Thus h2(z) is analytic on Gδ(αc),
and therefore hz(z) satisfies condition (C2a) of Lemma C.2. From (6.25)

of Lemma 6.8 and the fact that c1αc = θ
(1,max)
1 , it follows that, for some

constant K1 > 0,

lim
z→αc

z∈Gδ(αc)

ϕ2(c1z)− ϕ2(c1αc)

(αc − z)1/2
= −K1.(7.13)

Since

h2(z)− h2(αc) =
ϕ2(c1αc)− ϕ2(c1z)

ζc(z)
+ (ϕ2(c1zc)− ϕ2(c1αc))

ζc(αc)− ζc(z)

ζc(αc)ζc(z)
,
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we have

lim
z→αc

z∈Gδ(αc)

h2(z)− h2(αc)

(αc − z)1/2
=

K1

ζc(αc)
< 0.

Hence, h2(z) satisfies conditions (C2c). One can check that condition (C2b)
is also satisfied for h2(z) because of (6.8). Thus, applying Lemma C.2 with
λ = −1

2 , one yields that the measure for h2 has the exact tail asymptotic

x−3/2 exp(−αcx). Since this dominates that of ξ1 in (7.12) and γ2(c) < 0, by
Lemma D.1, pc(x) has exact asymptotic

fc(x) = x−3/2 exp(−αcx) for x > 0.

We next consider the case η(1) = θ(1,max) = θ(1,r). This case is exactly the
same as the previous one except that, for some K2 > 0,

lim
z→αc

z∈Gδ(αc)

(αc − z)1/2ϕ2(c1z) = K2

by Lemma 6.8. Since this implies

lim
z→αc

z∈Gδ(αc)

(αc − z)1/2h2(z) =
−K2

ζc(αc)
> 0,

Lemma C.2 implies that the measure for h2 has the exact tail asymptotic
x−1/2 exp(−αcx). Hence, again by Lemma D.1 and (7.12), pc(x) has the
exact asymptotic

(7.14) fc(x) = x−1/2 exp(−αcx) for x > 0.

(b1) Assume that β = β1< β2. In this case, either η(1) 6= θ(1,max), η(1) =
θ(1,max) 6= θ(1,r) or η(1) = θ(1,max) = θ(1,r). Note that η(1) is above θ(1,max)

and θ(1,r) for η(1) 6= θ(1,max). When αcc = η(1) 6= θ(1,max), ϕ2(z) has a simple
pole at z = τ1 and thus ψc(z) has a double pole because zc = αc. Therefore,
by Lemmas 6.6 and C.1, qc(x) has the exact tail asymptotic fc(x) given by

(7.15) fc(x) = xe−αcx for x ≥ 0.

We now consider αcc = η(1) = θ(1,max) 6= θ(1,r). In this case, ζc(αc) = 0
while γ1(c) > 0 and γ2(c) < 0. Since

(7.16) ζc(z) = −〈c,Σc〉(z − αc),



192 J. G. DAI AND M. MIYAZAWA

the same argument as in case (a.ii) when 0 ≤ β < β1 shows that h2(z) is
analytic in Gδ(αc), condition (C2b) is satisfied for h2(z), and

lim
z→αc

z∈Gδ(αc)

(αc − z)1/2h2(z) = − γ2(c)

〈c,Σc〉 lim
z→αc

z∈Gδ(αc)

ϕ2(c1z)− ϕ2(c1αc)

(αc − z)1/2
.

Applying Lemma C.2 with λ = 1/2, we have that pc(x) has the exact tail
asymptotic fc(x) given by (7.14).

We consider the remaining case that αcc = η(1) = θ(1,max) = θ(1,r). In this
case, we have representation (7.7), and therefore ψc(z) has a simple pole at
αc. Hence, the proof is identical to case (a.i) when αcc = θ(1,r), and pc(x)
has exact asymptotic given by (7.8).

(b2) Assume β = β1 = β2. In this case η(1) = η(2) = τ , γ2(c) > 0 and

γ1(c) > 0. We first claim τ1 < θ
(1,max)
1 . Otherwise, τ1 = θ

(1,max)
1 , which

implies that τ2 = θ
(1,max)
2 = θ

(1,Γ)
2 and we must have Category II, leading

to a contradiction. Thus, τ1 < θ
(1,max)
1 and hence ϕ2(c1z) has a simple pole

at αc by Lemma 6.6. Similarly, we can prove that τ2 < θ
(2,max)
2 and hence

and ϕ1(c2z) has a simple pole at αc by Lemma 6.7. We consider two cases
separately. When αcc 6∈ ∂Γ, we have ζc(αc) > 0. It follows from (7.9) in part
(a.i) of the proof of Theorem 2.2 that ψc(z) has a simple pole at z = αc. It
follows from Lemma C.1 that qc(x) has exact asymptotic fc(x) that is given
by (7.8). When αcc = η(1) ∈ ∂Γ, ζc(αc) = 0. It follows from (7.9) that ψc(z)
has a double pole at z = αc = zc. Thus, ψc(z) satisfies condition (C1a) of
Lemma C.1 for m = 1 and k0 = 2. Condition (C.4) is satisfied exactly as
in the proof of (a.i). By Lemma C.1, qc(x) has the exact asymptotic fc(x)
given by (7.15).

(b3) Assume that β1 < β < β2. In this case, the ray c intersects ∂Γ at αcc.
Thus, αc = zc < min(τ1/c1, τ2/c2) and ζc(αc) = 0. Therefore, the numerator
of (7.3) is analytic at αc. If the numerator of the right side of (7.3) vanishes
at z = αc, then z = αc is a removable singularity for ψc. This implies that
ψc is analytic at αc, leading to a contradiction. Therefore, from (7.3), ψc(c)
has a simple pole at z = αc. Applying Lemma D.4, we immediately see that
pc(x) has the exact asymptotic in (7.8).

(b4) Assume that β = β2. This case is symmetric to (b1).
It remains to consider case (c) when β2 ≤ β ≤ π

2 . This case is exactly the
same as case (a). This completes the proof of Theorem 2.2.

7.3. The proof of Theorem 2.3. Similar to the proof of Theorem 2.2, we
employ (7.3) or (7.4) to prove Theorem 2.3. Since the convergence domain
D is a rectangle for Category II, we have

η(1) = η(2) = τ ∈ ∂Γ
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and αc = min(τ1/c1, τ2/c2). We again consider three cases. Case (a) is for
0 ≤ β < β1, case (b) is for β = β1, and case (c) is for β1 < β ≤ π/2. As
in the proof of Theorem 2.2, for some cases we are not able to establish the
exact asymptotic for density pc(x). In these cases, we work with the moment
generating function ψc(z) of the tail probability qc(x) directly, where ψc(z)
is related to ψc(z) through (7.9).

(a) We assume that 0 ≤ β < β1. In this case, αc = τ1/c1, ϕ2(c1z) is
singular at z = αc while ϕ1(c2z) is analytic at z = αc. Furthermore, αcc 6=
θ(1,r) and zc < αc because β < β1. Therefore, ζc(αc) 6= 0 and γ2(c) 6= 0.

(a.i) Assume that τ1 6= θ
(1,max)
1 , namely, η(1) 6= θ(1,max). We first consider

the case when η(1) 6= θ(1,r). By Lemma 6.6, ϕ2(c1z) has a simple pole at
z = αc and ϕ1(c2z) is analytic at z = αc. Using the exact same proof as the
proof of (a.i) in Theorem 2.2, we prove that qc(x) has the exact asymptotic
given by (7.8).

We next consider the case when η(1) = θ(1,r). In this case, by Lemma 6.6,
ϕ2(z) has a double pole at z = τ1, thus ϕ2(c1z) has a double pole at z = αc.
Using the representation (7.9), we see that ψc(z) has a double pole at z =
αc. One can check, just as in the proof of case (a.i) in Theorem 2.2, that
conditions (C1a), (C1b) and (Cbc) are satisfied for ψc(z) with m = 1 and
k0 = 2. By Lemma C.1, qc(x) has exact asymptotic that is given by (7.15).

(a.ii) Assume that τ1 = θ
(1,max)
1 , namely, η(1) = θ(1,max). The proof is

similar to the proof of (a.ii) in Theorem 2.2. When θ(1,r) = θ(1,max), pc(x)
has exact asymptotic that is given by (7.8), where we have critically used
(6.27) instead of (6.24). When θ(1,r) 6= θ(1,max), pc(x) has exact asymptotic
that is given by (7.14), where we have critically used (6.28) instead of (6.25).

(b) We assume β = β1. In this case, we always have ζc(αc) = 0. We
first consider the case τ = θ(1,r). In this case, αcc = τ = θ(1,r), which
implies γ2(c) = 0. Thus, ψc(z) has representation (7.7). Because ζc(αc) = 0,
γ1(c) > 0, and it follows from (7.7), (7.5), and (7.16) that for some ǫ > 0

ψc(z) = − γ1(c)

〈c,Σc〉
ϕ1(c2z)

z(αc − z)
− 1

z
for 0 < ℜz < αc + 2ǫ

except at z = αc. By Lemma 6.7, ϕ1(c2z) has a simple pole at z = αc. Thus,
ψc(z) has a double pole at z = αc. Hence, ψc(z) satisfies condition (C1a) of
Lemma C.1 with m = 1 and k0 = 2. Similar to the proof for case (a.i) of
Theorem 2.2, we can prove that conditions (C1b) and (C1c) of Lemma C.1
are satisfied for ψc(z). Therefore, Lemma C.1 implies that qc(x) has the
exact asymptotic given by (7.15).

We next consider the case τ 6= θ(1,r) for β = β1. In this case ζc(αc) = 0,

γ2(c) > 0, and γ1(c) > 0. When τ1 < θ
(1,max)
1 , both ϕ1(c2z) and ϕ2(c1z)
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have a simple pole at z = αc, and ψc(z) has representation (7.9). Because
ζc(αc) = 0, it follows from (7.9) that ψc(z) has a double pole at z = αc.
Hence, ψc(z) satisfies condition (C1a) of Lemma C.1 withm = 1 and k0 = 2.
Following the proof as in case (a.i) of Theorem 2.2, conditions (C1b) and
(C1c) of Lemma C.1 are satisfied for ψc(z). Thus, Lemma C.1 implies that

qc(x) has the exact asymptotic given by (7.15). When τ1 = θ
(1,max)
1 , ϕ1(c2z)

has a simple pole at z = αc, and ϕ2(c1z) is analytic in Gδ(αc), but is singular
at z = αc. By Lemma D.2,

1

ζc(z)
ϕ1(c2z) and

1

ζc(z)
ϕ2(c1z)

are moment generating functions for some finite measures ξ1 and ξ2, re-
spectively. Similar to (7.5), there exists an ǫ > 0 such that the moment
generating function for ξ1([x,∞)) is given by

ψ1(z) =
1

z

(

1

ζc(z)
ϕ1(c2z)− ζc(0)ϕ1(0)

)

= − γ1(c)

〈c,Σc〉
ϕ1(c2z)

z(αc − z)
−ζc(0)ϕ1(0)

1

z
,

for ℜz < αc + 2ǫ except at z = αc. Because Category II implies that τ2 <

θ
(2,max)
2 , by Lemma 6.7, one can check that ψ1(z) satisfies condition (C1a)
of Lemma C.1 with m = 1 and k0 = 2. Following the same proof as in case
(a.i) of Theorem 2.2, we can prove that ψ1(z) satisfies conditions( C1b) and
(C1c) of Lemma C.1. Thus, by Lemma C.1, ξ1([x,∞)) has exact asymptotic
xe−αcx as x→ ∞. For the second moment generating function, it is analytic
in Gδ(αc), thus it satisfies condition (C2a) of Lemma C.2. Lemma 6.8 implies
that

lim
z→αc

z∈Gδ(αc)

(αc − z)1/2
1

ζc(z)
ϕ2(c1z)

exists and is nonzero by (7.13). Thus, the moment generating function satis-
fies condition (C2c) of Lemma C.2. Also, inequality (6.11) implies condition
(C2b) of Lemma C.2. Thus, we can apply Lemma C.2 to conclude that
ξ2([x,∞)) has exact asymptotic x−1/2e−αcx. Because γ1(c) > 0, γ2(c) > 0
and zc = αc, by (7.3) and Lemma D.1, the exact asymptotic of qc(x) is given
by (7.15).

(c) We assume β1 < β ≤ π/2. In this case, c2αc = τ2 and γ1(θ
(2,r)) = 0.

Because αc < τ1/c1, ϕ2(c1z) is analytic at z = αc. If β = β
(r)
2 , then γ1(c) = 0

but γ2(c) > 0. Thus, (7.3) reduces to

(7.17) ψc(z) =
γ2(c)

ζc(z)
ϕ2(c1z).
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Since ζc(αc) = 0, we can apply Lemma D.4, and therefore pc(x) has the

exact asymptotic given by (7.8). If β 6= β
(r)
2 , then ζc(αc) 6= 0. We here can

not have γ1(c) = 0 because the latter would imply (7.17), contradicting
the fact that ψc(z) is singular at z = αc. Therefore, we have ζc(αc) 6= 0 and
γ1(c) 6= 0. Therefore, ψc(z) has representation (7.9), from which we conclude
that ψc(z) has a simple pole at z = αc. Following the same proof as in (a.i)
of Theorem 2.2, we conclude that qc(x) has exact asymptotic fc(x) that is
given by (7.8). This completes the proof of Theorem 2.3.

8. Concluding remarks. In this section, we briefly discuss four topics.
They are the non-singular assumption on the covariance matrix Σ, the large
deviations rate function, the fine exact asymptotics, and an extension to
SRBMs in more than two dimensions.

Singular covariance matrix. Throughout this paper, we have assumed
that Σ is positive definite, which is equivalent to be non-singular. In appli-
cations, the covariance matrix Σ may be singular. Consider, for example, a
tandem queue that has a single Poisson arrival process at station 1. Each
station has a single server, and the service times at each station are de-
terministic. In this case, the two-dimensional queue length process can be
modeled by an SRBM that has a singular covariance matrix [12]. When Σ
is singular, the ellipse ∂Γ becomes a parabolic curve and the set Γ is not
bounded. The exact asymptotics analysis should be analogous to the analysis
in this paper, but the detailed analysis is not attempted in this paper.

Large deviations. We next consider the connection of convergence do-
main D with large deviations. As we discussed in Section 1, the rough asymp-
totics of P(Z(∞) ∈ uB) may be interesting for B ∈ B(R2

+). We here consider
the large deviations rate function I in (1.11) and (1.12). Let B be any con-
vex, closed set of R2

+ and u be a positive number. Since Z(∞) ∈ uB implies

u inf
v∈B

〈v, θ〉 ≤ 〈θ, Z(∞)〉 for each θ ∈ R
2,

we have

eu infv∈B〈v,θ〉
P(Z(∞) ∈ uB) ≤ E(e〈θ,Z(∞)〉) = ϕ(θ),

where infv∈B〈v, θ〉 may be −∞, for which the above inequality is trivial.
Hence, as long as ϕ(θ) <∞, that is, θ ∈ D,

lim sup
u→∞

1

u
log P(Z(∞) ∈ uB) ≤ − inf

v∈B
〈v, θ〉,

and therefore, letting Dmin = {θ ∈ D; θ1 ≥ θ
(1,min)
1 , θ2 ≥ θ

(2,min)
2 }, we have

lim sup
u→∞

1

u
logP(Z ∈ uB) ≤ − sup

θ∈D
inf
v∈B

〈v, θ〉 ≤ − sup
θ∈Dmin

inf
v∈B

〈v, θ〉.(8.1)
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γ1(θ) = 0

γ2(θ) = 0
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θ: contact point

θ
(2,min)

θ
(1,min)

Fig 13. The supremum of 〈v, θ〉 for θ ∈ D attains on Dmin

Since Dmin is a bounded convex set and 〈v, θ〉 is a continuous concave-
convex function when either θ or v is fixed, by Corollary 37.3.2 of [28], we
have

sup
θ∈Dmin

inf
v∈B

〈v, θ〉 = inf
v∈B

sup
θ∈Dmin

〈v, θ〉.

Furthermore, from the fact that 〈θ, v〉 for θ ∈ D attains the supremum on
the closure of Dmin for any v ∈ R

2
+ (see Figure 13), the right side of the

above inequality equals infv∈B supθ∈D〈v, θ〉. Hence, (8.1) yields

lim sup
u→∞

1

u
logP(Z ∈ uB) ≤ − inf

v∈B
sup
θ∈D

〈v, θ〉.(8.2)

Thus, if the rate function I exists, then, from (1.12), we have

I(v) ≥ J(v) ≡ sup
θ∈D

〈v, θ〉.(8.3)

Furthermore, comparing (8.2) with the rate function I in (1.11), we can
say this J is a very good candidate for the rate function I. One may ask
whether J is indeed the rate function using the I obtained in [1, 11]. This
question is also related to how the optimal path in the sample path large
deviations is related to the present results. These questions will be answered
in a subsequent paper. In particular, it will be shown that the equality in
(8.3) holds if and only if τ 6∈ D.

Another interesting question related to the large deviations is the exact
asymptotics of P(Z(∞) ∈ xv + B) for each directional vector v ≥ 0 and a
closed subset B of R2

+. This is a harder problem. It will also be investigated
in the subsequent paper.
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Fine exact asymptotics. For each direction c ∈ R
2
+, we have derived the

exact tail asymptotics for tail probability qc(x) in the form xκe−αx through
the left-most singular point of ψc. If we carefully examine our proofs in
Section 7.2, we can find its second left-most singular point in many cases.
This suggests a possibility to obtain a finer asymptotic function than the
one given in (1.6). That is, we may refine the tail asymptotics in the form of
(1.10). However, it is notable that constants bc, bd there can not be obtained
in general. Here, we present fine asymptotics fc(x) for qc(x) as x → ∞ for
three cases. They illustrate the potential and difficulty for pursuing general
cases.

We assume τ 6∈ Γ. Thus, we are always in Category I. Furthermore, η(1)

can not be identical with η(2), and line τ is strictly above η(1) and strictly

below η(2). We further assume that τ1 < θ
(1,max)
1 and τ2 < θ

(2,max)
2 (see

Figure 3).

(i) c is strictly above η(1) and below or on line τ : (see case (b) of Theo-
rem 2.2):
We first assume that c is strictly below line τ . The left-most singular
point αc of ψc(z) is the root of ζc(z) by (7.3). Hence, ψc(z) has a simple
pole at z = zc. The next singularity of ψc(z) occurs when either ϕ1(c2z)
or ϕ2(c1z) is singular at z. Because c is below line τ , we have τ1

c1
< τ2

c2
.

Then, ϕ2(c1z) is singular at point z = τ1
c1
, which is smaller than τ2

c2
,

the singular point of ϕ1(c2z). Therefore, z = τ1
c1

is the second left-most
singular point of ψc(z). We decompose ψc of (7.3) as

ψc(z) = g0(z) + g1(z)

where

g0(z) =
1

ζc(z)
(γ2(c)ϕ2(c1αc) + γ1(c)ϕ1(c2z)) ,

g1(z) =
γ2(c)

ζc(z)
(ϕ2(c1z)− ϕ2(c1αc)) .

It is easy to see that g0(z) has a simple pole at z = αc, and is analytic
for ℜz < τ2

c2
except for this pole. On the other hand, g1(z) has a

removable pole at z = αc, and is analytically extendable for ℜz < τ1
c1
,

and singular at z = τ1
c1
. In this case, ϕ2(c1z) has a simple pole there

by Lemma 6.6 because of the assumption τ1 < θ
(1,max)
1 . Hence, by

applying Lemma D.4 for g0 and Lemma C.1 for g1, we have

fc(x) = bce
−zcx + bde

−
τ1
c1

x
.(8.4)

where bc and bd are positive constants.
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(ii) c is on line τ :
In this case, τ1

c1
= τ2

c2
. Hence, both of ϕ1(c2z) and ϕ2(c1z) have singu-

larity at z = τ1
c1

= τ2
c2
. We then can use a similar argument as in (i) to

arrive at the same fine asymptotic (8.4).
(iii) c is on line η(1):

In this case, zc = αc = τ1/c1 and ϕ2(z) has a simple pole at z = τ1.
Hence, the leftmost singularity of ψc(z) is a double pole at z = αc,
and we need to find the singular point which has a smallest real part
from ϕ1(c2z) and ϕ2(c1z) for ℜz > αc. However, finding the second
singularity of ϕ2(c1z) is a bit complicated. To determine its second sin-

gularity, we use (6.8). Because τ2 > c2 > θ
(1,max)
2 , following the proof

of Lemma 6.6, except at z = τ1, ϕ2(z) has an analytic extension for

ℜz < θ
(1,max)
1 . Therefore, except at z = τ1/c1, ϕ2(c1z) has an analytic

extension for ℜz < θ
(1,max)
1 /c1. If τ2/c2 < θ

(1,max)
1 /c1, then τ2/c2 is the

second left-most singularity of ψc(z). By applying Lemma C.1, the tail
distribution qc(x) has the exact asymptotic:

fc(x) = bcxe
−zcx + bde

−
τ2
c2

x
.

Because f
2
(z) has a branch point at z = θ

(1,max)
1 , ϕ2(c1z) should be

singular at z = θ
(1,max)
1 /c1. However, we are not able to verify this

claim. Therefore, when τ2/c2 ≥ θ
(1,max)
1 /c1, we are not able to obtain

a fine asymptotic.

High dimensional SRBMs. The results in this paper may be extended
to cover SRBMs in d dimensions, where d ≥ 3. Indeed, Miyazawa and
Kobayashi [25] have conjectured such extensions. We hope the technical
results in the present paper will be useful to prove these challenging conjec-
tures.

APPENDIX A: DEFINITION OF AN SRBM

In this section, we present the standard definition of a semimartingale
reflecting Brownian motion (SRBM) in the d-dimensional orthant Rd

+, where
d is a positive integer. We also review the standard definition of positive
recurrence for an SRBM, connecting it with the alternative definition used
in Section 1.

Recall from Section 1 that µ is a constant vector in R
d, Σ is a d × d

symmetric and strictly positive definite matrix, and R is a d × d matrix.
We shall define an SRBM associated with the data (Rd

+, µ,Γ, R). For this, a
triple (Ω,F , {Ft}) will be called a filtered space if Ω is a set, F is a σ-field of



EXACT ASYMPTOTICS FOR SRBMS 199

subsets of Ω, and {Ft} ≡ {Ft, t ≥ 0} is an increasing family of sub-σ-fields
of F , i.e., a filtration.

Definition A.1. An SRBM associated with (Rd
+, µ,Γ, R) is a continu-

ous {Ft}-adapted d-dimensional process Z = {Z(t), t ≥ 0}, together with a
family of probability measures {Px, x ∈ S}, defined on some filtered space
(Ω,F , {Ft}) such that, for each x ∈ S, under Px, (1.1) and (1.4) hold, where,
writing W (t) = X(t)− µt for t ≥ 0, W is a d-dimensional Brownian motion
with covariance matrix Σ, an {Ft}-martingale such that W (0) = x Px-a.s.,
and Y is an {Ft}-adapted d-dimensional process such that Px-a.s. (1.2) and
(1.3) hold. Here (1.2) is interpreted to hold for each component of Y , and
(1.3) is defined to be

(A.1)

∫ t

0
1{Zi(s)6=0} dYi(s) = 0 for all t ≥ 0.

Definition A.1 gives the so-called weak formulation of an SRBM. It is a
standard definition adopted in the literature; see, for example, [7] and [30].
Note that condition (A.1) is equivalent to the condition that, for each t > 0,
Zj(t) > 0 implies Yj(t − δ) = Yj(t + δ) for some δ > 0. [27] showed that a
necessary condition for a (Rd

+, µ,Σ, R)-SRBM to exist is that the reflection
matrix R is completely-S (this term was defined in Section 1). [29] showed
that when R is completely-S, a (Rd

+, µ,Σ, R)-SRBM Z exists and Z is unique
in law under Px for each x ∈ S. Furthermore, Z, together with the family
of probability measures {Px, x ∈ R

d
+}, is a Feller continuous strong Markov

process.

APPENDIX B: IMPOSSIBLE CATEGORY

We show that the other category than Categories I, II and III is impossi-
ble.

Lemma B.1. The following category cannot occur:

(B.1) θ
(2,Γ)
1 > θ

(1,Γ)
1 and θ

(1,Γ)
2 > θ

(2,Γ)
2 .

Proof. Assume that (B.1) holds. Since γ2(θ
(1,Γ)) ≤ 0 and γ1(θ

(2,Γ)) ≤ 0,
we have

θ
(2,Γ)
1 r11 + θ

(2,Γ)
2 r21 ≤ 0, θ

(1,Γ)
1 r12 + θ

(1,Γ)
2 r22 ≤ 0.

Since r11, r22 > 0, then (B.1) implies that

θ
(1,Γ)
1 r11 + θ

(2,Γ)
2 r21 < 0, θ

(1,Γ)
1 r12 + θ

(2,Γ)
2 r22 < 0.
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These inequalities imply r21, r12 < 0 since θ
(k,Γ)
k ≥ 0. It follows that

θ
(1,Γ)
1 (r11r22 − r12r21) < 0.

This is impossible because of θ
(1,Γ)
1 ≥ 0 and the stability condition (2.2).

APPENDIX C: COMPLEX INVERSION TECHNIQUE

As we planed in Section 6, we use complex variable moment generating
functions for proving Theorems 2.2 and 2.3. In this section, we first present
classical results for obtaining exact tail asymptotics from a complex variable
moment generating function. For this, we refer to Doetsch [5] similarly to
[26].

Let f be a nonnegative valued, continuous and integrable function on
[0,∞), and define the complex variable function g as

g(z) =

∫ ∞

0
ezxf(x) dx, ℜz < α0,(C.1)

where α0 = cp(g)(≡ sup{θ ≥ 0 : g(θ) < ∞}). By Lemma 6.1, α0 is the left-
most singular point of g(z), and g(z) is analytic for ℜz < α0. We analytically
expand this function g, which is also denoted by g. We are interested in the
following two cases for α0 > 0.

(C1) g(z) has a pole at z = α0, and there is a positive number α1 > α0

such that g(z) is analytic except for this pole for ℜz < α1.
(C2) g(z) has a branch point at z = α0, and there is an angle δ ∈ [0, 12π)

such that g(z) is analytic on the set Gδ(α0) ≡ {z ∈ C : z 6= α0, | arg(z−
α0)| > δ}, where arg z ∈ (−π, π) is the principal part of the argument
of complex number z.

The basic idea for case (C1) is extracting a suitable function g0(z) from
g(z) so that g(z)−g0(z) is analytic ℜz < α1. From the assumptions in (C1),
g0(z) has a pole at z = α0. Let k ≥ 1 be the order of this pole. Then,

g0(z) =
c0

(α0 − z)k

for some constant c0 > 0. Choose α such that α0 < α < α1. Let Lv be the
boundary of the rectangle {z ∈ C; 0 ≤ ℜz ≤ α, |ℑz| ≤ v} for each v > 0.
Then, from the Cauchy integral formula, we have

1

2πi

∫

Lv

g0(z)e
−zxdz =

c0
Γ(k)

xk−1e−α0x, x ≥ 0.
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Denote the right side function by f0(t), and decompose g as

g(z) = g0(z) + g(z)− g0(z).

Because g(z) − g0(z) is analytic on the rectangle,

(C.2)

∫

∂Lv

e−xz(g(z) − g0(z))dz = 0.

Under the assumption (C1): f is nonnegative,
∫∞
0 f(x)dx < ∞ and f(x) is

continuous in (0,∞), the inversion formula

f(x) =
1

2πi

∫ +i∞

−i∞
e−xzg(z)dz

always holds. Assume that

lim
|y|→∞

sup
x∈[α0,α1]

|g(x + iy)| = 0,

and the integral
∫ +∞
−∞ e−ixyg(α+ iy)dy converges at a fixed x > 0. Applying

the counter integral on Lv to both sides of equation (C.2) and letting v → ∞,
we have for x > 0

f(x) =
1

2πi

∫ +i∞

−i∞
e−xzg(z)dz = f0(x) +

1

2πi

∫ α+i∞

α−i∞
e−xzg(z)dz

= f0(x) +
1

2πi
e−αx

∫ +∞

−∞
e−ixyg(α + iy)dy.

If the integral
∫ +∞
−∞ e−ixyg(α+iy)dy uniformly converges for x > T , where

T > 0 is some constant, by the Riemann-Lebesgue Lemma (c.f. [5, Theorem
23.3]),

lim
x→∞

∫ +∞

−∞
e−ixyg(α + iy)dy = 0.

Because α > α0, we have f(x) = f0(x) + o(e−αx) as x→ ∞.
We can similarly prove the following lemma, which is a special case of

Theorem 35.1 in [5].

Lemma C.1. Let g be the moment generating function of a nonnegative,
continuous and integrable function f . If the following conditions are satisfied
for some integer m ≥ 1 and some number αm > 0,
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(C1a) there is a complex variable function g0(z) such that, some in-
tegers kj and some numbers cj , αj for j = 0, 1, . . . m − 1 such that
0 < α0 < α1 < · · · < αm−1 < αm and

g0(z) =
m−1
∑

j=0

cj

(αj − z)kj
,

and g(z) − g0(z) is analytic for ℜz < αm,
(C1b) g(z) uniformly converges to 0 as z → ∞ for 0 ≤ ℜz ≤ αm,
(C1c) the integral

∫ +∞

−∞
e−iyxg(αm + iy)dy

uniformly converges for x > T for some T > 0,

then

f(x) =

m−1
∑

j=0

cj
Γ(kj)

xkj−1e−αjx + o(e−αmx), x→ ∞,(C.3)

where conditions (C1b) and (C1c) are satisfied if, for some constants
a, b, δ > 0,

|g(z)| < a

|z|1+δ
, ℜz ∈ [0, αm], |ℑz| > b.(C.4)

For case (C2), the situation is a bit complicated, but the idea is essen-
tially the same. We need the counter integral along the boundary of Gδ(α0)
instead of Fourier inversion formula. The following lemma is a special case
of Theorem 37.1 of Doetsch [5].

Lemma C.2. For the f, g of Lemma C.1, if the following two conditions
hold for some α > 0 and some δ ∈ [0, π2 ):

(C2a) g(z) is analytic on Gδ(α),
(C2b) g(z) → 0 as |z| → ∞ for z ∈ Gδ(α),
(C2c) for some a ∈ R, λ ∈ R and c0 ∈ R,

lim
z→α

z∈Gδ(α)

(α − z)λ
(

g(z) − a
)

= c0,(C.5)

then

f(x) =
c0

Γ(λ)
xλ−1e−αx(1 + o(1)).(C.6)
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where, Γ(λ) is the Gamma function as defined in Section 53 of Volume II of
[23] (see also Theorem 10.14 in its Section 54 for its integral representation),
and by convention 1

Γ(λ) = 0 when λ = 0,−1,−2, . . ..

APPENDIX D: DECOMPOSING A MOMENT GENERATING
FUNCTION

In application of Lemmas C.1 and C.2, we need to verify that the density
function f is continuous in (0,∞). Furthermore, we may need to decompose
the moment generating function g of interest into the linear combination
of moment generating functions for which those lemmas are applicable. We
present their details in this appendix. For convenience, we refer to an inte-
grable nonnegative function as a density. We first note the following basic
fact.

Lemma D.1. Let g1 and g2 be the moment generating functions of finite
measures ξ1 and ξ2 on [0,∞). For any non zero real constants d1 and d2, let

g(s) = d1g1(s) + d2g2(s) for s ≤ 0.

Then g is the moment generating function of the signed measure ξ defined
by

ξ(B) = d1ξ1(B) + d2ξ2(B), B ∈ B([0,∞)).

In particular, if ξ1 and ξ2 have densities f1 and f2, then ξ has density f

(D.1) f(x) = d1f1(x) + d2f2(x) for x ≥ 0.

In verifying the continuity of densities as well as decomposing moment
generating functions, the following two results are useful.

Lemma D.2. Assume that g is the moment generating function of a
finite measure ξ on [0,∞). Let s0 > 0 be fixed. Define, for k ∈ {1, 2, . . .},

h(s) =
g(s)

(s0 − s)k
for s ≤ 0.(D.2)

Then h is the moment generating function of some density function on
[0,∞). In particular, this density is continuous if ξ has has no atom.

Proof. Let g1(s) = (s0/(s0 − s))k for s ≤ 0. Then g1(s) is the mo-
ment generating function of the Erlang distribution with order k and mean
(ks0)

−1. Clearly, h(s) = g1(s)g2(s) for s ≤ 0, where g2(s) = g(s)/sk0 is the
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moment generating function of measure ξ/sk0 . Therefore, h is the moment
generating function of the convolution of measure ξ/sk0 and the Erlang dis-
tribution. Since the Erlang distribution has a density, this convolution must
have a density. The remaining statement is immediate from this convolution
and the fact that ξ has no atom.

Lemma D.3. Let g be the same as in Lemma D.2, and assume g(s1) is
finite for some constant s1 ∈ R. Let

h(s) =
g(s1)− g(s)

s1 − s
, s < s1.(D.3)

Then h is also the moment generating function of a density function on
[0,∞), and has the same convergence parameter as g (see Lemma 6.1 for
its definition). In particular, this density is continuous if ξ has no atom.

Proof. The statement on the convergence parameter is immediate from
the definition of h. For s < s1,

h(s) =

∫ ∞

0

e(s−s1)u − 1

s− s1
es1uξ(du)

=

∫ ∞

0

∫ u

0
e(s−s1)xdu es1uξ(du)

=

∫ ∞

0

∫ ∞

x
es1(u−x)ξ(du)esxdx.

Hence, h(s) is the moment generating function of the density e−s1x
∫∞
x es1u×

ξ(du), which is continuous in x if ξ has no atom.

In application of Lemma C.1, the condition (C1b) is annoying. In our
application, the following result is sufficient.

Lemma D.4. Assume a complex variable function h is given by (D.2)
with g such that ξ has no atom. Denote a continuous density on [0,∞)
whose moment generating function is h by f̃ . If g(s0 + ǫ) < ∞ for some
ǫ > 0, then

f̃(x) =
g(s0)

(k − 1)!
xk−1e−s0x + o(xk−1e−s0x), x→ ∞.(D.4)

Proof. For k = 1, we decompose g as

h(z) =
s0

(s0 − z)

g(s0)

s0
− g(s0)− g(z)

s0 − z
.
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By Lemmas D.2 and D.3, it is clear that g is a linear combination of moment
generating functions. Since s0/(s0−z) is the moment generating function of
the exponential distribution with mean 1/(s0) and (g(s0)− g(z))/(s0 − z) is
the moment generating function of the density g′(s0)e

−s0x
∫∞
x es0yξ(dy) (see

the proof of Lemma D.3), it follows from the above decomposition and the
no atom assumption that

f̃(x) = g(s0)e
−s0x − g′(s0)e

−s0x

∫ ∞

x
es0yξ(dy),

which clearly implies (D.4). For k ≥ 2, we can apply Lemma C.1 since (C.4)
is satisfied and g(z) is bounded for ℜz < s0 + ǫ/2. Hence, we get (D.4).

Once we get an asymptotic of the form xκe−αx for a density, we can get
the same asymptotic for the corresponding tail probability by the following
lemma.

Lemma D.5. Let p(x) be a measurable function on [0,∞). If p(x) =
bαxκe−αx + o(xκe−αx) as x → ∞ for some b, α > 0 and some real number
κ, then

∫ ∞

x
p(u)du = bxκe−αx + o(xκe−αx) as x→ ∞.(D.5)

Proof. Let ǫ > 0 be fixed. From the assumption on the p, there is an
x0 > 0 such that

|p(u)− bαuκe−αu| < ǫαuκe−αu for u ≥ x0.

Integrating both sides from x to ∞, we have, for any x ≥ x0,
∣

∣

∣

∣

∫ ∞

x
p(u)du− b

∫ ∞

x
uκαe−αudu

∣

∣

∣

∣

< ǫ

∫ ∞

x
uκαe−αudu.(D.6)

Since
∫ ∞

x
uκαe−αudu = xκe−αx +

∫ ∞

x
kuκ−1e−αudu,

and, by l’Hôpital’s rule,

lim
x→∞

1

xκe−αx

∫ ∞

x
kuκ−1e−αudu = lim

x→∞

−kxκ−1e−αx

(−αxκ + kxκ−1)e−αx
= 0,

it follows from (D.6) that

lim
x→∞

∣

∣

∣

∣

1

xκe−αx

∫ ∞

x
p(u)du− b

∣

∣

∣

∣

< ǫ.

This implies (D.5) since ǫ > 0 can be arbitrarily small.
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