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#### Abstract

This paper discusses the role of primal and (Lagrange) dual model representations in problems of supervised and unsupervised learning. The specification of the estimation problem is conceived at the primal level as a constrained optimization problem. The constraints relate to the model which is expressed in terms of the feature map. From the conditions for optimality one jointly finds the optimal model representation and the model estimate. At the dual level the model is expressed in terms of a positive definite kernel function, which is characteristic for a support vector machine methodology. It is discussed how least squares support vector machines are playing a central role as core models across problems of regression, classification, principal component analysis, spectral clustering, canonical correlation analysis, dimensionality reduction and data visualization.
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## 1. Introduction

The use of kernel methods has a long history and tradition in mathematics and statistics with fundamental contributions made by Moore, Aronszajn, Krige, Parzen, Kimeldorf and Wahba, and others [7, 20, 45, 56, 69, 86]. Kernels have been employed in methods of non-parametric statistics, estimation in Reproducing Kernel Hilbert Spaces (RKHS), Gaussian processes and Kriging. A further increasing interest in kernel-based methods has taken place in relation to methods of Support Vector Machines (SVM) [85], which have largely stimulated the research on kernel-based learning in general [21, 23, 41, 64, 69-71, 77, 85]. Especially on problems with a large number of input variables, many successful results in different application areas have been reported, also with the emergence of new technologies that generate high dimensional data such as for microarrays, proteomics, textmining and others.

For black-box modelling applications there has been interest in making use of universal approximators, such as with the use of multilayer perceptrons in the area of neural networks. Due to the often large amount of unknown coefficients, there is a high risk for overfitting the data. However, one can overcome this problem by making use of regularization. One obtains then an effective number of parameters (degrees of freedom) that is much smaller than the number of coefficients. Such regularization mechanisms are also prominently present in methods of support vector machines. A minimization of the regularization term corresponds in the context of classification problems to maximizing the margin. By making use of universal kernels like the Gaussian radial basis function kernel one obtains a flexible class of models. Model selection then typically amounts to the choice of regularization constants and kernel tuning parameters, aiming to achieve a good bias-variance trade-off. In a RKHS interpretation this corresponds to penalizing a norm defined on the unknown function which is restricted to belong to a reproducing kernel Hilbert space. The use of positive definite kernels allows one then to plug-in a large variety of kernel functions
including linear, polynomial, radial basis, splines, wavelets, kernels extracted from graphical models, textmining kernels and others.

Methods of SVMs for classification and regression relate to convex optimization theory [14]. The specification of the estimation problem at the primal level is done by formulating a constrained optimization problem, where the model is expressed in terms of a feature map. The optimal model representation is obtained together with the solution from the conditions for optimality. At the dual level (problem in the Lagrange multipliers) the model is expressed in terms of a positive definite kernel function. For given tuning parameters the problem is convex. Through the choice of an appropriate loss function one obtains a sparse representation in SVMs. A subset of the given training data constitutes the set of support vectors, which follows from solving a convex quadratic programming problem.

Given these attractive properties of SVMs, both conceptually and computationally, how might these be further extended in a systematic and constructive way, beyond problems of classification and regression? At this point Least Squares Support Vector Machines (LS-SVMs) [77] can be considered as core models for a wide range of problems in supervised and unsupervised learning and beyond. By making use of the $L_{2}$ loss and equality constraints, the conditions for optimality (Karush-Kuhn-Tucker conditions) for LS-SVMs become much simpler than for SVMs. Some key objectives of this approach are to:

- extend support vector machine methodologies to a wide range of problems in supervised and unsupervised learning (regression, classification, principal component analysis, canonical correlation analysis, spectral clustering) and in dynamical systems (identification of different model structures, recurrent networks, optimal control) and others;
- formulate problems in terms of constrained optimization with explicit use of regularization leading to a good generalization performance and to numerically well-conditioned methods;
- achieve primal and dual model representations, relevant for out-of-sample extensions and solving large scale problems;
- consider weighted versions towards statistical robustness and handling general loss functions;
- plug-in different loss functions and positive definite kernels;
- incorporate prior knowledge through additional constraints and conceive hierarchical modelling schemes using convex optimization techniques.

The emphasis of this paper is on illustrating the main concepts and potential of models with primal and dual representations, in particular for LS-SVMs and in connection to other methods. In general this may contribute to achieving an integrative understanding of the subject given its multi-disciplinary nature, being at the intersection of machine learning and neural networks, mathematics and statistics, pattern recognition and signal processing, systems and control, optimization and others. It also leads to a generic framework that can be applied to a large variety of application areas, especially towards high-dimensional problems.

This paper is organized as follows. Section 2 outlines function estimation in RKHS. Section 3 discusses primal and dual problems in support vector machine classifiers. In Section 4 LS-SVM core models are explained for classification, regression and kernel principal component analysis, together with sparseness, robustness and variable selection. Section 5 gives examples on additional constraints to the core models. In Section 6 weighted kernel PCA models for spectral clustering are discussed, including aspects of model selection and sparse representations. Section 7 focuses on dimensionality reduction and data visualization using kernel maps with a reference point. In Section 8 primal and dual problems for kernel canonical correlation analysis are explained, together with its use for independent component analysis.

## 2. Function estimation in RKHS

Kernel-based function estimation problems are commonly characterized as follows $[23,62,86]$ : for a given training data set $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{N}$ of $N$ training data with input data $x_{i} \in \mathbb{R}^{d}$ and output data $y_{i} \in \mathbb{R}$, find a function $f$ that minimizes the objective

$$
\begin{equation*}
\min _{f \in \mathcal{H}} \frac{1}{N} \sum_{i=1}^{N} L\left(y_{i}, f\left(x_{i}\right)\right)+\nu\|f\|_{K}^{2} \tag{2.1}
\end{equation*}
$$

where $L(\cdot, \cdot)$ denotes the chosen loss function and $\|f\|_{K}$ the norm in the reproducing kernel Hilbert space (RKHS) $\mathcal{H}$ defined by the kernel $K$. From the beginning, the unknown function $f$ is restricted here to belong to a reproducing kernel Hilbert space. The positive value $\nu$ denotes the regularization constant.

For any convex loss function, it can be shown that the solution to (2.1) is of the form

$$
\begin{equation*}
f(x)=\sum_{i=1}^{N} \alpha_{i} K\left(x, x_{i}\right) \tag{2.2}
\end{equation*}
$$

which is called the representer theorem. The model has the reproducing property

$$
\begin{equation*}
f(x)=\left\langle f, K_{x}\right\rangle_{K} \tag{2.3}
\end{equation*}
$$

with $K_{x}(\cdot)=K(x, \cdot)$.
By plugging-in different loss functions one obtains among the special cases:

$$
\begin{array}{ll}
L(y, f(x))=(y-f(x))^{2}: & \text { regularization network } \\
L(y, f(x))=|y-f(x)|_{\epsilon}: & \text { support vector regression }
\end{array}
$$

where $|\cdot|_{\epsilon}$ denotes the $\epsilon$-insensitive loss function with $\epsilon \geq 0$ (which is defined as $|y-f(x)|_{\epsilon}$ equals 0 if $|y-f(x)| \leq \epsilon$ and equals $|y-f(x)|-\epsilon$ otherwise), containing a region around the origin of width $2 \epsilon$ where the loss function equals zero. This region results into a sparse representation, meaning that many $\alpha_{i}$ coefficients are zero. For the case $\epsilon=0$ it corresponds to an $L_{1}$ estimator.

The regularization constant $\nu$ controls the bias-variance trade-off. Taking $\nu$ too small might result in overfitting the data, while $\nu$ too large might give a model that is not sufficiently flexible to explain the data. A common and practical approach to set $\nu$ is based e.g. on cross-validation or generalized crossvalidation [36]. Usually one is interested in estimating a model that minimizes the generalization error

$$
\begin{equation*}
E[f]=\int_{\mathcal{X} \times \mathcal{Y}} L(y, f(x)) d P(x, y) \tag{2.4}
\end{equation*}
$$

under the i.i.d. assumption, with random variables $x \in \mathcal{X}, y \in \mathcal{Y}$ drawn from an unknown probability distribution $P(x, y)$ which is assumed to be unknown but fixed. Different upper bounds and lower bounds on the generalization error have been derived, which are expressed in terms of the model complexity (e.g. VC dimension, Rademacher complexity) [22, 23, 69, 78, 85]. It has been shown that the leave-one-out error plays a vital role with respect to stability and generalization [13, 63]. Robust model selection criteria based on the influence function have been investigated in [27].

## 3. Support vector machine classifier

### 3.1. Primal and dual problem

While in a functional analysis setting (2.1) a support vector machine solution can be interpreted as plugging in a suitable loss function, SVMs have been originally conceived in a different way within the context of convex optimization theory [19, 85].

For a classifier problem with given training data $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{N}$ with input data $x_{i} \in \mathbb{R}^{d}$ and class labels $y_{i} \in\{-1,1\}$ one estimates the class labels using the model

$$
\hat{y}=\operatorname{sign}\left[w^{T} \varphi(x)+b\right]
$$

where the feature map $\varphi(\cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{n_{h}}$ maps the data from the input space to a high dimensional feature space. The classifier model corresponds to $\hat{y}=$ $\operatorname{sign}\left[\sum_{j=1}^{n_{h}} w_{j} \varphi_{j}(x)+b\right]$ with $\varphi(x)=\left[\varphi_{1}(x), \varphi_{2}(x), \ldots, \varphi_{n_{h}}(x)\right]^{T}$. This feature map is usually not explicitly defined at the beginning, but implicitly through choosing a positive definite kernel at the dual level.

The training problem for the SVM classifier is formulated as a constrained optimization problem. The primal problem $(P)$ is stated as:

$$
\begin{align*}
\min _{w, b, \xi} & \frac{1}{2} w^{T} w+c \sum_{i=1}^{N} \xi_{i}  \tag{3.1}\\
\text { subject to } & y_{i}\left[w^{T} \varphi\left(x_{i}\right)+b\right] \geq 1-\xi_{i}, \quad i=1, \ldots, N \\
& \xi_{i} \geq 0, \quad i=1, \ldots, N
\end{align*}
$$

where the objective function aims at achieving a trade-off between minimization of the regularization term (corresponding to maximization of the margin
$2 /\|w\|_{2}$ ) and the amount of tolerated misclassifications, controlled by the regularization constant $c>0$. The model that is expressed in terms of the feature map appears within the $N$ constraints. The slack variables $\xi_{i}$ are needed to tolerate misclassifications on the training data, in order to avoid that one would overfit and just memorize the data.

Conceiving the problem as a constrained optimization problem is important in order to create a different representation of the model in terms of Lagrange multipliers $\alpha_{i}$ (dual variables). These are associated with the first set of constraints in (3.1). One constructs the Lagrangian for the problem and characterizes the saddle point. The solution is given then by the convex quadratic programming problem (dual problem $(D)$ )

$$
\begin{align*}
\text { (D) } \max _{\alpha} & -\frac{1}{2} \sum_{i, j=1}^{N} y_{i} y_{j} K\left(x_{i}, x_{j}\right) \alpha_{i} \alpha_{j}+\sum_{j=1}^{N} \alpha_{j} \\
\text { subject to } & \sum_{i=1}^{N} \alpha_{i} y_{i}=0  \tag{3.2}\\
& 0 \leq \alpha_{i} \leq c, i=1, \ldots, N
\end{align*}
$$

where a positive definite kernel $K(\cdot, \cdot)$ is used satisfying

$$
\begin{equation*}
K(x, z)=\varphi(x)^{T} \varphi(z)=\sum_{j=1}^{n_{h}} \varphi_{j}(x) \varphi_{j}(z) \tag{3.3}
\end{equation*}
$$

for any pair of points $x, z \in \mathbb{R}^{d}$ (which is often called the kernel trick). From the conditions for optimality it further follows that $w=\sum_{i=1}^{N} \alpha_{i} y_{i} \varphi\left(x_{i}\right)$ such that one obtains the following dual representation of the model

$$
\begin{equation*}
\hat{y}=\operatorname{sign}\left[\sum_{i \in \mathcal{S}_{S V}} \alpha_{i} y_{i} K\left(x, x_{i}\right)+b\right] \tag{3.4}
\end{equation*}
$$

where $\mathcal{S}_{S V}$ denotes the set of support vectors (which is a subset of the training data set) corresponding to the non-zero $\alpha_{i}$ values. This set automatically follows from solving the convex quadratic programming problem (3.2). Note that the size of the kernel matrix in the quadratic programming problem grows with the number of training data $N$. On the other hand it is independent of the dimension $d$ of the input space. For large data sets often chunking and decomposition methods are applied.

### 3.2. Positive definite kernel and feature map

In (3.3) the choice of a positive definite kernel guarantees the existence of a feature map. Only inner products on the feature map are appearing in the derivations, which are replaced then by the positive definite kernel. In fact one can read to equation in two possible ways: from left to right or from right to left.

From left to right in (3.3) one fixes the choice of a positive definite kernel. This guarantees then the existence of an underlying feature map. In this case one does not need to the know an explicit expression for the feature map. From right to left in (3.3) one may also explicitly define a feature map and correspondingly obtain the kernel from $K(x, z):=\varphi(x)^{T} \varphi(z)$.

Some basic choices of commonly used kernels are:

$$
\begin{align*}
& K\left(x, x_{i}\right)=x_{i}^{T} x \quad \text { (linear kernel) } \\
& \left.K\left(x, x_{i}\right)=\left(x_{i}^{T} x+\tau\right)^{d_{p}}, \tau \geq 0 \quad \text { (polynomial kernel of degree } d_{p}\right) \\
& K\left(x, x_{i}\right)=\exp \left(-\left\|x-x_{i}\right\|_{2}^{2} / \sigma^{2}\right) \quad \text { (Gaussian radial basis function kernel). } \tag{3.5}
\end{align*}
$$

These kernels need a careful model selection for the tuning parameters $\sigma, \tau, c$. In the case of the linear and polynomial kernel the feature map is finite dimensional. For a Gaussian kernel it is infinite dimensional ${ }^{1}$.

The kernel trick has also been further used on its own in order to generate kernel versions of existing algorithms. For example with respect to cluster algorithms, instead of computing the Euclidean distance $\|x-z\|_{2}$ in the input space between data points $x$ and $z$, one can create a distance measure by considering the distance in the feature space as

$$
\|\varphi(x)-\varphi(z)\|_{2}^{2}=K(x, x)+K(z, z)-2 K(x, z)
$$

and use a suitable kernel function then for the given data type. In this context it is also interesting to see that considering the angle $\theta_{x z}$ between two vectors $x$ and $z$ in the input space with $\cos \theta_{x z}=x^{T} z /\left(\|x\|_{2}\|z\|_{2}\right)$ becomes a normalized kernel function $\tilde{K}(\cdot, \cdot)$ when considering this in the feature space:

$$
\begin{equation*}
\cos \theta_{\varphi(x), \varphi(z)}=\frac{\varphi(x)^{T} \varphi(z)}{\|\varphi(x)\|_{2}\|\varphi(z)\|_{2}}=\frac{K(x, z)}{\sqrt{K(x, x)} \sqrt{K(z, z)}}=\tilde{K}(x, z) \tag{3.6}
\end{equation*}
$$

Though such a straightforward application of the kernel trick looks attractive at first sight, it might be dangerous. When employing e.g. a Gaussian kernel the model might easily become too flexible (which is often revealed in numerical ill-conditionings). There is a need then to additionally introduce regularization in the scheme in order to avoid overfitting and to achieve a good generalization performance. To avoid such problems often ad hoc regularization schemes are applied afterwards. A more principled approach is taken with methods of least squares support vector machines: regularization terms are considered from the beginning in the primal formulations. These models are also easier to extend to a wider class of problems in supervised and unsupervised learning than standard SVMs.
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## 4. LS-SVM core models

### 4.1. Core models in supervised and unsupervised learning

In least squares support vector machines one works with equality constraints instead of inequality constraints and an $L_{2}$ loss function. Advantages are that

- characterizing the conditions for optimality becomes simpler. The core models are easier extendable with additional constraints;
- it becomes possible to extend support vector methodology to a wide range of problems in supervised and unsupervised learning and beyond;
- it captures the simple essence while still providing high performant models (often also with easier software implementations);
- it leads to numerically reliable schemes and problems for which issues like conditioning are better understood.

These points will be further illustrated in the sequel of this paper.

## Classification

The LS-SVM classifier training is formulated as follows [74]

$$
\begin{array}{cl}
\min _{w, b, e_{i}} & \frac{1}{2} w^{T} w+\gamma \frac{1}{2} \sum_{i=1}^{N} e_{i}^{2}  \tag{4.1}\\
\text { subject to } & y_{i}\left[w^{T} \varphi\left(x_{i}\right)+b\right]=1-e_{i}, \quad i=1, \ldots, N
\end{array}
$$

Instead of considering the value 1 within the constraints as a threshold value, it is taken here as a target value. This implicitly corresponds to a regression on the class labels $\pm 1$, from which the link between this method and kernel Fisher discriminant analysis can be understood.

From the Lagrangian

$$
\mathcal{L}(w, b, e ; \alpha)=\frac{1}{2} w^{T} w+\gamma \frac{1}{2} \sum_{i=1}^{N} e_{i}^{2}-\sum_{i=1}^{N} \alpha_{i}\left\{y_{i}\left[w^{T} \varphi\left(x_{i}\right)+b\right]-1+e_{i}\right\}
$$

with Lagrange multipliers $\alpha_{i}$, one takes the conditions for optimality which are given by

$$
\begin{cases}\partial \mathcal{L} / \partial w=0 & \rightarrow w=\sum_{i} \alpha_{i} y_{i} \varphi\left(x_{i}\right)  \tag{4.2}\\ \partial \mathcal{L} / \partial b=0 & \rightarrow \sum_{i} \alpha_{i} y_{i}=0 \\ \partial \mathcal{L} / \partial e_{i}=0 & \rightarrow \gamma e_{i}=\alpha_{i}, i=1, \ldots, N \\ \partial \mathcal{L} / \partial \alpha_{i}=0 & \rightarrow y_{i}\left[w^{T} \varphi\left(x_{i}\right)+b\right]=1-e_{i}, i=1, \ldots, N\end{cases}
$$

Eliminating $w, e$ and writing the solution in $\alpha, b$ gives the square linear system

$$
\left[\begin{array}{c|c}
0 & y^{T}  \tag{4.3}\\
\hline y & \Omega^{(y)}+I / \gamma
\end{array}\right]\left[\begin{array}{c}
b \\
\hline \alpha
\end{array}\right]=\left[\begin{array}{c}
0 \\
\hline 1_{N}
\end{array}\right]
$$

where $\Omega_{i j}^{(y)}=y_{i} y_{j} \varphi\left(x_{i}\right)^{T} \varphi\left(x_{j}\right)=y_{i} y_{j} K\left(x_{i}, x_{j}\right)$ and column vectors $y=\left[y_{1} ; \ldots\right.$; $\left.y_{N}\right]=\left[y_{1} \ldots y_{N}\right]^{T}, 1_{N}=[1 ; \ldots ; 1]$ and $I$ the identity matrix. For the LS-SVM classifier model $\mathcal{M}$ evaluated at any point $x_{*} \in \mathbb{R}^{d}$, the primal $(P)$ and dual $(D)$ model representations and corresponding prediction $\hat{y}_{*}$ are given by


The proximal support vector machine classifier [33] has been related to the LSSVM. A main difference is that the former regularizes the bias (intercept) term $b$ as well.

## Regression

In a similar way one can perform a ridge regression in the feature space [67, 77] with additional bias term $b$

$$
\begin{align*}
\min _{w, b, e_{i}} & \frac{1}{2} w^{T} w+\gamma \frac{1}{2} \sum_{i=1}^{N} e_{i}^{2}  \tag{4.5}\\
\text { subject to } & y_{i}=w^{T} \varphi\left(x_{i}\right)+b+e_{i}, \quad i=1, \ldots, N
\end{align*}
$$

which gives as dual problem

$$
\left[\begin{array}{c|c}
0 & 1_{N}^{T}  \tag{4.6}\\
\hline 1_{N} & \Omega+I / \gamma
\end{array}\right]\left[\begin{array}{c}
b \\
\hline \alpha
\end{array}\right]=\left[\begin{array}{c}
0 \\
\hline y
\end{array}\right]
$$

where $\Omega_{i j}=\varphi\left(x_{i}\right)^{T} \varphi\left(x_{j}\right)=K\left(x_{i}, x_{j}\right)$. The corresponding primal and dual model representations are


## Kernel principal component analysis

Kernel principal component analysis as proposed in [68] can be obtained as the dual problem to the following LS-SVM formulation [79]:

$$
\begin{array}{cl}
\min _{w, b, e_{i}} & -\frac{1}{2} w^{T} w+\gamma \frac{1}{2} \sum_{i=1}^{N} e_{i}^{2}  \tag{4.8}\\
\text { subject to } & e_{i}=w^{T} \varphi\left(x_{i}\right)+b, \quad i=1, \ldots, N
\end{array}
$$

The problem in the Lagrange multipliers $\alpha_{i}$ related to the constraints is then given by

$$
\begin{equation*}
\Omega^{(c)} \alpha=\lambda \alpha \text { with } \lambda=1 / \gamma \tag{4.9}
\end{equation*}
$$

where $\Omega_{i j}^{(c)}=\left(\varphi\left(x_{i}\right)-\hat{\mu}_{\varphi}\right)^{T}\left(\varphi\left(x_{j}\right)-\hat{\mu}_{\varphi}\right)$ denote the elements of the centered kernel matrix and $\hat{\mu}_{\varphi}=(1 / N) \sum_{i=1}^{N} \varphi\left(x_{i}\right)$. The centering of the kernel matrix is automatically obtained from the conditions for optimality by taking a bias term $b$ in the model.

The interpretation between (4.8) and kernel PCA is as follows:

1. Pool of candidate components:

Equation (4.8) characterizes the pool of all candidate components. Note that all eigenvectors which are the solution to (4.9) lead to a value zero for the objective function $-\frac{1}{2} w^{T} w+\gamma \frac{1}{2} \sum_{i=1}^{N} e_{i}^{2}$. The corresponding possible choices of the regularization constant $\gamma$ follow from the eigenvalues $\lambda=$ $1 / \gamma$ of the different possible solutions.
2. Relevant components:

For the kernel PCA problem one is interested in the components that are maximizing the variance. The component corresponding to $\lambda_{\max }$ results in maximizing the second term in the objective $\gamma \frac{1}{2} \sum_{i=1}^{N} e_{i}^{2}$.
The primal and dual model representations are given by


By means of this underlying model it is also clear how out-of-sample extensions can be made. When making eigenvalue decompositions on data matrices directly, as commonly done in the literature, the out-of-sample extension aspects are mostly unclear. The model with out-of-sample extensions also enables to evaluate on validation data.

## Solving in primal or dual?

In case the feature map is finite dimensional and explicitly known one has the choice between solving the primal or the dual problem (for the Gaussian kernel on the other hand one can only solve the dual). Consider e.g. the case of a linear parametric regression model $\hat{y}=w^{T} x+b$ with $w \in \mathbb{R}^{d}$. The dual representation of the linear model is $\hat{y}=\sum_{i=1}^{N} \alpha_{i} x_{i}^{T} x+b$ with $\alpha \in \mathbb{R}^{N}$. One distinguishes between the following cases then:

- Case $d$ small, $N$ large: solving the primal problem in $w \in \mathbb{R}^{d}$ is more convenient.
- Case $d$ large, $N$ small: solving the dual problem in $\alpha \in \mathbb{R}^{N}$ is more convenient.

Therefore within a setting of primal-dual model representations one can tailor the approach towards the given data problem, while preserving the global picture with parametric interpretations in the primal and kernel representations in the dual. This view is further exploited in fixed-size kernel models with estimation in the primal based on general positive definite kernels. In the next subsection this topic is further addressed.

### 4.2. Sparseness and robustness

Though the use of least squares and equality constraints simplifies the formulations, it also has the drawback that in general no sparse model representation is obtained and the estimator is non-robust. However, different methods have been developed to overcome these problems.

## Sparseness: Fixed-size kernel models

Reduction and pruning techniques have been used to achieve the sparse representation in a second stage, which have been successfully applied [77]. A different approach which makes use of the primal-dual setting are fixed-size techniques. The fixed-size method has the following main characteristics:

1. For a given positive definite kernel, estimate an approximate finite dimensional feature map based on a small subset of the training data;
2. Define a selection criterion for obtaining the subset;
3. Estimate the model in the primal leading to a model of the form

$$
\begin{equation*}
\hat{y}=\sum_{i \in \mathcal{S}} \beta_{i} K\left(x, x_{i}\right)+b \tag{4.11}
\end{equation*}
$$

where $\mathcal{S}$ is a subset of the training data set.
For fixed-size LS-SVMs proposed in [77] step 1 is based on the Nyström approximation as proposed in the context of Gaussian processes [88]. A direct consequence of step 2 is that a sparse representation is obtained with a number of support vectors and dimensionality of the feature space equal to the size of the subset. In step 3, instead of taking the subset at random, the support vectors are chosen such that the sum of the elements of the kernel matrix is optimized, which characterizes the quadratic Renyi entropy. In this way the support vectors act as prototypes for the underlying input data distribution, as in vector quantization methods. While vector quantization approaches have been studied in the past for placing the centers of radial basis function networks, the fixed-size techniques are applicable to a broader class of positive definite kernels. It is also based on the existing connection between kernel PCA and density estimation [35].

Optimized versions of fixed-size LS-SVMs are currently applicable to large data sets with a million of data points for training and tuning on a personal computer [26]. Successful applications in electricity load forecasting have been reported in [31].

## Robust regression: Weighting

For linear parametric models it is well-known that outliers may breakdown the quality of the estimated model when using a least squares estimator. A key element at this point is that the derivative of the loss function is not bounded, which on the other hand is the case when using e.g. the Huber loss function. When using an $L_{2}$ loss function with kernel-based models the situation is not as bad as in the linear parametric case. When using a bounded kernel such as the Gaussian kernel the model quality will rather be locally instead of globally destroyed. Nevertheless, it might be important to further improve the estimates. A procedure proposed for use in LS-SVM regression [76] is to first estimate with an $L_{2}$ loss function and then further apply (an) additional weighting step(s) by weighted least squares:

$$
\begin{array}{cl}
\min _{w, b, e_{i}} & \frac{1}{2} w^{T} w+\gamma \frac{1}{2} \sum_{i=1}^{N} v_{i} e_{i}^{2}  \tag{4.12}\\
\text { subject to } & y_{i}=w^{T} \varphi\left(x_{i}\right)+b+e_{i}, \quad i=1, \ldots, N
\end{array}
$$

The influence of outlier points is down-weighted in this scheme by associating a small weight $v_{i}$ to them in view of robust statistics [42,65]. The choice of the weights is based on the distribution of the residuals $e_{i}$ from the first (unweighted) estimation step. In [28] fast convergence and robust estimation by means of using a logistic weighting and bounded kernels has been reported. Further theoretical studies on robust model selection and conditions on the weighting, loss function and kernel have been made in $[27,28]$.

In general, with respect to the choice of the loss function, one has two possible ways to proceed: top-down or bottom-up. Either one chooses the loss function in a top-down fashion and, in case of a convex loss function $L(\cdot)$, in

$$
\begin{array}{cl}
\min _{w, b, e_{i}} & \frac{1}{2} w^{T} w+\gamma \frac{1}{2} \sum_{i=1}^{N} L\left(e_{i}\right)  \tag{4.13}\\
\text { subject to } & y_{i}=w^{T} \varphi\left(x_{i}\right)+b+e_{i}, \quad i=1, \ldots, N
\end{array}
$$

one applies a convex optimization procedure to compute the unique solution to the problem. Otherwise, in a bottom-up way as described above in (4.12), one starts from the simpler LS-SVM model and further improves the estimates by reweighting. In both approaches least squares plays a central role. In the top-down procedure, when using e.g. an interior point algorithm for convex optimization (and other methods as [61]) the reduced Karush-Kuhn-Tucker system to be solved at one iteration step has the same structure as one single LS-SVM. In the bottom-up approach few re-weighting steps are needed, in practice often one additional step is satisfactory [25]. Besides producing robust estimates the bottom-up approach might also give a computational advantage. The applied weighting will implicitly correspond to a modified loss function (with bounded derivative). Also in sparse recovery problems the importance of iteratively reweighted least squares has been stressed [24].

Kernel component analysis: Robustness and sparseness
Also in unsupervised learning, the issue of robustness has been studied. New methods of Kernel Component Analysis (KCA) [2] have been studied, with robust and sparse modifications to kernel PCA. This is done by starting from the LS-SVM formulation to kernel PCA and plugging-in different loss functions $L(\cdot)$ :

$$
\begin{array}{cl}
\min _{w, b, e_{i}} & -\frac{1}{2} w^{T} w+\gamma \sum_{i=1}^{N} L\left(e_{i}\right)  \tag{4.14}\\
\text { subject to } & e_{i}=w^{T} \varphi\left(x_{i}\right)+b, \quad i=1, \ldots, N .
\end{array}
$$

Kernel component analysis has been studied for the Huber loss function and weighted least squares. In the weighted least squares approach one takes $L\left(e_{i}\right)=$ $\frac{1}{2} v_{i} e_{i}^{2}$. The components are computed then in different stages, where in stage $k$ the new component is made orthogonal with respect to the $k-1$ previous components. The knowledge of the previous components is incorporated by additional orthogonality constraints to the primal problem. It leads to solving a sequence of generalized eigenvalue problems [2]. When employing a Huber loss with epsilon-insensitive zone, sparse and robust KCA models are obtained, which is illustrated in Figure 1. In contrast with regression problems, the different components have different degrees of sparseness in this case [2].


Fig 1. Robust denoising using Kernel Component Analysis: (Top-left) Original digit; (Topright) digit corrupted by outliers and Gaussian noise; (Bottom-left) KPCA reconstruction result; (Bottom-right) KCA reconstruction result using a Huber loss function with epsiloninsensitive zone. The algorithms were trained on 300 images from the CI "multiple features" dataset. The number of components used was 32.

### 4.3. Variable selection

With the use of Gaussian kernels a common method for classification and regression is automatic relevance determination [50] where instead of one single kernel parameter $\sigma$ a diagonal weighting matrix $W$ is considered by taking $K(x, z)=\exp \left(-(x-z)^{T} W(x-z)\right)$ where the elements of $W$ are positive. Using Bayesian inference these elements are inferred at a higher level of inference [77]. For the linear kernel one can take in a similar way $K(x, z)=x^{T} W z$. Note that leaving out the $j$-th variable from the model corresponds to setting $W_{j j}=0$. One typically searches then for a subset of variables that minimizes e.g. the leave-one-out error or cross-validation error, which results into solving a combinatorial optimization problem. Common heuristics that are used as alternative to the latter are forward or backward subset selection methods. In kernel-based modelling, the process of variable selection is usually time-consuming. Computationally efficient techniques based on low-rank updates for fast variable selection have therefore been proposed in [55]. Currently these can be applied for the case of linear and polynomial kernels. An overview of filtering, wrapper and embedded methods for variable selection in support vector machine classifiers with applications in chemometrics has been reported in [49].

A number of methods for variable selection are based on convex optimization. While in a linear parametric setting one has a large flexibility in taking different loss functions and regularization terms, in SVM and LS-SVM formulations the 2-norm based regularization term $w^{T} w$ is crucial in order to generate the kernelbased representation in the dual from the conditions for optimality. The choice of other norms on $w$ (like e.g. $L_{1}$ regularization or LASSO [81]) within the SVM or LS-SVM primal problem is only possible for an explicitly given expression of a finite dimensional feature map and provided one directly solves the primal problem. In this case the problem reduces to estimating the parameters of a parameterized model for a fixed set of basis functions. In the linear SVM case one therefore has more flexibility in using different norms for achieving sparse representations for variable selection (see e.g. [15]). A conceptually different approach of defining LS-SVM substrates has been proposed as a more general alternative [59]. It conceives different hierarchical levels where at the basic level the LS-SVM substrate is taken with an additive (instead of a multiplicative) regularization trade-off. The variable selection problem is then defined at a higher hierarchical level e.g. with the use of $L_{1}$ regularization. Computationally, the different hierarchical levels are fused into solving a convex optimization problem.

## 5. Core models plus additional constraints

The optimization setting enables to add different regularization terms and constraints in a systematic way. After conceiving and formulating the problem in the primal, from the conditions for optimality one obtains the optimal kernel based model representation and the final model estimate (Figure 2).

Some examples are given here to illustrate this.


FIG 2. Schematical illustration of conceiving the primal problem as a core model that is systematically extendable with additional constraints and regularization terms. The optimal model representation and model estimates follow from the conditions for optimality.

## Multi-class problems

Multi-class problems have been approached using LS-SVMs by including additional sets of constraints in the primal formulation. For a given training data set $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{N}$ with $x_{i} \in \mathbb{R}^{d}$ and $y_{i} \in \mathbb{R}^{n_{y}}$ where $n_{y}$ denotes the number of output variables with $y_{i}=\left[y_{i}^{(1)} ; \ldots ; y_{i}^{\left(n_{y}\right)}\right]$, one formulates

$$
\begin{array}{cl}
\min _{w^{(j)}, b^{(j)}, e_{i}^{(j)}} & \frac{1}{2} \sum_{j=1}^{n_{y}} w^{(j)^{T}} w^{(j)}+\frac{1}{2} \sum_{j=1}^{n_{y}} \gamma_{j} \sum_{i=1}^{N} e_{i}^{(j)^{2}} \\
\text { subject to } & y_{i}^{(1)}\left[w^{(1)^{T}} \varphi^{(1)}\left(x_{i}\right)+b^{(1)}\right]=1-e_{i}^{(1)}, \quad i=1, \ldots, N, \\
& y_{i}^{(2)}\left[w^{(2)^{T}} \varphi^{(2)}\left(x_{i}\right)+b^{(2)}\right]=1-e_{i}^{(2)}, \quad i=1, \ldots, N, \\
& \vdots \\
& y_{i}^{\left(n_{y}\right)}\left[w^{\left(n_{y}\right)^{T}} \varphi^{\left(n_{y}\right)}\left(x_{i}\right)+b^{\left(n_{y}\right)}\right]=1-e_{i}^{\left(n_{y}\right)}, \quad i=1, \ldots, N .
\end{array}
$$

The classifier is based in this case on a number of $n_{y}$ estimated output values $\hat{y}_{*}^{(j)}=\operatorname{sign}\left[w^{(j)^{T}} \varphi^{(j)}\left(x_{*}\right)+b^{(j)}\right]$ for $j=1, \ldots, n_{y}$. For each part one may consider a different feature map $\varphi^{(j)}(\cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{n_{h_{j}}}$. The number $n_{y}$ depends then on the chosen coding/decoding scheme (e.g. one versus one, one versus all, minimal output coding) $[34,75,77,84]$. Also the regression case with multiple outputs has been handled in a similar way [77].

## Monotonicity constraints

If one has the prior knowledge that the estimated values $\hat{y}_{i}$ (where $y_{i}=\hat{y}_{i}+e_{i}$ ) have to satisfy the ordering $\hat{y}_{1} \leq \hat{y}_{2} \leq \cdots \leq \hat{y}_{N}$, one can add these constraints pointwise in a pairwise way at the primal level:

$$
\begin{array}{cl}
\min _{w, b, e} & \frac{1}{2} w^{T} w+\gamma \frac{1}{2} \sum_{i=1}^{N} e_{i}^{2}  \tag{5.2}\\
\text { subject to } & y_{i}=w^{T} \varphi\left(x_{i}\right)+b+e_{i}, \quad i=1, \ldots, N \\
& w^{T} \varphi\left(x_{i}\right) \leq w^{T} \varphi\left(x_{i+1}\right), \quad i=1, \ldots, N-1
\end{array}
$$

In [57] this has been discussed in the context of estimating cumulative distribution functions, for the case (5.2) and the case of monotone Chebyshev kernel regression. Related work of knowledge incorporation has also been addressed in [51].

## Structure detection

$L_{1}$ regularization is a common tool in parametric methods to achieve a sparse solution vector (e.g. LASSO estimator, compressed sensing). In [58] an $L_{1}$ regularization mechanism has been used on top of an LS-SVM core model:

$$
\begin{array}{cl}
\min _{w^{(p)}, e, t_{p}} & \frac{1}{2} \sum_{p=1}^{P} w^{(p)^{T}} w^{(p)}+\gamma \frac{1}{2} \sum_{i=1}^{N} e_{i}^{2}+\mu \sum_{p=1}^{P} t_{p} \\
\text { subject to } & y_{i}=\sum_{p=1}^{P} w^{(p)^{T}} \varphi^{(p)}\left(x_{i}^{(p)}\right)+e_{i}, \quad i=1, \ldots, N  \tag{5.3}\\
& -t_{p} \leq w^{(p)^{T}} \varphi^{(p)}\left(x_{i}^{(p)}\right) \leq t_{p}, \quad i=1, \ldots, N ; p=1, \ldots, P .
\end{array}
$$

In this case an additive or componentwise model is used where each of the components $p=1, \ldots, P$ is equipped with a feature map $\varphi^{(p)}$. At the dual level this leads to a sum of kernel functions (as in an additive model [40, 86]). The structure detection has been done then by inspecting how the solution changes when varying the regularization constant $\mu$. This is illustrated on a synthetic example created from the motorcycle data set in Figure 3. In this method, components which persist with a large non-zero $t_{p}$ value for a wide range of $\mu$ values, are considered to be relevant. Instead of the scheme (5.3) with multiplicative regularization trade-off, an alternative scheme with additive regularization trade-off has been investigated in [58, 60].

## Semi-supervised learning

In [48] a semi-supervised learning model has been formulated by adding constraints that specify whether a point has been labeled or not:


FIG 3. Illustration of structure detection by (5.3) on a synthetic example based on the univariate motorcycle data set ( 9 irrelevant input variables have been artificially added with random and spurious components): (Top) comparison between basic LS-SVM regression (solid line) and structure detection (dashdot line) (for $\mu=3000$ ); (Bottom) Optimal values $t_{p}$ for each of the $p=1, \ldots, P$ components as a function of the regularization constant $\mu$.

$$
\begin{array}{cl}
\min _{w, b, e, \hat{y}} & \frac{1}{2} w^{T} w+\gamma \frac{1}{2} \sum_{i=1}^{N} e_{i}^{2}+\eta \frac{1}{2} \sum_{i, j=1}^{N} v_{i j}\left(\hat{y}_{i}-\hat{y}_{j}\right)^{2}  \tag{5.4}\\
\text { subject to } & \hat{y}_{i}=w^{T} \varphi\left(x_{i}\right)+b, \quad i=1, \ldots, N \\
& \hat{y}_{i}=\nu_{i} y_{i}-e_{i}, \nu_{i} \in\{0,1\}, \quad i=1, \ldots, N
\end{array}
$$

with $\nu_{i}=1$ for a labeled point and $\nu_{i}=0$ for an unlabeled point. Related but different formulations for semi-supervised learning in RKHS have been discussed in $[10,16]$ and for graph-based learning in [82].

## Colored noise models

In $[30,31]$ auto-correlated errors have been modelled by adding constraints to the core model by

$$
\begin{align*}
\min _{w, b, r, e} & \frac{1}{2} w^{T} w+\gamma \frac{1}{2} \sum_{i=1}^{N} r_{i}^{2}  \tag{5.5}\\
\text { subject to } & y_{i}=w^{T} \varphi\left(x_{i}\right)+b+e_{i}, \quad i=1, \ldots, N \\
& e_{i}=\rho e_{i-1}+r_{i}, \quad i=2, \ldots, N
\end{align*}
$$

At the dual level this results into an equivalent kernel which depends then on $\rho$ as an additional tuning parameter.

## Structured nonlinear models

An example towards estimating structured nonlinear dynamical systems is found in the identification of Hammerstein systems. These systems consist of the interconnection of a static nonlinear function applied to the input variable followed by a linear dynamical system model. This also relate to problems in independent component analysis [12]. Kernel-based modelling based on primal and dual representations of these systems has been addressed in [37, 38]. Suppose a single input single output variable system with a linear ARX part and a nonlinear function $g(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ as a model for the Hammerstein system: $\hat{y}_{k}=\sum_{i=1}^{n_{y}} a_{i} y_{k-i}+\sum_{j=1}^{n_{u}} \beta_{j} g\left(u_{k-j}\right)$ with the representation $g\left(u_{k-j}\right)=$ $w^{T} \varphi\left(u_{k-j}\right)+b_{0}$. The estimation of $a_{i}, \beta_{j}, w, b_{0}$ would lead then to a non-convex problem with many local minima solutions. This can be rephrased as a convex problem by making use of overparametrization as

$$
\begin{array}{ll}
\min _{w_{j}, a, b, e_{k}} & \frac{1}{2} \sum_{j=1}^{n_{u}} w_{j}^{T} w_{j}+\gamma \frac{1}{2} \sum_{k=d+1}^{d+N} e_{k}^{2} \\
\text { subject to } & y_{k}=\sum_{i=1}^{n_{y}} a_{i} y_{k-i}+\sum_{j=1}^{n_{u}} w_{j}^{T} \varphi\left(u_{k-j}\right)+b+e_{k}, \quad \forall k  \tag{5.6}\\
& \sum_{k=1}^{N} w_{j}^{T} \varphi\left(u_{k}\right)=0, \quad \forall j=1, \ldots, n_{u}
\end{array}
$$

The solution to the original problem can then be obtained by projecting the solution onto the Hammerstein model class using a singular value decomposition [37, 38]. Further extensions have been made to Wiener-Hammerstein systems [32].

## 6. Models for spectral clustering

Spectral clustering algorithms have been formulated as relaxations to graph partitioning problems $[17,54,72]$. For the case of finding two clusters $\mathcal{A}, \mathcal{B}$ in a graph $\mathcal{G}$, one considers the minimal cut problem

$$
\begin{equation*}
\min _{\xi_{i} \in\{-1,+1\}} \frac{1}{2} \sum_{i, j=1}^{N} a_{i j}\left(\xi_{i}-\xi_{j}\right)^{2} \tag{6.1}
\end{equation*}
$$

with cluster membership indicator $\xi_{i}=1$ if $i \in \mathcal{A}, \xi_{i}=-1$ if $i \in \mathcal{B}$. The values $a_{i j}$ of the affinity matrix characterize the links between nodes $i$ and $j$ where $i, j=1, \ldots, N$. Relaxing $\xi \in\{-1,+1\}^{N}$ into $\xi^{T} \xi=1$ leads then to solving an eigenvalue problem for the given graph Laplacian matrix. The
clustering information is contained in the eigenvectors of the Laplacian matrix $L=D-A$ derived from the data with degree matrix $D$ and $A=\left[a_{i j}\right]$. This type of unsupervised learning method is often considered as a pre-processing step when mapping the original data to an eigenspace where the clusters become more evident. An additional clustering step (e.g. by $k$-means) is needed then to obtain the final grouping from the eigenvectors. The focus of this Section is now to describe models of kernel spectral clustering based on a weighted version of kernel PCA [4].

### 6.1. Weighted kernel PCA for kernel spectral clustering

Starting from the LS-SVM formulation to kernel PCA without bias term and by introducing weighting factors $v_{i} \in \mathbb{R}^{+}, i=1, \ldots, N$ one has the primal problem

$$
\begin{array}{cl}
\min _{w, e} & -\frac{1}{2} w^{T} w+\gamma \frac{1}{2} \sum_{i=1}^{N} v_{i} e_{i}^{2}  \tag{6.2}\\
\text { subject to } & e_{i}=w^{T} \varphi\left(x_{i}\right), \quad i=1, \ldots, N .
\end{array}
$$

The dual problem in the Lagrange multipliers is given by the following nonsymmetric eigenvalue problem:

$$
\begin{equation*}
V \Omega \alpha=\lambda \alpha, \quad \lambda=1 / \gamma \tag{6.3}
\end{equation*}
$$

where $V=\operatorname{diag}\left(\left[v_{1}, \ldots, v_{N}\right]\right)$ is the user-defined weighting matrix. The kernel matrix is playing the role here of the affinity matrix in (6.1). If $V$ is chosen to be the inverse degree matrix of the graph $D^{-1}=\operatorname{diag}\left(\left[1 / d_{1}, \ldots, 1 / d_{N}\right]\right)$ with $d_{i}=\sum_{j=1}^{N} \Omega_{i j}, i=1, \ldots, N$ and $\Omega_{i j}=\varphi\left(x_{i}\right)^{T} \varphi\left(x_{j}\right)=K\left(x_{i}, x_{j}\right)$, then the dual problem of the weighted kernel PCA formulation becomes the random walks algorithm for spectral clustering [52], which is also related to the normalized cut problem [72]. The non-symmetric eigenvalue problem (6.3) corresponds then to the generalized eigenvalue problem

$$
\begin{equation*}
\Omega \alpha=\lambda D \alpha \tag{6.4}
\end{equation*}
$$

with $\lambda_{1}=1 \geq \lambda_{2} \geq \cdots \geq \lambda_{N}$.
Like in the kernel PCA case, the pool of candidate components is obtained from specifying the primal (6.2). The relevant components are the ones that minimize the normalized cut. The estimated cluster indicators $\hat{\xi}_{i}$ are obtained then by binarizing $\alpha^{(2)}$, which is the eigenvector corresponding to the second largest eigenvalue of $D^{-1} \Omega$ :

$$
\hat{\xi}_{i}=\operatorname{sign}\left(\alpha_{i}^{(2)}-\theta\right), i=1, \ldots, N
$$

where $\theta$ is a suitable threshold. This interpretation of spectral clustering as a special case of weighted kernel PCA also allows extending the cluster indicators to unseen data (out-of-sample extension) by means of projections onto the eigenvectors.

### 6.2. Multiway kernel spectral clustering with out-of-sample extensions

## Primal and dual problem

The weighted kernel PCA formulation can be further extended to more than two clusters. This is achieved by introducing additional score variables and equality constraints. Bias terms are added for obtaining optimal centering [4]:

$$
\begin{array}{cl}
\min _{w^{(l)}, e^{(l)}, b_{l}} & -\frac{1}{2} \sum_{l=1}^{k-1} w^{(l)^{T}} w^{(l)}+\frac{1}{2 N} \sum_{l=1}^{k-1} \gamma_{l} e^{(l)^{T}} D^{-1} e^{(l)} \\
\text { subject to } & e^{(1)}=\Phi_{N \times n_{h}} w^{(1)}+b_{1} 1_{N}  \tag{6.5}\\
& e^{(2)}=\Phi_{N \times n_{h}} w^{(2)}+b_{2} 1_{N} \\
& \vdots \\
& e^{(k-1)}=\Phi_{N \times n_{h}} w^{(k-1)}+b_{k-1} 1_{N}
\end{array}
$$

where $k$ denotes the number of clusters, $e^{(l)}=\left[e_{1}^{(l)} ; \ldots ; e_{N}^{(l)}\right]$ the score variables, $\Phi_{N \times n_{h}}=\left[\varphi\left(x_{1}\right)^{T} ; \ldots ; \varphi\left(x_{N}\right)^{T}\right] \in \mathbb{R}^{N \times n_{h}}$ is the feature maps matrix evaluated on the training data, $b_{l}$ the bias terms where $l=1, \ldots, k-1$. The equality constraints of the primal problem (6.5) represent a set of $k-1$ binary cluster decisions from $\operatorname{sign}\left(e^{(l)}\right)$. These binary cluster indicators can be interpreted as possible codewords. The final cluster membership is assigned by comparing the binary cluster indicators with the $k$ codewords of the codebook and selecting the codeword which minimizes the Hamming distance. Note that a related coding/decoding approach has been taken for multi-class classification problems (see Section 5), but in a supervised instead of unsupervised learning context.

The dual problem is given by the following eigenvalue problem

$$
\begin{equation*}
D^{-1} M_{D} \Omega \alpha^{(l)}=\lambda_{l} \alpha^{(l)}, \quad l=1, \ldots, k-1, \tag{6.6}
\end{equation*}
$$

where $M_{D}=I_{N}-\left(1_{N} 1_{N}^{T} D^{-1} / 1_{N}^{T} D^{-1} 1_{N}\right)$ and $\lambda_{l}=N / \gamma_{l}, l=1, \ldots, k-1$ ordered as $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{N}$. The primal and dual model representations evaluated at a point $x_{*}$ are given by


In classical spectral clustering, the extension of the clustering results to new points (out-of-sample points) relies on approximations such as the Nyström method. A main advantage of using a weighted kernel PCA model for spectral clustering lies in extending the clustering results to out-of-sample points
naturally via projections onto the eigenvectors, without having to rely on approximations. For evaluation at a new point $x_{*}$, the cluster indicators can be obtained by binarizing the score variables $\operatorname{sign}\left[\hat{e}_{*}^{(l)}\right], l=1, \ldots, k-1$ which represents the $(k-1)$-dimensional codeword of $x_{*}$. It is decoded by assigning $x_{*}$ to the cluster that minimizes the Hamming distance with respect to the codewords in the codebook.

As demonstrated in [5] additional prior knowledge of must-link and/or cannotlink clusters can be incorporated into the primal (6.5) by adding constraints.

## Model selection

The out-of-sample extension also allows model selection in a learning framework with training, validation and test parts. When the clusters present in the data are well-separated, the leading eigenvectors of the dual problem (6.6) are piecewise constant for an appropriate choice of the kernel parameter. This property means that the clusters are represented as single points in the eigenspace and hence easy to cluster using e.g. $k$-means. However, this structural property only holds for the eigenvectors which are representing the training data. In the case of out-of-sample data, the clusters can become represented as lines in the score variables space.

The Balanced Line Fit (BLF) criterion proposed in [4] can be used to obtain the number of clusters $k$ and the kernel parameters such that the projections are as collinear as possible together with balanced clusters. This can be evaluated on a validation set or cross-validation can be applied to it. The BLF value ranges between zero and one, taking its maximal value when the projections are perfectly collinear and zero when the projections are spherically distributed. Figure 4 shows a model selection experiment with the BLF on a toy data set. The score variables and the corresponding clustering results are shown for two different RBF kernel parameters. The BLF is optimal for $\sigma^{2}=0.16$ in this example which leads to correctly detecting the three clusters.

## Sparse kernel models

For large scale problems, the cost of storing the matrix $D^{-1} M_{D} \Omega$ and computing its eigendecomposition can be prohibitive. Sparse kernel models using the incomplete Cholesky decomposition have been studied in [3]. This sparse model aims at approximating the full eigenvectors by solving a smaller eigenvalue problem. The incomplete Cholesky decomposition also gives a set of pivots which can serve as support vectors to approximate the expansions for the estimation of the cluster indicators. The kernel matrix can be decomposed as $\Omega \approx G G^{T}$ where $G \in \mathbb{R}^{N \times R}$ is the lower triangular incomplete Cholesky factor. $R$ denotes the number of pivots which is controlled via a user-defined error threshold and $R \ll N$. Instead of solving (6.6), the following approximation is taken then

$$
\begin{equation*}
U^{T} D^{-1} M_{D} U \Lambda^{2} \rho^{(l)}=\lambda_{l} \rho^{(l)}, \quad l=1, \ldots, k-1 \tag{6.8}
\end{equation*}
$$

badly tuned


Fig 4. Model selection in multiway kernel spectral clustering based on weighted kernel PCA: (Right) Weighted kernel PCA for spectral clustering illustrated on a toy data set; (Left) Application of the balanced line fit (BLF) criterion for model selection using a Gaussian kernel. (Top) Score variables on validation data with $\sigma^{2}=0.5$ and corresponding clustering result; (Bottom) optimal value $\sigma^{2}=0.16$ corresponding to a clear line structure in the model selection.
with $\rho^{(l)}=U^{T} \alpha^{(l)} . U \in \mathbb{R}^{N \times R}$ is the matrix of left singular vectors of $G$ and $\Lambda \in \mathbb{R}^{R \times R}$ the diagonal matrix of singular values. Note that (6.8) involves the eigendecomposition of a $R \times R$ matrix which can be much smaller than the full $N \times N$ matrix in (6.6). The cluster indicators can also be expressed in terms of the pivots by using a reduced set method and solving a linear system of size $R \times R$ [3]. Figure 5 shows the method on an image segmentation application. The image is from the Berkeley image dataset http://www.eecs.berkeley.edu/ Research/Projects/CS/vision/grouping/segbench. The total number of pixels is 154, 401 from which only 175 compose the support pixel set.

## Highly sparse representations

Highly sparse kernel models for spectral clustering have been discussed in [6]. In this case, the pivots are selected by choosing specific points from the line struc-


FIG 5. Sparse kernel model for spectral clustering: (Top) Original $321 \times 481$ pixels image for a total of 154, 401 pixels; (Center) 175 Support pixels found by the sparse kernel model using the incomplete Cholesky decomposition with error tolerance $\eta=0.8$ and a $\chi^{2}$-kernel with $\chi^{2}=2.5 \times 10^{-3} ;($ Bottom ) Segment-label image indicating the clustering results with $k=2$ found using the BLF on validation data.


FIG 6. Highly sparse representations in kernel spectral clustering, illustrated on a toy data set: (Top) the kernel based model is represented in terms of 12 support vectors, by inspecting the line structures in the space $\left(\hat{e}^{(1)}, \hat{e}^{(2)}, \hat{e}^{(3)}\right)$; (Bottom) clustering results obtained from the predictive model. The different colors indicate the estimated regions for the four obtained clusters, obtained by making out-of-sample extensions.
tures that represent the clusters in the projections space. Since the estimated cluster membership depends on the orthant of the projected data, points that are far away from the origin are more certain to belong to the corresponding cluster. The tips of the lines can therefore serve as prototypes of the clusters. As shown in [6], the pivots can be chosen by selecting both the endpoints of the lines and the median point. This leads to highly sparse kernel-based models where the predictive model is based upon $3 k$ data points with $k$ denoting the number of clusters. In Figure 6 a toy example with 4,000 data is shown to illustrate the method. The tuning parameter $\sigma$ of the Gaussian kernel is selected using the BLF criterion evaluated on a validation set of 800 points, 600 data points were used for training.

## 7. Dimensionality reduction and data visualization

While traditionally methods as principal component analysis, multi-dimensional scaling and self-organizing maps $[44,46]$ are frequently applied for dimensionality reduction and data visualization, in recent years there has been many
interest in exploring new avenues. More recent approaches include e.g. locally linear embedding, Hessian locally linear embedding, Laplacian eigenmaps, diffusion maps and others [9, 18, 66]. For many of these approaches which are commonly known under the umbrella of kernel eigenmap methods and manifold learning, the solution is characterized by an eigenvalue problem. However, most methods require setting regularization and/or tuning constants for which it is often unclear how to select them [10]. This can easily lead to discovering fake structures when projecting high dimensional data to two dimensional or three dimensional coordinates. Most of the proposed techniques are also only formulated on the training data. The issue of making out-of-sample extensions of the method is then unclear or one has to rely on approximate techniques for this purpose [11]. Another relevant issue is also the computational complexity of the scheme. While convex optimization methods with semi-definite programs [87] have been studied, these have the drawback that the method does not scale well in terms of the number of training data.

In [80] a method of kernel maps with a reference point has been proposed. This reference point converts the eigenvalue problem into solving a linear system, which is desirable from a computational complexity point of view [73]. The formulation makes use of an LS-SVM core model for mapping the input data to the unknown coordinates to the low dimensional space. It takes a modified form of locally linear embedding as an additional regularization term. The method enables to make out-of-sample extensions exactly. The determination of all regularization and tuning constants has been successfully performed by cross-validation approaches [80].

The primal problem for realizing a dimensionality reduction $\mathbb{R}^{d} \rightarrow \mathbb{R}^{p}: x \mapsto z$ with coordinates $z$ in a $p=2$ dimensional space (a 3D projection goes similarly) is formulated as follows

$$
\begin{array}{cl}
\min _{z, w_{1}, w_{2}, b_{1}, b_{2}, e_{i, 1}, e_{i, 2}} & \frac{1}{2}\left(z-P_{D} z\right)^{T}\left(z-P_{D} z\right)+\frac{\nu}{2}\left(w_{1}^{T} w_{1}+w_{2}^{T} w_{2}\right)+ \\
& \frac{\eta}{2} \sum_{i=1}^{N}\left(e_{i, 1}^{2}+e_{i, 2}^{2}\right)  \tag{7.1}\\
\text { subject to } & c_{1,1}^{T} z=q_{1}+e_{1,1} \\
& c_{1,2}^{T} z=q_{2}+e_{1,2} \\
& c_{i, 1}^{T} z=w_{1}^{T} \varphi_{1}\left(x_{i}\right)+b_{1}+e_{i, 1}, \quad i=2, \ldots, N \\
& c_{i, 2}^{T} z=w_{2}^{T} \varphi_{2}\left(x_{i}\right)+b_{2}+e_{i, 2}, \quad i=2, \ldots, N
\end{array}
$$

The non-zero reference point is denoted by $q=\left[q_{1} ; q_{2}\right] \in \mathbb{R}_{0}^{2}$ and is chosen by the user. It approximately fixes the $z$ coordinates of the first data point $x_{1}$. This point $x_{1}$ is sacrificed in the visualization. The first feature map $\varphi_{1}(\cdot)$ : $\mathbb{R}^{d} \rightarrow \mathbb{R}^{n_{h 1}}$ is used in mapping the $x$ data to the first component of the $z$ coordinates. A second feature map $\varphi_{2}(\cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{n_{h 2}}$ is used for mapping to the second component of the $z$ coordinates. The $c_{i, 1}, c_{i, 2}$ vectors consist of 0 and 1 elements to specify the projections for each of the data points, where $z=\left[z_{1} ; z_{2} ; \ldots ; z_{N}\right] \in \mathbb{R}^{p N}$. The additional regularization term equals $(z-$
$\left.P_{D} z\right)^{T}\left(z-P_{D} z\right)=\sum_{i=1}^{N}\left\|z_{i}-\sum_{j=1}^{N} s_{i j} D z_{j}\right\|_{2}^{2}$ with $D$ a diagonal matrix and $s_{i j}=\exp \left(-\left\|x_{i}-x_{j}\right\|_{2}^{2} / \sigma^{2}\right)$ which encourages that input data that are close in $x$ coordinates will also be close to each other in their $z$ coordinates [80]. The mapping to the $z$ coordinates admit errors, which are characterized by $e_{i, 1}, e_{i, 2}$ for the training data. The model also contains bias terms $b_{1}, b_{2}$ for optimal centering. Finally, $\eta, \nu$ are positive regularization constants.

Note that in this estimation problem one jointly optimizes over the unknown mappings, the training data errors and the coordinates $z$. The unique solution to this problem first involves solving the linear system
$\left[\begin{array}{c|c|c}U & -V_{1} M_{1}^{-1} 1 & -V_{2} M_{2}^{-1} 1 \\ \hline-1^{T} M_{1}^{-1} V_{1}^{T} & 1^{T} M_{1}^{-1} 1 & 0 \\ \hline-1^{T} M_{2}^{-1} V_{2}^{T} & 0 & 1^{T} M_{2}^{-1} 1\end{array}\right]\left[\begin{array}{c}z \\ \hline b_{1} \\ \hline b_{2}\end{array}\right]=\left[\begin{array}{c}\eta\left(q_{1} c_{1,1}+q_{2} c_{1,2}\right) \\ \hline 0 \\ \hline\end{array}\right]$
with $U=\left(I-P_{D}\right)^{T}\left(I-P_{D}\right)-\gamma I+V_{1} M_{1}^{-1} V_{1}^{T}+V_{2} M_{2}^{-1} V_{2}^{T}+\eta c_{1,1} c_{1,1}^{T}+\eta c_{1,2} c_{1,2}^{T}$, $M_{1}=\frac{1}{\nu} \Omega_{1}+\frac{1}{\eta} I, M_{2}=\frac{1}{\nu} \Omega_{2}+\frac{1}{\eta} I, V_{1}=\left[c_{2,1} \ldots c_{N, 1}\right], V_{2}=\left[c_{2,2} \ldots c_{N, 2}\right]$ and kernel matrices $\Omega_{1}, \Omega_{2} \in \mathbb{R}^{(N-1) \times(N-1)}$ where $\Omega_{1, i j}=K_{1}\left(x_{i}, x_{j}\right)=\varphi_{1}\left(x_{i}\right)^{T} \varphi_{1}\left(x_{j}\right)$, $\Omega_{2, i j}=K_{2}\left(x_{i}, x_{j}\right)=\varphi_{2}\left(x_{i}\right)^{T} \varphi_{2}\left(x_{j}\right)$ with positive definite kernel functions $K_{1}(\cdot, \cdot), K_{2}(\cdot, \cdot)$.

The solution to (7.2) is finally used to find the Lagrange multipliers to the last two set of constraints in (7.1). One solves the dual problem in $\alpha_{1}, \alpha_{2} \in \mathbb{R}^{N-1}$

$$
\begin{align*}
& M_{1} \alpha_{1}=V_{1}^{T} z-b_{1} 1_{N-1}  \tag{7.3}\\
& M_{2} \alpha_{2}=V_{2}^{T} z-b_{2} 1_{N-1}
\end{align*}
$$

which are linear systems with a unique solution. In a dimensionality reduction to a 2 -dimensional space for any point $x_{*}$, the estimated coordinates used for visualization are $\hat{z}_{*}=\left[\hat{z}_{*, 1} ; \hat{z}_{*, 2}\right]$. These are delivered by the kernel-based presentations of the model at the dual level:

$$
\mathcal{M}^{\nearrow} \begin{align*}
& \nearrow  \tag{7.4}\\
& \searrow
\end{align*}
$$

$$
\begin{aligned}
(P): & \hat{z}_{*, 1} \\
& =w_{1}^{T} \varphi_{1}\left(x_{*}\right)+b_{1} \\
& \hat{z}_{*, 2}
\end{aligned}=w_{2}^{T} \varphi_{2}\left(x_{*}\right)+b_{2} .
$$

An illustration of the method on 3D visualization of microarray data is given in Figure 7 (see [80] for details).

## 8. Kernel CCA and ICA

A link between correlation in the feature space and independence in the input space was first discussed in [8]. If two random variables are uncorrelated in the feature space induced by a universal kernel, then these variables are independent


Fig 7. 3D visualization of the Alon colon cancer microarray data set using kernel maps with a reference points [80]: (blue) training genes; (black) validation genes; (red) test genes. An advantage of this approach is that one can validate or cross-validate the underlying model for visualization.
in the input space. Several contrast functions for kernel-based independent component analysis (ICA) have been proposed [1, 8, 39]. For the case of more than two variables, the contrast functions are characterizing pairwise independence.

Regularization is a critical aspect in kernel canonical correlation analysis (kernel CCA). It is well known that un-regularized kernel CCA yields too noninformative correlation estimates: ill-conditioning takes place since the kernel matrices can be singular or near-singular. Typical kernel CCA algorithms start from an un-regularized scheme and adding regularization afterwards in an adhoc manner. The scheme proposed in [1] corresponds to a multivariate version of the LS-SVM formulation to kernel CCA. One of the advantages of this method lies in the fact that regularization is incorporated naturally into the primal problem leading to a better conditioned generalized eigenvalue problem in the dual.

### 8.1. Multivariate kernel CCA

Given a number of $m$ variables (called sources), the primal problem can be written as [1]

$$
\begin{array}{ll}
\min _{w^{(l)}, e^{(l)}} & \frac{1}{2} \sum_{l=1}^{m} w^{(l)^{T}} w^{(l)}+\frac{1}{2} \sum_{l=1}^{m} \nu_{l} e^{(l)^{T}} e^{(l)}-\frac{\gamma}{2} \sum_{l=1}^{m} \sum_{k \neq l}^{m} e^{(l)^{T}} e^{(k)}  \tag{8.1}\\
\text { subject to } \quad e^{(l)}=\Phi_{N \times n_{h_{l}}}^{(l)} w^{(l)}, \quad l=1, \ldots, m
\end{array}
$$

The objective function can be interpreted as an extension to the expression for two sources $\left\|e^{(1)}-e^{(2)}\right\|_{2}^{2}$ towards $\sum_{l=1}^{m} \sum_{k \neq l}^{m}\left\|e^{(l)}-e^{(k)}\right\|_{2}^{2}$ for $m$ sources
with $e^{(l)}=\left[e_{1}^{(l)} \ldots e_{N}^{(l)}\right]^{T}$ where $e_{i}^{(l)}=w^{(l)^{T}} \varphi^{(l)}\left(x_{i}^{(l)}\right)$ (typically also a bias term is added or a centering on the feature space is taken instead). The $l$-th feature map matrix is given by $\Phi_{N \times n_{h_{l}}}^{(l)}=\left[\varphi^{(l)}\left(x_{1}^{(l)}\right)^{T} ; \varphi^{(l)}\left(x_{2}^{(l)}\right)^{T} ; \ldots ; \varphi^{(l)}\left(x_{N}^{(l)}\right)^{T}\right] \in \mathbb{R}^{N \times n_{h}}$. The $l=1, \ldots, m$ feature maps $\varphi^{(l)}(\cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{n_{h_{l}}}$ are potentially different. $\nu_{l}$ are regularization constants.

The dual problem in the Lagrange multipliers is characterized by the generalized eigenvalue problem

$$
\begin{equation*}
\mathcal{K} \alpha=\lambda \mathcal{R} \alpha \tag{8.2}
\end{equation*}
$$

with
$\mathcal{K}=\left[\begin{array}{c|c|c|c}0 & \Omega^{(2)} & \ldots & \Omega^{(m)} \\ \hline \Omega^{(1)} & 0 & \ldots & \Omega^{(m)} \\ \hline \vdots & \vdots & \ddots & \vdots \\ \hline \Omega^{(1)} & \Omega^{(2)} & \ldots & 0\end{array}\right], \mathcal{R}=\left[\begin{array}{c|c|c|c}R^{(1)} & 0 & \ldots & 0 \\ \hline 0 & R^{(2)} & \ldots & 0 \\ \hline \vdots & \vdots & \ddots & \vdots \\ \hline 0 & 0 & \ldots & R^{(m)}\end{array}\right], \alpha=\left[\begin{array}{c}\alpha^{(1)} \\ \hline \alpha^{(2)} \\ \hline \vdots \\ \hline \alpha^{(m)}\end{array}\right]$,
where $R^{(l)}=\left(I_{N}+\nu_{l} \Omega^{(l)}\right), l=1, \ldots, m$ and $\lambda=1 / \gamma$. For the elements of the $l$-th kernel matrix one has $\Omega_{i j}^{(l)}=\varphi^{(l)}\left(x_{i}^{(l)}\right)^{T} \varphi^{(l)}\left(x_{j}^{(l)}\right)=K^{(l)}\left(x_{i}^{(l)}, x_{j}^{(l)}\right)$.

The primal and dual model representations evaluated at new points $x_{*}^{(l)}$ are given by


### 8.2. Kernel CCA and independence

The Kernel Regularized Correlation (KRC) corresponds to a regularized correlation measure in the feature space induced by universal kernels [1]. This contrast function can be used to find estimates of demixing matrices such that the variables are uncorrelated in the feature space which leads to pairwise independence in the input space. The training equations given by the generalized eigenvalue problem (8.2) can be rewritten as:

$$
\begin{equation*}
(\mathcal{K}+\mathcal{R}) \alpha=\zeta \mathcal{R} \alpha \tag{8.4}
\end{equation*}
$$

with $\zeta=1+\lambda$ such that the smallest eigenvalue $\zeta_{\min } \in[0,1]$. The KRC on training data corresponds then to

$$
\mathrm{KRC}=1-\zeta_{\min } .
$$

This correlation measure can also be extended to out-of-sample points via projections onto the eigenvector solution. Note that the size of the matrices in (8.4)


FIG 8. Image demixing using the KRC with parameters $\sigma^{2}=0.37, \nu=0.68$ found using model selection on validation data. (Top) Source images; (Center) Mixtures of the sources using a random mixing matrix; (Bottom) Estimated independent components.
is $m N \times m N$. This can be problematic for large-scale problems. Therefor, approximation techniques via the incomplete Cholesky decomposition have been proposed in order to reduce the computational burden of computing the KRC. Figure 8 shows an image demixing experiment using the KRC with a Gaussian kernel and tuned parameters using validation data. Kernel-based measures for independence have been shown to perform better than other ICA algorithms with respect to near-Gaussian sources, increasing number of independent components and robustness to outliers [8]. The KRC outperforms well known methods for ICA such as Fast ICA and Jade and compares favorably in terms of Amari error and computation times to similar kernel-based measures for independence.

## 9. Conclusions

In this paper we have discussed problems in supervised and unsupervised learning which can be conceived in terms of primal and dual model representations, respectively involving a high dimensional feature map and positive definite kernel functions. It can be viewed as a methodology for kernel-based modelling
which is complementary to functional analysis approaches in RKHS and probabilistic approaches with Gaussian processes. Least squares support vector machine formulations play a central role as core problems in regression, classification, principal component analysis, canonical correlation analysis, spectral clustering and others ${ }^{2}$. Other related developments are in ranking problems and survival analysis [83]. The model representations provide both connections to parametric statistics (the primal world) and non-parametric statistics (the dual world).

The core models, which naturally embody regularization in the primal problem for model complexity control, can be systematically extended by adding additional sets of constraints and additional regularization mechanisms. From the conditions for optimality follow both the optimal model representations and the model estimates. A future perspective is that this also enables developing a new generation of software tools where the optimal model representations and solutions can be derived in a symbolic way. Also from a computational point of view, the primal and dual characterizations have led to new efficient algorithms such as fixed-size kernel models for very large data sets.
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[^1]:    ${ }^{1}$ Since the unknown $w$ in the primal has the same dimensionality as the feature map an infinite dimensional Hilbert space setting has to be employed then. However, the Lagrangian approach can also be extended to infinite dimensional problems, see e.g. [47]. An alternative is to treat this infinite dimensional case within a finite dimensional setting by considering a very large but finite value $n_{h}$ which leads then to an approximate version of the true Gaussian kernel (this difference is small given that the series (3.3) converges for $n_{h} \rightarrow \infty$ ). An additional property of well-conditioning is required then (which can be achieved e.g. by the regularization mechanism) to ensure that this small perturbation to the true feature map and the kernel also has a small influence on the overall solution.

[^2]:    ${ }^{2}$ For software see e.g. www.esat.kuleuven.be/sista/lssvmlab/ and www.kernelmachines.org/

