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Generalized linear models and the quasi-likelihood method extend the ordinary regression models to accommodate more general conditional distributions of the response. Nonparametric methods need no explicit parametric specification, and the resulting model is completely determined by the data themselves. However, nonparametric estimation schemes generally have a slower convergence rate such as the local polynomial smoothing estimation of nonparametric generalized linear models studied in Fan, Heckman and Wand [J. Amer. Statist. Assoc. 90 (1995) 141–150]. In this work, we propose a unified family of parametrically-guided nonparametric estimation schemes. This combines the merits of both parametric and nonparametric approaches and enables us to incorporate prior knowledge. Asymptotic results and numerical simulations demonstrate the improvement of our new estimation schemes over the original nonparametric counterpart.

1. Introduction. As an extension of the ordinary linear model, the generalized linear model (GLM) broadens techniques of ordinary linear regression to accommodate more general conditional distributions of the response. It was first introduced by Nelder and Wedderburn (1972). Its estimation is based on the iteratively reweighed least squares (IRLS) algorithm, which only requires a relationship between conditional mean and variance instead of its full conditional distribution. This feature was noticed by Wedderburn (1974). In this important further extension, Wedderburn replaced the log-likelihood by a quasi-loglikelihood function. This is usually referred to as the quasi-likelihood method (QLM).

In generalized linear models (GLMs) [McCullagh and Nelder (1989)], a typical parametric assumption is that a transformation of the conditional mean, referred to as the link function, belongs to some parametric family (say, linear or quadratic in the predictor variables). However, misspecification of the parametric family can lead to a completely wrong picture of the underlying conditional mean function. This deficiency of parametric modeling has long been realized in ordinary regression and applies to GLMs as well. It calls for an extension of nonparametric regression techniques to the GLMs. Green and Yandell (1985), O’Sullivan, Yandell and...

Local polynomial smoothing is a useful technique to explore unknown structure in regression and dates back to Stone (1975, 1977). This area blossomed when Fan (1993) provided a deep theoretic understanding and discovered its elegant properties including the automatic boundary correction. Here we focus on local polynomial techniques although the idea can be extended to other nonparametric methods.

Nonparametric methods need no explicit specification of the form of the conditional mean for ordinary regression, and more generally, the link transformation of the conditional mean in the context of GLMs. However, they have in general a slower rate of convergence. In practice, prior knowledge or exploratory studies may provide us some prior information about the shape of the link transformation of the conditional mean. This information is ready to guide us in the nonparametric modeling process. In the literature, parametrically-guided nonparametric estimation methods were proposed to improve over its nonparametric counterpart in the context of density estimation [Hjort and Glad (1995); Naito (2004)] and least squares regression [Glad (1998); Martins-Filho, Mishra and Ullah (2008)]. The idea is very easy to explain in the least squares regression case. Assume that the response $Y$, given a covariate $X$, has a conditional mean $m(x) = E(Y|X = x)$. Once a parametric estimator $m(x, \hat{\beta})$ of $m(x)$ is obtained, any nonparametric method can be applied on $\{Y_i/m(X_i, \hat{\beta}), i = 1, 2, \ldots, n\}$ and $\{Y_i - m(X_i, \hat{\beta}), i = 1, 2, \ldots, n\}$ to estimate $m(x)/m(x, \hat{\beta})$ and $m(x) - m(x, \hat{\beta})$, respectively. The corresponding two final estimators are given by the product of $m(x, \hat{\beta})$ and the nonparametric estimator of $m(x)/m(x, \hat{\beta})$, which serves as a nonparametric correction of the parametric estimator $m(x, \hat{\beta})$, and the sum of $m(x, \hat{\beta})$ and the nonparametric estimator of $m(x) - m(x, \hat{\beta})$, respectively. Theoretically these two parametrically-guided estimators are shown to achieve bias reduction compared to the original nonparametric estimator when $m(\cdot)$ can be approximated by the family $\{m(\cdot, \beta)\}$.

Due to its nice property of bias reduction, it is desirable to extend this parametrically-guided estimation scheme to GLMs and QLM. However, for response with a general distribution other than normal, the regressands $Y/m(X, \hat{\beta})$ and $Y - m(Y, \hat{\beta})$ do not have a nice statistical property to facilitate estimating $m(x)/m(x, \hat{\beta})$ and $m(x) - m(x, \hat{\beta})$ to make the straightforward extension possible. In this work, we take on this problem and propose a unified family of parametrically-guided estimation schemes for QLM. Asymptotic theory and numerical simulations are used to justify our proposed methods. In the literature, similar approaches have been used to reduce variance. Cheng, Peng and Wu (2007) proposed to form a linear combination of a preliminary estimator to reduce variance in smoothing, and Cheng and Hall (2003) studied variance reduction in nonparametric surface estimation.
The rest of the paper is organized as follows. Section 2 presents a fundamental framework of GLMs and QLM. A unified family of parametrically-guided nonparametric estimation schemes is introduced in Section 3. Asymptotic properties are developed to show their improvement over the original nonparametric counterpart in Section 4. Section 5 discusses how to select one parameter in the unified family. Section 6 gives a general pre-asymptotic bandwidth selector based on bias-variance tradeoff. Simulations in Section 7 and real data analysis in Section 8 show our new schemes’ finite sample performance in comparison to the original nonparametric method. We conclude with a short discussion in Section 9. Technical proofs are given in the Appendix.

2. GLMs and quasi-likelihood models. Let \((X_1, Y_1), \ldots, (X_n, Y_n)\) be a set of i.i.d. random pairs where for each \(i\), \(Y_i\) is a scalar response variable, and \(X_i\) denotes its corresponding \(d\)-dimension explanatory covariates having density \(f_X\) with support \(\text{supp}(f_X) \subseteq \mathbb{R}^d\). In GLMs, we assume that the response’s conditional distribution belongs to a one-parameter exponential family

\[
 f_{Y|X}(y|x) = \exp\left(\frac{y\theta(x) - b(\theta(x))}{a(\phi)} + c(y, \phi)\right),
\]

where \(a(\cdot), b(\cdot)\) and \(c(\cdot, \cdot)\) are some known functions, \(\phi\) is the dispersion parameter and \(\theta\) is the canonical parameter. For (2.1), the response has conditional mean \(\mu(x) = b'(\theta(x))\) and conditional variance \(\text{var}(Y|X=x) = a(\phi)b''(\theta(x))\).

Parametric GLMs assume that \(\eta(x) = g(\mu(x))\) and \(\eta(x) = \beta_0 + x^T\beta\) for some monotonic link \(g(\cdot)\). When the canonical link \(g = (b')^{-1}\) is used, the composition \(g \circ b'(\cdot)\) reduces to the identity function and \(\theta(x) \equiv \eta(x).\) In this case, (2.1) simplifies to \(f_{Y|X}(y|x) = \exp\left(\frac{y\eta(x) - b(\eta(x))}{a(\phi)} + c(y, \phi)\right).\)

In common practice, the full likelihood may be unavailable. However, the relationship between the conditional mean and variance may be readily available. In this case, estimation of \(\mu(x)\) can be achieved by replacing the conditional log-likelihood \(f_{Y|X}(y|x)\) by a quasi-log-likelihood function \(Q(\mu(x), y)\). When we assume that \(\text{var}(Y|X=x) = V(\mu(x))\) for some known positive variance function \(V(\cdot)\), the corresponding \(Q(\mu, y)\) satisfies

\[
 U(w, y) = \frac{\partial}{\partial w}Q(w, y) = \frac{y-w}{V(w)}.
\]

More explicitly, \(Q(\mu, y) = \int y\mu(y-w)/V(w)\,dw\). For more details on QLM, see Wedderburn (1974) and Chapter 9 of McCullagh and Nelder (1989). The quasi-score (2.2) possesses properties similar to those of the usual log-likelihood score function. Note that the loglikelihood of (2.1) is a special case of quasi-likelihood function with \(V(\cdot) = a(\phi)b''\circ (b')^{-1}(\cdot)\).

Due its generality, we will focus on QLM. Fan, Heckman and Wand (1995) introduced nonparametric QLM by extending the local polynomial techniques. We will follow their framework and notation. To ease our presentation, we focus on the one-dimension case as the extension to the multivariate case is straightforward. For
the one-dimension case, our data consist of \( n \) pairs of observations \( \{(X_i, Y_i), i = 1, 2, \ldots, n\} \).

To enhance flexibility, Fan, Heckman and Wand (1995) modeled \( \eta(x) \) nonparametrically. For any \( x_0 \) in its domain, the local polynomial estimator of \( \eta(x_0) \) is given by \( \hat{\eta}(x_0) \equiv \hat{\eta}(x_0; p, h) = \hat{\beta}_0 \) where \( \hat{\beta} = (\hat{\beta}_0, \hat{\beta}_1, \ldots, \hat{\beta}_p)^T \) maximizes the locally weighted quasi-likelihood function

\[
Q(\beta) = Q(\beta; h, x_0) = \sum_{i=1}^{n} Q(g^{-1}(X_i^T \beta), Y_i) K_h(X_i - x_0),
\]

where, with slight abuse of notation, we define \( X_i = (1, X_i - x_0, \ldots, (X_i - x_0)^p)^T \) and \( \beta = (\beta_0, \beta_1, \ldots, \beta_p)^T \). Whenever there is no confusion, the extra arguments are dropped and \( Q(\beta) \) is used, similarly for some other notation. Here \( p \) is the order of local polynomial fitting and \( K_h(\cdot) = K(\cdot/h)/h \) is a re-scaling of the kernel function \( K(\cdot) \) with a smoothing bandwidth \( h \).

3. Nonparametric quasi-maximum likelihood with a parametric guide.

As argued in the introduction, prior knowledge, physical model or exploratory analysis may give us some useful information that \( \eta(x) \) falls approximately into a parametric family \( \{\eta(x, \alpha) : \alpha \in \mathbb{R}^q \in A \subset \mathbb{R}^q \} \). In this section, we present a family of estimation schemes by incorporating the available useful shape information of \( \eta(x) \) to guide us while estimating \( \eta(x) \). Within the parametric family \( \eta(x, \alpha) \), we find the optimal fit by maximizing

\[
\sum_{i=1}^{n} Q(g^{-1}(\eta(X_i, \alpha)), Y_i)
\]

with respect to \( \alpha \in A \). Denote the best fit by \( \eta(x, \hat{\alpha}) \) where \( \hat{\alpha} \) is the maximizer of (3.1).

3.1. Bias reduction. In the local polynomial fitting framework, the bias is due to the approximation error of the Taylor expansion. The smaller approximation error the less bias in the local polynomial estimator. Recall that we identify some parametric family \( \{\eta(x, \alpha) : \alpha \in A \} \) based on exploratory studies or prior knowledge and find the best fit \( \eta(x, \hat{\alpha}) \) within this family. As a result, \( \eta(x, \hat{\alpha}) \) should capture the major shape of \( \eta(x) \) and consequently \( \eta(x)/\eta(x, \hat{\alpha}) \) and \( \eta(x) - \eta(x, \hat{\alpha}) \) have less variation (smoother) than the original \( \eta(x) \) does. Consequently, they are easier to be approximated and the approximation errors in their corresponding Taylor expansions are smaller than those of the original function \( \eta(x) \). For example, the true \( \eta(\cdot) \) is given by \( \eta_0(x) = 3 \sin(\frac{\pi}{4}x - \frac{\pi}{2}) + 6 \) for \( x \in [-2, 2] \) [as shown by the solid line in panel (A) of Figure 1] in our Poisson simulation Example 7.1. Nonparametric estimate \( \hat{\eta}(\cdot) \) is given by the dotted line in Figure 2 and indicates a parabolic shape. Hence we identify a parametric family,
\( \eta(x, \alpha) = \alpha_1 + \alpha_2 x + \alpha_3 x^2 : \alpha = (\alpha_1, \alpha_2, \alpha_3)^T \in \mathbb{R}^3 \), within which the best fit is given by the dotted line in panel (A) of Figure 1. The difference \( \eta(x) - \eta(x, \hat{\alpha}) \) and ratio \( \eta(x)/\eta(x, \hat{\alpha}) \) are shown in panels (B) and (C) of Figure 1, respectively. We can see that the difference and ratio functions are much flatter than the original function \( \eta(\cdot) \) as desired.

Based on the above argument, two different estimation schemes corresponding to multiplicative and additive corrections are introduced in Sections 3.2 and 3.3, respectively. They are special cases of a unified family of corrections presented in Section 3.4.

### 3.2. Multiplicative correction

Consider the multiplicative identity

\[
\eta(x) \equiv \eta(x, \alpha)r_m(x),
\]
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**Fig. 1.** Plots of true \( \eta(\cdot) \), estimated guide \( \eta(\cdot, \hat{\alpha}) \), difference \( \eta(\cdot) - \eta(\cdot, \hat{\alpha}) \) and ratio \( \eta(\cdot)/\eta(\cdot, \hat{\alpha}) \) for one random sample in Example 7.1.
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**Fig. 2.** Plots of true \( \eta(\cdot) \) nonparametric estimate \( \hat{\eta}(\cdot) \) and two parametrically-guided estimates \( \hat{\eta}_a(\cdot) \) and \( \hat{\eta}_m(\cdot) \) for one random sample in Example 7.1 are shown on the left panel. A zoom-in view of the squared region is given on the right panel.
where $r_m(x) = \eta(x)/\eta(x, \alpha)$. When $\eta(x, \hat{\alpha})$ is a good estimate, the ratio $r_m(x)$ becomes almost flat and allows the choice of a larger bandwidth. For any $x_0$, we may estimate $r_m(x_0)$ by maximizing local quasi-likelihood
\[
\sum_{i=1}^{n} Q(g^{-1}(X_i^T \beta \eta(X_i, \hat{\alpha}))/\eta(x_0, \hat{\alpha}), Y_i) K_h(X_i - x_0)
\]
with respect to $\beta$ and set $\hat{r}(x_0) = \hat{\beta}_0$, the first component of the maximizer. Then $\eta(x_0)$ can be estimated by $\eta(x_0, \hat{\alpha})\hat{r}(x_0)$. This two-step formulation is equivalent to the following one-step estimation.

Locally approximating $r_m(\cdot)$ by a polynomial function and re-scaling it by a factor $\eta(x_0, \hat{\alpha})$, we have the local quasi-likelihood
\[
Q_m(\beta) \equiv Q_m(\beta; h, x_0, \hat{\alpha}) = \sum_{i=1}^{n} Q(g^{-1}(X_i^T \beta \eta(X_i, \hat{\alpha}))/\eta(x_0, \hat{\alpha}), Y_i) K_h(X_i - x_0).
\]

We maximize (3.3) with respect to $\beta$, and set the final estimator $\hat{\eta}_m(x_0) \equiv \hat{\eta}_m(x_0; p, h, \hat{\alpha}) = \hat{\beta}_0$. In this formulation, the Taylor expansion $X_i^T \beta$ is supposed to approximate $\eta(X_i)\eta(x_0, \hat{\alpha})/\eta(X_i, \hat{\alpha})$ locally at $x = x_0$. This immediately justifies setting $\hat{\beta}_0$ as our estimator.

### 3.3. Additive correction.
The other additive identity
\[\eta(x) = \eta(x, \alpha) + r_a(x)\]
with $r_a(x) = \eta(x) - \eta(x, \alpha)$ leads to another parametrically-guided nonparametric estimator $\hat{\eta}_a(x_0) \equiv \hat{\eta}_a(x_0; p, h, \hat{\alpha}) = \hat{\beta}_0$ where $\hat{\beta}_0$ is the first component of the maximizer of
\[
Q_a(\beta) \equiv Q_a(\beta; h, x_0, \hat{\alpha}) = \sum_{i=1}^{n} Q(g^{-1}(\eta(X_i, \hat{\alpha}) - \eta(x_0, \hat{\alpha}) + X_i^T \beta), Y_i) K_h(X_i - x_0)
\]
with respect to $\beta$. Similarly, the expansion $X_i^T \beta$ in this formulation targets at approximating $\eta(X_i) - \eta(X_i, \hat{\alpha}) + \eta(x_0, \hat{\alpha})$ locally at $x = x_0$. Hence $\hat{\beta}_0$ estimates $\eta(x_0)$.

### 3.4. A unified family of corrections.
As in Martins-Filho, Mishra and Ullah (2008), we consider a more general identity $\eta(x) = \eta(x, \alpha) + ru(x)\eta(x, \alpha)^\gamma$ with $ru(x) = (\eta(x) - \eta(x, \alpha))/\eta(x, \alpha)^\gamma$ for some $\gamma \geq 0$, we can estimate $\eta(x_0)$ by $\hat{\eta}_u(x_0) = \eta(x_0, \hat{\alpha}) + \hat{r}_u(x_0)\eta(x_0, \hat{\alpha})^\gamma$. Here $\hat{r}_u(x_0)$ is given by the first component $\hat{\beta}_0$ of the maximizer of
\[
\sum_{i=1}^{n} Q(g^{-1}(\eta(X_i, \hat{\alpha}) + X_i^T \beta, \eta(X_i, \hat{\alpha})^\gamma), Y_i) K_h(X_i - x_0).
\]
As in Section 3.2, an equivalent one-step estimation is available. Let \( \hat{\beta}_0 \) be the first component of the maximizer of

\[
Q_u(\beta) \equiv Q_u(\beta; h, x_0, \hat{\alpha}) = \sum_{i=1}^{n} Q(g^{-1}(\eta(X_i, \hat{\alpha})) + (X_i^T \beta - \eta(x_0, \hat{\alpha})) / \eta(x_0, \hat{\alpha})^\gamma, Y_i) \times K_h(x_i - x_0)
\]

with respect to \( \beta \). Then \( \hat{\beta}_0 \) directly estimates \( \eta(x_0) \) and is the same as \( \hat{\eta}_u(x_0) \). We prefer (3.4) since it facilitates our theoretical development.

Note that this unified estimator includes the additive and multiplicative corrections as special cases by setting \( \gamma = 0 \) and 1, respectively.

**4. Asymptotic properties.** We assume that our data \( \{(X_i, Y_i), i = 1, 2, \ldots, n\} \) are generated from the quasi-likelihood model with unknown true \( \eta_0(x) \). Asymptotic properties of our final estimates are achieved in two steps: establish asymptotic properties with a fixed parametric guide in Section 4.1 and show that the asymptotic properties of our final estimates are achieved in two steps: establish asymptotic properties for local polynomial estimator are different for \( \eta_0(x) \) lying near the boundary. Suppose that \( K \) is supported on \([-1, 1]\). Then the support of \( K_h(x_0 - \cdot) \) is \( \mathcal{E}_{x_0,h} = \{z: |z - x_0| \leq h\} \).

We will call \( x_0 \) an interior point of \( \text{supp}(fX) \) if \( \mathcal{E}_{x_0,h} \subset \text{supp}(fX) \) and a boundary point otherwise. If \( \text{supp}(fX) = [a, b] \), then \( x_0 \) is a boundary point if and only if \( x_0 = a + \alpha h \) or \( x_0 = b - \alpha h \) for some \( 0 \leq \alpha < 1 \). Denote \( \mathcal{D}_{x_0,h} = \{z: x_0 -_hz \in \text{supp}(fX)\} \cap [-1, 1] \). For any measurable set \( A \subset \mathcal{R} \), define \( v_i(A) = \int_A z^i K(z) \,dz \).

Let \( N_p(A) \) be the \((p+1) \times (p+1)\) matrix having \((i, j)\) entry equal to \( v_{i+j-2}(A) \), and let \( M_{r,p}(z; A) \) be the same as \( N_p(A) \), but with the \((r+1)\)th column replaced by \((1, z, \ldots, z^p)^T \). Then for \( |N_p(A)| \neq 0 \), define

\[
K_{r,p}(z; A) = r![(|M_{r,p}(z; A)|/[|N_p(A)|)] K(z).
\]

When \([0, 1] \subset A \), we will suppress \( A \) and simply write \( v_i, N_p, M_{r,p}, \) and \( K_{r,p} \). It can be shown that \((-1)^r K_{r,p}(\cdot; A) \) is an order \((r, s)\) kernel as defined by Gasser, Müller and Mammitzsch (1985) where \( s = p + 1 \) if \( p - r \) is odd, and \( s = p + 2 \) if \( p - r \) is even.

It is an equivalent kernel induced by the local polynomial fitting [Fan and Gijbels (1995)]. This family of kernels is useful for giving concise expressions for the asymptotic distribution of local polynomial estimator for \( x_0 \) lying either in the interior of \( \text{supp}(fX) \) or near its boundaries. Denote \( \rho(x_0) = (g' \mu(x_0))^2 V(\mu(x_0)) \)^{-1}. Note that when the model belongs to a one-parameter exponential family and the canonical link is used then
\[ g'(\mu(x_0)) = \frac{1}{\var(Y|X = x_0)}, \quad \text{and} \quad \rho(x_0) = \var(Y|X = x_0), \]
if the variance function \( V(\cdot) \) is correctly specified. The asymptotic variance of our local polynomial estimator depends on
\[
\sigma^2_{r,s,p}(x_0; K, A) = \var(Y|X = x_0)g'(\mu(x_0))^2 f_X(x_0)^{-1} \int_A K_{r,p}(z; A) K_{s,p}(z; A) \, dz.
\]
Since the multiplicative and the additive corrections are both special cases of the unified family of corrections, we only consider the asymptotic properties for the unified family of corrections.

### 4.1. Asymptotic properties with a fixed guide

Recall that our parametrically-guided nonparametric estimators are achieved by maximizing \( Q_u(\beta; h, x_0, \hat{\alpha}) \) defined by (3.4). Note that the definition of \( Q_u(\beta; h, x_0, \hat{\alpha}) \) involves \( \hat{\alpha} \) which corresponds to the best fit within the parametric family \( \{\eta(x, \alpha), \alpha \in A\} \) and depends on our data \( \{(X_i, Y_i), i = 1, 2, \ldots, n\} \). This dependency consequently makes it intractable to directly study the asymptotical properties of the maximizer of \( Q_u(\beta; h, x_0, \hat{\alpha}) \). To avoid the complication caused by the use of the estimated \( \hat{\alpha} \), we first consider the case with a fixed guide \( \eta(x, \alpha) \).

When a fixed guide \( \eta(\cdot, \alpha) \) is used, the asymptotic normality of the corresponding estimator \( \hat{\eta}_u(x_0; p, h, \alpha) \) are given by Theorem 1.

**Theorem 1.** Let \( p > 0, \gamma \geq 0, \) and assume that \( h = h_n \to 0, nh^{2p+1} \to \infty, \) and \( nh^{2p+3} < \infty \) as \( n \to \infty. \) Under conditions (A1)–(A5) stated in the Appendix, if \( x_0 \) is a fixed point in the interior of \( \text{supp}(f_X) \) satisfying \( \eta(x_0, \alpha) \neq 0, \) then we have
\[
\sqrt{nh} \frac{\hat{\eta}_u(x_0; p, h, \alpha) - \eta_0(x_0)}{\sigma_{0,0,p}(x_0; K)} \overset{D}{\to} N(0, 1),
\]
where the bias term is given by \( \text{Bias}_o \) for odd \( p \) and \( \text{Bias}_e \) for even \( p \) defined by
\[
\text{Bias}_o = \frac{\eta(x_0, \alpha)^\gamma}{(p+1)!} \left( \frac{\eta_0(\cdot) - \eta(\cdot, \alpha)}{\eta(\cdot, \alpha)^\gamma} \right)^{(p+1)} (x_0) h^{p+1} \times \left( \int z^{p+1} K_{0,p}(z) \, dz \right) [1 + O(h)]
\]
and
\[
\text{Bias}_e = \left\{ \int z^{p+2} K_{0,p}(z) \, dz \right\} \frac{1}{(p+2)!} \left( \frac{\eta_0(\cdot) - \eta(\cdot, \alpha)}{\eta(\cdot, \alpha)^\gamma} \right)^{(p+2)} (x_0) \eta(x_0, \alpha)^\gamma + \frac{1}{(p+1)!} \left( \frac{\eta_0(\cdot) - \eta(\cdot, \alpha)}{\eta(\cdot, \alpha)^\gamma} \right)^{(p+1)}
\]
\[
\times \left( x_0 \right)^{\left( \rho \eta \right)(\cdot, \alpha)} \int z^{p+2} K_{0,p}(z) \, dz \right) \times h^{p+2} \{ 1 + O(h) \}.
\]

If \( x_0 = x_0 = x_n + ch \) is of the form \( x_0 = x_0 = \delta + ch \) satisfying \( \eta \left( x_0, \alpha \right) \neq 0 \) where \( x_0 = \delta \) is a point on the boundary of \( \text{supp}(f_X) \) and \( c \in [-1, 1] \), then (4.2) holds with \( \sigma_{0,0,p}^2(x_0; K) \), and \( \int z^{p+1} K_{0,p}(z) \, dz \) replaced by \( \sigma_{0,0,p}^2(x_0; K, D_{x_0,h}) \), and \( \int D_{x_0,h} z^{p+1} K_{0,p}(z; D_{x_0,h}) \, dz \).

**Remark 1.** Note that we use \( \eta(x_0, \alpha) \) in the denominator, which poses difficulty handling any zero point of \( \eta(x, \alpha) \), that is, \( x_0 \) satisfying \( \eta(x_0, \alpha) = 0 \). These zero points are ruled out in Theorem 1. Similar observation was made by Hjort and Glad (1995). However, this difficulty does not occur in our limited numerical experiments.

**Remark 2.** To simplify our presentation, we only state the asymptotic normality of the estimator for the function \( \eta_0(\cdot) \). However, our method can also estimate its high order derivatives, for which the asymptotic properties can be found in Proposition 1 in the Appendix.

### 4.2. Asymptotic properties with an estimated guide

Note that our proposed estimation schemes use the best parametric fit \( \eta(x, \hat{\alpha}) \) estimated based on our data instead of a fixed guide \( \eta(x, \alpha) \). Compared to the simpler case with a fixed guide, the variability of parameter estimation now influences the asymptotic result. However, we shall show below that asymptotically there is no precision loss caused by the additional estimation step.

Clearly, the parametric family used in the first step of our estimation schemes is most likely an incorrect specification. Consequently, the first-stage parametric estimator is a maximum quasi-likelihood estimator with a misspecified model. As in Hurvich and Tsai (1995), we denote the proposed parametric joint density of \( (X_i, Y_i) \) and the corresponding actual unknown joint density by \( f(x, y; \alpha) = f_X(x) \exp(Q(g^{-1}(\eta(x, \alpha)), y)) \) and \( f_0(x, y) = f_X(x) \exp(Q(g^{-1}(\eta_0(x)), y)) \), respectively, where \( f_X(\cdot) \) is the marginal density of \( X \). Denote by \( \alpha_0, \) the pseudo parameter value that minimizes the Kullback–Liebler distance between \( f(x, y; \alpha) \) and \( f_0(x, y) \), that is,

\[
\alpha_0 \triangleq \arg \min_{\alpha \in \mathcal{A}} E \log \left( \frac{f_0(X, Y)}{f(X, Y; \alpha)} \right)
\]

\[
= \arg \min_{\alpha \in \mathcal{A}} \int \int \left( Q(g^{-1}(\eta_0(x)), y) - Q(g^{-1}(\eta(x, \alpha)), y) \right) f_0(x, y) \, dy \, dx,
\]

where the expectation \( E \) is taken with respect to the unknown true density.
To proceed, we make regularity assumptions (B1)–(B5) given in the Appendix to assure that the pseudo-maximum quasi-likelihood estimator $\hat{\alpha}$ is $\sqrt{n}$-consistent of $\alpha_0$, that is, $\sqrt{n}(\hat{\alpha} - \alpha_0) = O_p(1)$ [see White (1982)].

**Theorem 2.** Under additional conditions (B1)–(B5), the asymptotic results, with $\alpha$ replaced by $\alpha_0$, of Theorem 1 continue to hold when an estimated fit $\eta(x, \hat{\alpha})$ is used.

**Remark 3.** Note that our theoretical results include those of the original nonparametric method in Fan, Heckman and Wand (1995) as a special case by setting a constant guide, say $\eta(\cdot, \alpha) = 1$. For our parametrically-guided estimation, the asymptotic bias is determined by both the guide $\eta(\cdot, \alpha)$ and $\gamma$. When the same smoothing bandwidth is used, our theoretical results allow straightforward comparison between the original nonparametric method and our new parametrically-guided estimation schemes with different $\gamma$. Although the asymptotic variance remains the same, the advantage of using a parametric guide is that it can reduce the asymptotic bias. For example, when $p = 1$ and $h$ is the same, our parametrically-guided method asymptotically reduces integrated squared bias provided that

$$\inf_{\gamma \geq 0} \int_{\text{supp}(f_X)} \left( \eta(x, \alpha_0)\gamma \left( \frac{\eta_0(\cdot) - \eta(\cdot, \alpha_0)}{\eta(\cdot, \alpha_0)\gamma} \right) \right)^2 dx$$

$$< \int_{\text{supp}(f_X)} (\eta_0^{(2)}(x))^2 dx.$$  

However, this is only one part of the whole story because when the guide is appropriately selected, our parametrically-guided estimation schemes will select larger smoothing bandwidths (as the correction function is smoother) and, consequently, improve performance by reducing variance as well.

**5. Selection of $\gamma$.** Equation (4.3) can be used as a general rule of thumb for identifying an appropriate parametric guide and selecting $\gamma$ by minimizing

$$\theta_\gamma = \int_{\text{supp}(f_X)} \left( \eta(x, \alpha_0)\gamma \left( \frac{\eta_0(\cdot) - \eta(\cdot, \alpha_0)}{\eta(\cdot, \alpha_0)\gamma} \right) \right)^2 dx,$$

namely, the quantity on the left-hand side.

In finite-sample applications, we obtain the best fit $\eta(x, \hat{\alpha})$ for each potential parametric guide family $\eta(x, \alpha)$ and use local polynomial smoothing to estimate the second order derivative function $(\frac{\hat{\eta}(\cdot) - \eta(\cdot, \hat{\alpha})}{\eta(\cdot, \hat{\alpha})\gamma})^{(2)}(x)$. Then we define

$$\hat{\theta}_\gamma = \int_{\text{supp}(f_X)} \left( \eta(x, \hat{\alpha})\gamma \left( \frac{\hat{\eta}(\cdot) - \eta(\cdot, \hat{\alpha})}{\eta(\cdot, \hat{\alpha})\gamma} \right) \right)^2 dx.$$  

Treating $\hat{\theta}_\gamma$ as a function of the parametric family and $\gamma$, we can find the best parametric guide and its corresponding best $\gamma$ by minimizing $\hat{\theta}_\gamma$. 

For the case of least squares regression, Huang and Fan (1999) studied convergence rate of nonparametric estimators of quadratic regression functionals such as the quantities on both sides of (4.3). We can apply their Theorems 4.1–4.4 to get the convergence of our plug-in estimator \( \hat{\theta}_y \) by noting that \( \hat{\alpha} \) converges to \( \alpha_0 \) with a faster speed. However, the corresponding theory for the more general GLM and quasi-likelihood method is not available. A serious treatment for this kind of problem is very technical. It requires a full paper to address the issues and is beyond our current scope.

In simulation examples of Section 7, for each example we generate 10 additional samples. Based on these 10 samples, we use the Extended Residual Squares Criterion (ERSC) [see equation (5.6) of Fan, Farmen and Gijbels (1998)] to select the smoothing bandwidth for estimating the second order derivative \( (\hat{\eta}(\cdot) - \eta(\cdot, \hat{\alpha}))^{(2)}(x) \) for each \( \gamma \). Then we can evaluate \( \hat{\theta}_\gamma \) for each sample and a grid \( \gamma_j, j = 1, 2, \ldots, J \) of \( \gamma \), denoted by \( \hat{\theta}_{\gamma_j,i} \) for \( i = 1, 2, \ldots, 10 \) and \( j = 1, 2, \ldots, J \). Then we select the minimizer \( \hat{j} = \arg\min_j \sum_{i=1}^{10} \hat{\theta}_{\gamma_j,i} \) and set \( \gamma_j \) as the tuned \( \gamma \).

From our simulations, the improvement from the additive or multiplicative correction to the best \( \gamma \) is much smaller than the improvement from the original method to the additive or multiplicative correction. In other words, the sensitivity of \( \gamma \) on the performance improvement is not very high. This is due in part to the choice of the parametric guides which usually capture the main shape. Thus, in application, we suggest that a simple and effective method is to try a few discrete values of \( \gamma \) [including additive (\( \gamma = 0 \)) and multiplicative (\( \gamma = 1 \)) guides as specific examples] and to pick the value of \( \gamma \) by the cross-validation. This will result in an improved performance over the vanilla nonparametric approach, if that approach is also included in the cross-validation comparison.

6. Pre-asymptotic bandwidth selection. While optimizing (2.3) and (3.4), we need to tune the corresponding smoothing bandwidths. In this work, we will use the pre-asymptotic bandwidth selection method introduced in Fan and Gijbels (1995) and Fan, Farmen and Gijbels (1998) which is based on the bias-variance tradeoff.

6.1. Estimating bias and variance. Without loss of generality, we use (3.4) to demonstrate the idea. It will include (2.3) as a special case by using a constant guide. In the remainder of this section, we denote \( \hat{\beta} = \hat{\beta}(x_0, \hat{\alpha}) = \arg\max_{\beta} Q_u(\beta; h, x_0, \hat{\alpha}) \). The bias of the estimate \( \hat{\beta} \) comes from the approximation error in the Taylor expansion. Denote the approximation error at \( X_i \) by

\[
r(X_i) = \eta_0(X_i) - \eta(X_i, \hat{\alpha})
- \frac{\eta(X_i, \hat{\alpha})^\gamma}{\eta(x_0, \hat{\alpha})^\gamma} \sum_{j=0}^{p} \frac{\eta_0 - \eta(\cdot, \hat{\alpha})}{\eta(\cdot, \hat{\alpha})^\gamma} (j)(x_0) (X_i - x_0)^j / j!.
\]
Suppose that the \((p + a + 1)\)th derivatives of functions \(\eta_0(\cdot)\) and \(\eta(\cdot, \hat{\alpha})\) exist at \(x_0\) for some integer \(a > 0\). Further expansions of \(\eta_0(X_i)\) and \(\eta(X_i, \hat{\alpha})\) give
\[
\eta_{(x, a)} \approx \frac{\eta(X_i, \hat{\alpha}) - \eta(x_0, \hat{\alpha})}{\eta(x_0, \hat{\alpha})} \left( (X_i - x_0)^{p+j} \right),
\]
and an approximation for the conditional variance is given by
\[
\var(\hat{\beta} | X) \approx Q_u''(\beta^0)^{-1} \var(\hat{\beta} | X) Q_u''(\beta^0)^{-1}.
\]

Here the choice of \(a\), the approximation order, will affect the performance of the estimated bias. Practically, it can be chosen as \(a = 1\) or 2.

Now pretend that the approximated approximation errors \(r_i\) are known. A more accurate local quasi-log-likelihood is
\[
Q_u^* (\beta) = Q_u^* (\beta; h, x_0, \hat{\alpha}) = \sum_{i=1}^n Q (g^{-1} (\eta_i (\beta) + r_i), Y_i) K_h (X_i - x_0),
\]
where \(\eta_i (\beta) = \eta (X_i, \hat{\alpha}) + (X_i^T \beta - \eta (x_0, \hat{\alpha})) \eta (x_0, \hat{\alpha})^\top / \eta (x_0, \hat{\alpha})\). The maximizer of the local quasi-log-likelihood \(Q_u^* (\beta)\) is denoted by \(\hat{\beta}^* = \hat{\beta}^* (x_0, \hat{\alpha})\). Define
\[
Q_u''' (\beta) = \frac{\partial^2}{\partial \beta \partial \beta^T} Q_u^* (\beta)
\]
and similarly \(Q_u'''' (\beta) = \frac{\partial^2}{\partial \beta \partial \beta^T} Q_u'' (\beta)\) to denote the gradient vector and Hessian matrix of the local quasi-likelihood \(Q_u^*\), respectively. Applying Taylor’s expansion to \(Q_u^* (\beta)\) around \(\hat{\beta} (x_0, \hat{\alpha})\), we get
\[
0 = Q_u'' (\hat{\beta}^*) \approx Q_u'' (\hat{\beta}) + Q_u'''' (\hat{\beta}) (\hat{\beta}^* - \hat{\beta})
\]
which implies the following approximation of the estimation bias:
\[
(6.1) \quad \hat{\beta} (x_0, \hat{\alpha}) - \hat{\beta}^* (x_0, \hat{\alpha}) \approx (Q_u'''' (\hat{\beta})^{-1} Q_u'' (\hat{\beta})^{-1} Q_u' (\hat{\beta})^{-1}.
\]

Next we try to access the variance of the estimate \(\hat{\beta}\). To obtain variance, note that
\[
0 = Q_u' (\hat{\beta}) \approx Q_u' (\beta^0) + Q_u'' (\beta^0) (\hat{\beta} - \beta^0),
\]
where \(\beta^0 = (\beta^0_0, \beta^0_1, \ldots, \beta^0_p)^T\) with \(\beta^0_j = (\frac{\eta_0 (\cdot, \alpha)}{\eta (\cdot, \alpha)})^{(p+j)} (x_0) \eta (X_i, \hat{\alpha})^\top / g^\top \) for \(j = 0, 1, \ldots, p\). This implies that
\[
\hat{\beta} - \beta^0 \approx -Q_u'' (\beta^0)^{-1} Q_u' (\beta^0),
\]
and an approximation for the conditional variance is given by
\[
\var(\hat{\beta} | X) \approx Q_u'' (\beta^0)^{-1} \var(\hat{\beta} | X) Q_u'' (\beta^0)^{-1}.
\]
Here the Hessian matrix can be approximated by $Q''_u(\hat{\beta})$, and the variance term can be approximated as follows:

$$\text{var}(Q'_u(\beta_0)|X) = \sum_{i=1}^{n} \text{var}\left( \frac{\partial}{\partial \beta} Q(g^{-1}(\eta_i(\beta)), Y_i) \bigg| X_i \right)_{\beta = \beta_0} K_h^2(X_i - x_0)$$

$$= \sum_{i=1}^{n} \xi_i X_i X_i^T K_h^2(X_i - x_0) \left( \frac{\eta(X_i, \hat{\alpha})}{\eta(x_0, \hat{\alpha})} \right)^2,$$

where

$$\xi_i = \text{var} \left[ \frac{Y_i - g^{-1}(\eta_i(\beta))}{V(g^{-1}(\eta_i(\beta)))} (g^{-1})'(\eta_i(\beta)) \right]_{\beta = \beta_0}.$$

Note that $X_i$ has significant weight only in a neighborhood around $x_0$, and for such $i$,

$$\xi_i \approx \frac{[(g^{-1})'(\eta_0(x_0))]^2}{V(g^{-1}(\eta_0(x_0)))}.$$

Consequently, we have

$$\text{var}(Q'_u(\beta_0)|X) \approx \frac{[(g^{-1})'(\eta_0(x_0))]^2}{V(g^{-1}(\eta_0(x_0)))} S_n,$$

where

$$S_n = \sum_{i=1}^{n} X_i X_i^T K_h^2(X_i - x_0) \left( \frac{\eta(X_i, \hat{\alpha})}{\eta(x_0, \hat{\alpha})} \right)^2.$$

Combining the above results, we get

$$\text{var}(\hat{\beta}|X) \approx \frac{[(g^{-1})'(\eta_0(x_0))]^2}{V(g^{-1}(\eta_0(x_0)))} Q''_u(\beta_0)^{-1} S_n Q''_u(\beta_0)^{-1},$$

where the unknown $\eta_0(x_0)$ and $\beta_0$ can be replaced by their estimates $\hat{\eta}_u(x_0)$ and $\hat{\beta}$, respectively.

### 6.2. Bandwidth selection via bias-variance tradeoff

Based on the above arguments, we first select a pilot bandwidth $\hat{h}_{p+a+1, p+a}^*$, which can be chosen using the ERSC. Next we fit a local polynomial with degree $p + a + 1$ and bandwidth $\hat{h}_{p+a+1, p+a}^*$ to get an estimate $\hat{\beta}^{(p+a)} = (\hat{\beta}_0, \hat{\beta}_1, \ldots, \hat{\beta}_{p+a})^T$ via maximizing quasi-log-likelihood function (3.4). Using $\hat{\beta}^{(p+a)}$, we get the approximation error $r_i$ and hence the estimated bias $\hat{B}_{p,0}(x; h)$ and variance $\hat{V}_{p,0}(x; h)$ of $\hat{\beta}_0$ which are respectively the first elements of the estimated bias vector (6.1) and variance matrix (6.2). An estimator of the mean squared error (MSE) of $\hat{\beta}_0$ is given by

$$\hat{\text{MSE}}_{p,0}(x_0; h) = \hat{B}_{p,0}^2(x_0; h) + \hat{V}_{p,0}(x_0; h).$$
which leads to our final bandwidth selector
\[(6.3) \quad \hat{h}_{p,0} = \arg\min_h \int \text{MSE}_{p,0}(x; h) \, dx.\]

7. Monte Carlo study. In this section, we use simulations to illustrate the improvement of our newly proposed estimators by comparing them with the original nonparametric method. For simulations in this section and real data analysis in next section, we use the canonical link and local linear fitting by setting \( p = 1 \).

To access the bias term in the pre-asymptotic bandwidth selection as discussed in Section 6, we choose the order of the approximation to the Taylor expansion error to be \( a = 2 \). In simulation studies, we first generate ten independent data sets, on which the pre-asymptotic bandwidth selector based on a grid search is applied. We set our final selected bandwidth to be the median of the obtained ten bandwidths, and it is fixed and used in our simulation. This speeds up the computation considerably. Different methods with their corresponding selected bandwidths are applied to another \( R = 1000 \) independent data sets and results are reported. When necessary, the Epanechnikov kernel is used in all of our numerical examples. For \( \gamma \) in the unified family, we use a grid \( \Gamma = 0, 0.1, 0.2, \ldots, 1, 1.2, 1.4, \ldots, 5 \).

EXAMPLE 7.1 (Poisson). Each observation pair \((X, Y)\) in this example is generated in two steps: (1) the predictor variable \( X \) is marginally uniformly distributed over \([-2, 2]\); (2) given \( X = x \), the response \( Y \) is generated from Poisson distribution with mean \( \exp(\eta_0(x)) \) where \( \eta_0(x) = 3 \sin(\frac{\pi}{4}x - \frac{\pi}{2}) + 6 \). Each sample consists of 100 i.i.d. pairs of observations. We estimate \( \eta_0(\cdot) \) over \( J = 100 \) uniform grid points \( \{x_j\}_{j=1}^J \) on the interval \([-2, 2]\). We use three different parametric guides: \( G_1^P = \alpha_1 + \alpha_2 x + \alpha_3 x^2 \), \( G_2^P = \alpha_1 + \alpha_2 x + \alpha_3 x^2 + \alpha_4 x^3 \) and \( G_3^P = \alpha_1 + \alpha_2 \sin(\frac{\pi}{4}x - \frac{\pi}{2}) \).

For an estimate \( \hat{\eta}_r(\cdot) \) with \( r \) indexing the replication of the simulation study, we define the bias \( B_j = R^{-1} \sum_{r=1}^R [\hat{\eta}_r(x_j) - \eta_0(x_j)] \), the variance \( S_j = R^{-1} \sum_{r=1}^R [\hat{\eta}_r(x_j) - R^{-1} \sum_{r=1}^R \hat{\eta}_r(x_j)]^2 \) and the mean square error \( \text{MSE}_j = B_j^2 + S_j \) at each \( j \)-th grid point \( x_j \). Let \( B^2 = J^{-1} \sum_{j=1}^J B_j^2 \), \( V = J^{-1} \sum_{j=1}^J S_j \), \( \text{MSE} = J^{-1} \sum_{j=1}^J \text{MSE}_j \) be the averages of the squared bias, variance and mean squared error (MSE) of the estimate \( \hat{\eta}(\cdot) \), respectively. In Table 1, we report for different guides, the squared bias, variance and MSE of the original method, additive correction, multiplicative correction and the unified family of corrections with the best \( \gamma \). The best \( \gamma \) corresponds to the one that minimizes MSE over the grid \( \Gamma \) and is given by 3.2, 3.0 and 3.0 for \( G_1^P \), \( G_2^P \) and \( G_3^P \), respectively. The last block corresponds to \( \gamma \) tuned by the selection method proposed in Section 5. The tuned \( \gamma \) is given by 1.8, 1.8 and 0 for \( G_1^P \), \( G_2^P \) and \( G_3^P \), respectively. The top panel “best \( h \)” means that each method uses its corresponding best smoothing bandwidth while the lower half “same \( h \)” corresponds to the case of using the same smoothing bandwidth selected by the original method.
The lower panel indicates that parametric guide reduces bias but has little effect on variance when the same \( h \) is used for different methods. This is consistent with our asymptotic results. However, when the individual best \( h \) is used for different methods, parametric guide also reduces variance as shown in the top half of Table 1. The underlying reason is that an appropriate parametric guide helps to make the nonparametric correction term flatter and smoother and a larger \( h \) is allowed. This in turn reduces the variance. Table 1 indicates that the tuned \( \gamma \) does not perform as well as the best \( \gamma \), however, it improves over the additive and multiplicative corrections for either the quadratic or cubic guide. Note further that the improvement from the additive or multiplicative correction to the best \( \gamma \) is much smaller than the improvement from the original method to the additive or multiplicative correction. Based on this observation, we recommend using the simple method outlined at the end of Section 5 to select \( \gamma \) for real applications.

We plot \( B^2 \), \( V \) and MSE for our parametrically-guided nonparametric estimation with different \( \gamma \)s in Figure 3 with the far-left isolated one corresponding to the original nonparametric estimation. Panels (A) and (C) correspond to cubic guide while panels (B) and (D) use the true sinusoid guide. The smoothing bandwidth

![Figure 3](image-url)
is fixed at a same value for all estimation methods in panels (C) and (D) while each individual estimation uses its corresponding best smoothing parameter for panels (A) and (B). The figures give a picture of the results summarized in Table 1.

For a random sample of size 100, the best fit within the quadratic family is shown by the dotted line in panel (A) of Figure 1. The true unknown \( \eta_0(\cdot) \), non-parametric estimate \( \hat{\eta}(\cdot) \), two parametrically-guided estimates \( \hat{\eta}_a(\cdot) \) and \( \hat{\eta}_m(\cdot) \) are given by the solid, dotted, dashed and dot-dashed lines, respectively, in Figure 2. From this, we can see that parametrically-guided estimates improve the non-parametric counterpart around \( x = 0 \) where the curvature of \( \eta_0(\cdot) \) is large and makes nonparametric estimation difficult.

**EXAMPLE 7.2 (Bernoulli).** In this example, we consider Bernoulli distribution. The predictor variable \( X \) is generated from Uniform \([-1, 1]\). Conditioning on \( X = x \), the response \( Y \) is generated from Bernoulli distribution with success probability \( \exp(\eta_0(x))/(1 + \exp(\eta_0(x))) \) where \( \eta_0(x) = 2 \sin(\pi x) \). In this case, we consider samples of size 500 for two reasons: (1) the estimation of Bernoulli success probability is harder than the case of Poisson; (2) the use of a full sinusoid true \( \eta_0(x) \) makes it even harder. Function \( \eta_0(\cdot) \) is estimated over a uniform grid with \( J = 100 \) points over \([-1, 1]\). The average of squared bias, variance and MSE are reported in Table 2 for three guides \( GB_1 = \alpha_1 + \alpha_2 x \), \( GB_2 = \alpha_1 + \alpha_2 x + \alpha_3 x^2 + \alpha_4 x^3 \) and \( GB_3 = \alpha_1 + \alpha_2 \sin(\pi x) \). The best \( \gamma \) is 1, 0.7 and 0.6 for \( GB_1 \), \( GB_2 \) and \( GB_3 \), respectively. The tuned \( \gamma \) is given by 0.8, 0.6 and 0.7 for \( GB_1 \), \( GB_2 \) and \( GB_3 \), respectively.

Note that no improvement is observed for the additive correction with a linear guide \( \alpha_1 + \alpha_2 x \) in Example 7.2. We can resort to our theoretical results to understand this exception. As we use local linear fitting, theoretically asymptotic bias depends on the second-order derivative of \( \eta_0(\cdot) - \eta(\cdot, \alpha_0) + \eta(x_0, \alpha_0) \) and \( \eta_0(\cdot) \eta(x_0, \alpha_0)/\eta(\cdot, \alpha_0) \) for additive and multiplicative corrections, respectively. A linear guide cannot reduce the second-order derivative of \( \eta_0(\cdot) - \eta(\cdot, \alpha_0) + \eta(x_0, \alpha_0) \) and consequently does not reduce bias. However, a linear guide slightly reduces the second-order derivative of \( \eta_0(\cdot) \eta(x_0, \alpha_0)/\eta(\cdot, \alpha_0) \) and improves the corresponding performance. This is consistent with our numerical results in Table 2. Note further that the multiplicative correction performs the best among the unified family of corrections when the linear guide is used.

**8. Real data analysis.** In this section, we apply our newly proposed parametrically guided nonparametric estimation schemes to the Financial Aid Award Data, provided by National Longitudinal Survey of the High School Class of 1972. The data set is available online, and interested readers may find more information about this data set at http://www.oswego.edu/~kane/econometrics/finaid.htm. There are twenty variables. We are interested in using SAT score \( X \) to predict whether a
### Table 1

Result on average squared bias, variance and MSE of Example 7.1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Best $h$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^p_1$</td>
<td>2.05</td>
<td>10.24</td>
<td>12.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^p_2$</td>
<td>2.05</td>
<td>10.61</td>
<td>12.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^p_3$</td>
<td>0.03</td>
<td>7.73</td>
<td>7.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Same $h$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^p_1$</td>
<td>0.50</td>
<td>17.00</td>
<td>17.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^p_2$</td>
<td>2.83</td>
<td>17.22</td>
<td>20.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^p_3$</td>
<td>0.03</td>
<td>7.73</td>
<td>7.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: All entries for squared bias, variance and MSE are multiplied by 100.

### Table 2

Result on the average of squared bias, variance, and MSE of Example 7.2

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Best $h$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^B_1$</td>
<td>92.4</td>
<td>721.6</td>
<td>814.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^B_2$</td>
<td>160.5</td>
<td>510.7</td>
<td>671.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^B_3$</td>
<td>1.9</td>
<td>466.9</td>
<td>468.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Same $h$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^B_1$</td>
<td>92.4</td>
<td>721.6</td>
<td>814.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^B_2$</td>
<td>160.5</td>
<td>510.7</td>
<td>671.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^B_3$</td>
<td>1.9</td>
<td>466.9</td>
<td>468.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: All entries for squared bias, variance, and MSE are multiplied by 100.
student received financial aid grants. There are 3076 students in total with SAT scores between 600 and 1300. Out of these 3076 students, 916 students received some financial aid grants. The binary response $Y$ is coded in this way: $Y = 1$ means that a student received financial aid grants and $Y = 0$ otherwise.

The pre-asymptotic bandwidth selector gives bandwidths 258.4615 for the original nonparametric GLM. The corresponding nonparametric estimate of the log odds ratio $\log \frac{P(Y=1|X=x)}{P(Y=0|X=x)}$ is given by the dot-dashed line in Figure 4. Based on this, we choose a cubic guide for two reasons. First, from the simulation we know that the linear guide does not help at all in some cases. Second, the nonparametric estimate does not indicate a quadratic shape. Thus we apply the parametrically-guided logistic regression with a cubic guide. The pre-asymptotic bandwidth selector gives bandwidths 296.1538 and 296.1538 for the parametrically-guided additive and parametrically-guided multiplicative methods, respectively. Result is summarized in Figure 4. Cubic parametric estimate of the log odds ratio is given by the solid line; our parametrically-guided estimates are given by the dashed and dotted lines for additive and multiplicative methods, respectively.

We observe that our parametrically-guided additive and multiplicative estimates follow the cubic fit very closely. This suggests that there is no model specification error by using a cubic model. However, the nonparametric estimate differs from the cubic fit for lower SAT scores.

9. Discussion. In this work, we extend the methodology of parametrically-guided nonparametric estimation to GLMs and QLM. Asymptotic properties and numerical evidence demonstrate its improvement over the original nonparametric estimation scheme. There are possible extensions. For example, the whole estimation scheme can be easily extended to multivariate varying-coefficient and additive
models. This enables us to incorporate prior knowledge into the analysis of multivariate nonparametric models, ameliorating the issues of curse of dimensionality.

APPENDIX: CONDITIONS AND PROOFS

Let \( q_i(x, y) = (\partial^j / \partial x^j) Q(g^{-1}(x), y) \). Note that \( q_i \) is linear in \( y \) for fixed \( x \) and that \( q_1(\eta_0(x_0), \mu(x_0)) = 0 \) and \( q_2(\eta_0(x_0), \mu(x_0)) = -\rho(x_0) \).

The following technical conditions are imposed:

(A1) The function \( q_2(x, y) < 0 \) for \( x \in \mathbb{R} \) and \( y \) in the range of the response variable.

(A2) The functions \( f_1', \eta_0^{(p+2)} \), \( \frac{\partial^{p+2}}{\partial x^{p+2}} \eta(x, \alpha) \), var(\( Y|X = \cdot \)), \( V'' \) and \( g''' \) are continuous.

(A3) For each \( x \in \text{supp}(f_X), \rho(x), \text{var}(Y|X = x) \) and \( g'(\mu(x)) \) are nonzero.

(A4) The kernel \( K \) is a symmetric probability density with support \([-1, 1]\).

(A5) For each point \( x_0 \) on the boundary of \( \text{supp}(f_X) \), there exists an interval \( C \) containing \( x_0 \) having nonnull interior such that \( \inf_{x \in C} f_X(x) > 0 \).

White (1982)-type conditions:

(B1) \( E \log(f_0(x, y)) \) exists and there exists a \( m_1(x, y) \) such that \( |\log(f(x, y; \alpha))| \leq m_1(x, y) \) for any \( \alpha \in \mathbb{A} \) and \( E m_1(x, y) < \infty \).

(B2) \( E(\log(f_0(x, y)/f(x, y; \alpha))) \) has a unique minimizer \( \alpha_0 \).

(B3) \( \frac{\partial}{\partial \alpha_j} \log f(x, y; \alpha) \) is continuously differentiable in \( \alpha \) for \( j = 1, 2, \ldots, q \).

(B4) There exist \( m_2(x, y) \) and \( m_3(x, y) \) such that \( |\frac{\partial}{\partial \alpha_i} \log f(x, y; \alpha)| \leq m_2(x, y) \) and \( |\frac{\partial^2}{\partial \alpha_i \partial \alpha_j} \log f(x, y; \alpha)| \leq m_3(x, y) \) for any \( \alpha \in \mathbb{A}, 1 \leq i, j \leq q \). Furthermore, both \( E m_2(X, Y) \) and \( E m_3(X, Y) \) exist.

(B5) Assume that \( \alpha_0 \) is an interior point of \( \mathbb{A} \); the matrix \( (E \frac{\partial^2}{\partial \alpha_i \partial \alpha_j} \log f(x, y; \alpha))_{1 \leq i, j \leq q} \) is nonsingular at \( \alpha_0 \); \( \alpha_0 \) is a regular point of matrix \( (E \frac{\partial^2}{\partial \alpha_i \partial \alpha_j} \log f(x, y; \alpha))_{1 \leq i, j \leq q} \).

For the case of unified correction with a fixed guide \( \eta(x, \alpha) \), denote \( \hat{\beta} = \hat{\beta}(x_0, \alpha) = \arg\max_{\beta} Q_u(\beta; h, x_0, \alpha) \). Because \( \hat{\beta} \) is calculated using \( X_i \) near \( x_0 \), we expect that

\[ \eta(X_i, \hat{\alpha}) + (\beta_0 + \cdots + \beta_p(X_i - x_0)^p - \eta(x_0, \hat{\alpha}))\eta(X_i, \hat{\alpha}) \gamma / \eta(x_0, \hat{\alpha}) \gamma \]
\[ \approx \eta_0(x_0) + \eta'_0(x_0)(X_i - x_0) + \cdots + \eta_0^{(p)}(x_0)(X_i - x_0)^p / p! \]

Consequently, we expect that \( \hat{\beta}_0 \rightarrow \eta_0(x_0) \) and

\[ \hat{\beta}_j \rightarrow \left( \frac{\eta_0 - \eta(\cdot, \alpha)}{\eta(\cdot, \alpha) \gamma} \right)^{(j)}(x_0) \eta(x_0, \alpha) \gamma / j! \quad \text{for} \ 1 \leq j \leq p. \]
We define \( \phi_{\alpha,\gamma}(x) = (\eta_0(x) - \eta(x, \alpha))/\eta(x, \alpha)^\gamma \) to simplify our notations. We thus study the asymptotic properties of
\[
\hat{\beta}^* = (nh)^{1/2}(\hat{\beta}_0 - \eta_0(x_0), h^1\{\hat{\beta}_1 - \eta(x_0, \alpha)^\gamma \phi_{\alpha,\gamma}^{(1)}(x_0)\}, \ldots, \\
h^p\{p!\hat{\beta}_p - \eta(x_0, \alpha)^\gamma \phi_{\alpha,\gamma}^{(p)}(x_0)\}^T
\]
so that each component has the same rate of convergence. Let \( Q_p(\mathcal{A}) \) and \( T_p(\mathcal{A}) \) be the \((p + 1) \times (p + 1)\) matrices having \((i, j)\)th entry equal to \( \nu_{i+j-1}(\mathcal{A}) \) and \( \int_{\mathcal{A}} z^{i+j-2}K^2(z)\,dz \). Also, define \( D = \text{diag}(1, 1/1!, \ldots, 1/p!) \), \( \Sigma_x(\mathcal{A}) = \rho(x)f_X(x)\text{DN}_p(\mathcal{A})D \),
\[
\Gamma_x(\mathcal{A}) = \frac{f_X(x)}{\{V(\mu(x))g'(\mu(x))\}^2}\text{DT}_p(\mathcal{A})D, \\
A_x(\mathcal{A}) = \frac{(\rho\eta^{2\gamma}(\cdot, \alpha)f_X)'(x)}{\eta^{2\gamma}(x, \alpha)}\text{DQ}_p(\mathcal{A})D,
\]
\[
a_{1,j}(\mathcal{A}) = \frac{1}{(p+1)!}\phi_{\alpha,\gamma}^{(p+1)}(x_0)x_j(\eta(x_0, \alpha)^\gamma \int_\mathcal{A} z^{p+1}K_{j-1,p}(z; \mathcal{A})\,dz \\
+ \frac{\phi_{\alpha,\gamma}^{(p+1)}(x_0)(\rho\eta^{2\gamma}(\cdot, \alpha)f_X)'(x_0)}{(p+1)!}\int_\mathcal{A} z^{p+2}K_{j-1,p,p}(z; \mathcal{A})\,dz \\
- \frac{1}{p!}\int_\mathcal{A} z^{p+1}K_{j-1,p,p}(z; \mathcal{A})\,dz \int_\mathcal{A} z^{p+1}K_{p,p}(z; \mathcal{A})\,dz \bigg].
\]
Let \( \mathbf{b}_{x_0}(\mathcal{A}) \) be the \((p + 1) \times 1\) vector having \( j \)th entry equal to \( \sqrt{n\eta^{2\gamma}a_{1,j}(\mathcal{A}) + \sqrt{n\eta^{2\gamma}a_{2,j}(\mathcal{A})}} \).

**Main theorem 1.** Suppose that conditions (A1)–(A5) hold and that \( h = h_n \rightarrow 0, nh^{p+1} \rightarrow \infty, nh^{2p+3} < \infty \) as \( n \rightarrow \infty \). If \( x_0 \) is an interior point of \( \text{supp}(f_X) \), and \( p > 0 \), then
\[
\{\Sigma_{x_0}([-1,1])^{-1}\Gamma_{x_0}([-1,1])\Sigma_{x_0}([-1,1])^{-1}\}^{-1/2} \\
\times \{\hat{\beta}^* - \mathbf{b}_{x_0}([-1,1]) + o(\sqrt{nh^{2p+5}})\} \overset{D}{\rightarrow} N(\mathbf{0},\mathbf{I}_{p+1}).
\]
If \( x_0 = x_h \) is of the form \( x_0 = x_h + hc \) where \( c \in [-1,1] \) is fixed and \( x_h \) is a fixed point on the boundary of \( \text{supp}(f_X) \), then
\[
\{\Sigma_{x_0}(\mathcal{D}_{x_0,h})^{-1}\Gamma_{x_0}(\mathcal{D}_{x_0,h})\Sigma_{x_0}(\mathcal{D}_{x_0,h})^{-1}\}^{-1/2} \\
\times \{\hat{\beta}^* - \mathbf{b}_{x_0}(\mathcal{D}_{x_0,h}) + o(\sqrt{nh^{2p+5}})\} \overset{D}{\rightarrow} N(\mathbf{0},\mathbf{I}_{p+1}).
\]
The proof of the main theorem follows directly from Lemmas 1 and 2, which are stated and proved as follows. Denote $Z_i = (1, (X_i - x_0)/h, \ldots, (X_i - x_0)^p/(h^p \cdot p!))^T$.

**Lemma 1.** Let $\tilde{\eta}(x_0, x) = \eta(x_0, \alpha)^\gamma \sum_{j=0}^p \phi^{(j)}(x_0)(x - x_0)^j/j!$ and $W_n = (nh)^{-1/2} \sum_{i=1}^n Y_i^*$, where

$$Y_i^* = \left( \frac{\eta(X_i, \alpha)}{\tilde{\eta}(x_0, \alpha)} \right)^\gamma q_1 \left( \frac{\eta(X_i, \alpha)}{\tilde{\eta}(x_0, X_i), Y_i} \right) K \left( \frac{X_i - x_0}{h} \right) Z_i.$$ 

Then under conditions (A1)–(A5), $nh^3 \to \infty$ and $h \to 0$, we have

$$\hat{\beta}^* = \Sigma_{x_0}^{-1} W_n - h \Sigma_{x_0}^{-1} \Lambda_{x_0} \Sigma_{x_0}^{-1} W_n + o_P(h).$$

**Proof.** Recall that $\hat{\beta}$ maximizes $Q_n(\beta; x_0, p, \alpha)$. Let

$$\beta^* = (nh)^{1/2} (\beta_0 - \eta(x_0), h^1 \{ \beta_1 - \eta(x_0, \alpha)^\gamma \phi^{(1)}(x_0) \}, \ldots, h^p \{ p! \beta_p - \eta(x_0, \alpha)^\gamma \phi^{(p)}(x_0) \})^T,$$

then

$$\eta(X_i, \alpha) + \frac{\eta(X_i, \alpha)^\gamma}{\eta(x_0, \alpha)^\gamma} \{ \beta_0 + \beta_1 (X_i - x_0) + \cdots + \beta_p (X_i - x_0)^p - \eta(x_0, \alpha) \}$$

$$= \eta(X_i, \alpha) + \frac{\eta(X_i, \alpha)^\gamma}{\eta(x_0, \alpha)^\gamma} \{ \tilde{\eta}(x_0, X_i) + a_n \beta^* T Z_i \},$$

where $a_n = (nh)^{-1/2}$. If $\hat{\beta}$ maximizes $Q_n(\beta; x_0, p, \alpha)$, then $\hat{\beta}^*$ maximizes

$$\sum_{i=1}^n Q \left( g^{-1} \left( \eta(X_i, \alpha) + \frac{\eta(X_i, \alpha)^\gamma}{\eta(x_0, \alpha)^\gamma} \{ \tilde{\eta}(x_0, X_i) + a_n \beta^* T Z_i \} \right), Y_i \right) K \left( \frac{X_i - x_0}{h} \right)$$

as a function of $\beta^*$. To study the asymptotic properties of $\hat{\beta}^*$, we apply the quadratic approximation lemma [Fan and Gijbels (1995)] to the maximization of the normalized function

$$l_n(\beta^*) = \sum_{i=1}^n \left\{ Q \left( g^{-1} \left( \eta(X_i, \alpha) + \frac{\eta(X_i, \alpha)^\gamma}{\eta(x_0, \alpha)^\gamma} \{ \tilde{\eta}(x_0, X_i) + a_n \beta^* T Z_i \} \right), Y_i \right) \right.$$

$$- Q \left( g^{-1} \left( \eta(X_i, \alpha) + \frac{\eta(X_i, \alpha)^\gamma}{\eta(x_0, \alpha)^\gamma} \{ \tilde{\eta}(x_0, X_i) \} \right), Y_i \right) \right\} \times K \left( \frac{X_i - x_0}{h} \right).$$
Then \( \hat{\beta}^* \) maximize \( l_n \). We remark that condition (A1) implies that \( l_n \) is concave in \( \beta^* \). Using a Taylor series expansion of \( Q(g^{-1}(\cdot), Y_i) \),

\[
l_n(\beta^*) = a_n \sum_{i=1}^{n} \left( \frac{\eta(X_i, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma q_1 \left( \eta(X_i, \alpha) + \left( \frac{\eta(X_i, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma \tilde{\eta}(x_0, X_i), Y_i \right) \times \beta^{*T}Z_i K \{(X_i - x_0)/h\}
\]

\[
+ \frac{a_n^2}{2} \sum_{i=1}^{n} \left( \frac{\eta(X_i, \alpha)}{\eta(x_0, \alpha)} \right)^{2\gamma} q_2 \left( \eta(X_i, \alpha) + \left( \frac{\eta(X_i, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma \tilde{\eta}(x_0, X_i), Y_i \right)
\]

\[
\times (\beta^{*T}Z_i)^2 K \{(X_i - x_0)/h\}
\]

\[
+ \frac{a_n^3}{6} \sum_{i=1}^{n} \left( \frac{\eta(X_i, \alpha)}{\eta(x_0, \alpha)} \right)^{3\gamma} q_3 \left( \eta(X_i, \alpha) + \left( \frac{\eta(X_i, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma \eta_i, Y_i \right) (\beta^{*T}Z_i)^3
\]

\[
\times K \{(X_i - x_0)/h\} \times \bar{\eta}(x_0, X_i) + a_n \beta^{*T}Z_i \].

Let

\[
A_n = a_n^2 \sum_{i=1}^{n} \left( \frac{\eta(X_i, \alpha)}{\eta(x_0, \alpha)} \right)^{2\gamma} q_2 \left( \eta(X_i, \alpha) + \left( \frac{\eta(X_i, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma \tilde{\eta}(x_0, X_i), Y_i \right)
\]

\[
\times K \{(X_i - x_0)/h\} \times (\beta^{*T}Z_i)^2 K \{(X_i - x_0)/h\}
\]

Then the second term in (A.1) equals \( \frac{1}{2} \beta^{*T}A_n \beta^* \). Now \( (A_n)_{ij} = (EA_n)_{ij} + O_P(\sqrt{\text{var}((A_n)_{ij})}) \) and

\[
EA_n = h^{-1} E \left\{ \left( \frac{\eta(X_1, \alpha)}{\eta(x_0, \alpha)} \right)^{2\gamma} q_2 \left( \eta(X_1, \alpha) + \left( \frac{\eta(X_1, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma \tilde{\eta}(x_0, X_1), \mu(X_1) \right) \times K \{(X_1 - x_0)/h\} \right\}
\]

since \( q_2 \) is linear in \( y \) for fixed \( x \). Because \( \text{supp}(K) = [-1, 1] \), we need only consider \( |X_1 - x_0| \leq h \), and thus

\[
\eta(X_1, \alpha) + \left( \frac{\eta(X_1, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma \tilde{\eta}(x_0, X_1) - \eta_0(X_1)
\]

\[
= -\eta(X_1, \alpha)^\gamma \left\{ \frac{1}{(p+1)!} \phi^{(p+1)}(x_0)(X_1 - x_0)^{p+1}
\right.
\]

\[
+ \frac{1}{(p+2)!} \phi^{(p+2)}(x_0)(X_1 - x_0)^{p+2} \right\} + o(h^{p+2}).
\]
Then
\[
(i - 1)! (j - 1)! (E A_n)_{ij} = h^{-1} E \left\{ \left( \frac{\eta(X_1, \alpha)}{\eta(x_0, \alpha)} \right)^2 \right. \\
\times q_2 \left( \eta(X_1, \alpha) + \left( \frac{\eta(X_1, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma \tilde{\eta}(x_0, X_1), \mu(X_1) \right) \\
\times K \left( \frac{X_1 - x_0}{h} \right) \left( \frac{X_1 - x_0}{h} \right)^{i+j-2} \left\} \\
= \int \left( \frac{\eta(x_0 + hZ, \alpha)}{\eta(x_0, \alpha)} \right)^2 q_2 \left( \eta_0(x_0 + hZ), \mu(x_0 + hZ) \right) \\
\times K(Z) Z^{i+j-2} f_X(x_0 + hZ) dZ \\
= \int \left( \frac{\eta(x_0 + hZ, \alpha)}{\eta(x_0, \alpha)} \right)^2 \left[ q_2 \left( \eta_0(x_0 + hZ), \mu(x_0 + hZ) \right) + o(h^p) \right] \\
\times K(Z) Z^{i+j-2} f_X(x_0 + hZ) dZ \\
= \int -\left( \frac{\eta(x_0 + hZ, \alpha)}{\eta(x_0, \alpha)} \right)^2 \rho(x_0 + hZ) f_X(x_0 + hZ) \\
\times K(Z) Z^{i+j-2} dZ + o(h) \\
= -(\rho f_X)(x_0) \nu_{i+j-2} - h \frac{(\rho \eta^2 \gamma (\cdot, \alpha) f_X)'(x_0)}{\eta^{2\gamma}(x_0, \alpha)} \nu_{i+j-1} + o(h). 
\]

Similar arguments show that \( \text{var}\{ (A_n)_{ij} \} = O\{(nh)^{-1}\} \) and that the last term in (A.1) is \( O_P\{(nh)^{-1/2}\} \). Therefore, \( l_n'(\beta^*) = W_n^T \beta^* - \frac{1}{2} \beta^{*T} (\Sigma_{x_0} + h\Lambda_{x_0}) \beta^* + o_P(h) \) because \( nh^3 \to \infty \) and \( h \to 0 \). Similar arguments show that \( l_n''(\beta^*) = W_n - (\Sigma_{x_0} + h\Lambda_{x_0}) \beta^* + o_P(h) \) and \( l_n''(\beta^*) = - (\Sigma_{x_0} + h\Lambda_{x_0}) + o_P(h) \). The result follows directly from the quadratic approximation lemma of Fan and Gijbels (1995). \( \square \)
LEMMA 2. Suppose that the conditions of Theorem 1 hold. For \( W_n \) as defined in Lemma 1,

\[
\{ \Sigma_{x_0}^{-1} - h \Sigma_{x_0}^{-1} \Lambda_{x_0} \Sigma_{x_0}^{-1} \} E(W_n) = b_{x_0} + o\left( (nh^{2p+5})^{1/2} \right),
\]

\[
\Gamma_{x_0}^{-1/2} \text{cov}(W_n) \Gamma_{x_0}^{-1/2} \rightarrow \mathbf{I}_{p+1}
\]

and

\[
\Gamma_{x_0}^{-1/2} (W_n - EW_n) \overset{D}{\rightarrow} N(0, \mathbf{I}_{p+1}).
\]

PROOF. We compute the mean and covariance matrix of the random vector \( W_n \) by studying \( Y^*_1 \), as defined in Lemma 1. Denote \((EY^*_1)_i\) to be the mean of the \( i \)th component of \( Y^*_1 \). Then it is easy to show that \( \frac{(i-1)!}{h} (EY^*_1)_i \) is equal to

\[
\int \left( \frac{\eta(x_0 + hZ, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma q_1 \left( \frac{\eta(x_0 + hZ, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma \tilde{\eta}(x_0, x_0 + hZ), \mu(x_0 + hZ) \right) \\
\times Z^{i-1} K(Z) f_X(x_0 + hZ) dZ.
\]

Now by the Taylor expansion,

\[
q_1 \left( \frac{\eta(x_0 + hZ, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma + \left( \frac{\eta(x_0 + hZ, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma \tilde{\eta}(x_0, x_0 + hZ), \mu(x_0 + hZ) \right) \\
= \eta(x_0 + hZ, \alpha)^\gamma \left\{ \phi_{\alpha, \gamma}^{(p+1)}(x_0) \left( hZ \right)^{p+1} \right. \\
+ \frac{\phi_{\alpha, \gamma}^{(p+2)}(x_0)}{(p+2)!} (hZ)^{p+2} + o(h^{p+2}) \left\} \rho(x_0 + hZ) \\
+ o(h^{p+2}).
\]

Thus

\[
(EY^*_1)_i = \left( \frac{\rho \eta^{2\gamma} \gamma(\cdot, \alpha) f_X(x_0)}{\eta(x_0, \alpha)^{\gamma(i-1)!}} \right) \left( h^{p+2} \phi_{\alpha, \gamma}^{(p+1)}(x_0) \right. \\
+ \frac{\phi_{\alpha, \gamma}^{(p+2)}(x_0)}{(p+2)!} (\rho \eta^{2\gamma} \gamma(\cdot, \alpha) f_X(x_0))^{\prime} \\
+ \frac{1}{(p+2)!} \phi_{\alpha, \gamma}^{(p+2)}(x_0) + \phi_{\alpha, \gamma}^{(p+1)}(x_0)(\rho \eta^{2\gamma} \gamma(\cdot, \alpha) f_X(x_0))^{\prime}.
\]

(A.2)

where

\[
\zeta_p(x_0) = \frac{1}{(p+2)!} \phi_{\alpha, \gamma}^{(p+2)}(x_0) + \frac{\phi_{\alpha, \gamma}^{(p+1)}(x_0)(\rho \eta^{2\gamma} \gamma(\cdot, \alpha) f_X(x_0))^{\prime}}{(p+1)!}.
\]
Note that

\[
\Sigma_{x_0}^{-1} E \mathbf{W}_{n} = \left( \frac{n}{h} \right)^{1/2} \frac{1}{(\rho f_X(x_0))} D^{-1} N^{-1} D^{-1} E \mathbf{Y}_1^* \\
= \left( \frac{n}{h} \right)^{1/2} D^{-1} N^{-1} \left[ \frac{1}{(p + 1)!} \phi_{x, y}^{(p+1)}(x_0) \eta(x_0, \alpha)^{\gamma} \right.
\]

\[
\times \left( v_{p+1}, v_{p+2}, \ldots, v_{2p+1} \right)^T
\]

\[
+ h^{p+3} \zeta_p(x_0) \eta(x_0, \alpha)^{\gamma} \left( v_{p+2}, v_{p+3}, \ldots, v_{2p+2} \right)^T \right].
\]

The \(i\)th component of \(\Sigma_{x_0}^{-1} E \mathbf{W}_{n}\) is

\[
(\Sigma_{x_0}^{-1} E \mathbf{W}_{n})_i = \left( \frac{n}{h} \right)^{1/2} (i - 1)! \left( \{N^{-1}\}_{i,1}, \{N^{-1}\}_{i,2}, \ldots, \{N^{-1}\}_{i,p+1} \right) \\
\times \left[ \frac{1}{(p + 1)!} \phi_{x, y}^{(p+1)}(x_0) \eta(x_0, \alpha)^{\gamma} \left( v_{p+1}, v_{p+2}, \ldots, v_{2p+1} \right)^T \\
+ h^{p+3} \zeta_p(x_0) \eta(x_0, \alpha)^{\gamma} \left( v_{p+2}, v_{p+3}, \ldots, v_{2p+2} \right)^T \right] \\
= (nh^{2p+3})^{1/2} \frac{1}{(p + 1)!} \phi_{x, y}^{(p+1)}(x_0) \eta(x_0, \alpha)^{\gamma} \int z^{p+1} K_{i-1,p}(z) \, dz \\
+ (nh^{2p+5})^{1/2} \zeta_p(x_0) \eta(x_0, \alpha)^{\gamma} \int z^{p+2} K_{i-1,p}(z) \, dz \\
+ o((nh^{2p+5})^{1/2}).
\]

Next, consider the second term in the expression

\[
h(\Sigma_{x_0}^{-1} A_{x_0} \Sigma_{x_0}^{-1} E \mathbf{W}_{n})_i = (nh^{2p+5})^{1/2} (i - 1)! \frac{\phi_{x, y}^{(p+1)}(x_0)(\rho \eta^{2y}(\cdot, \alpha) f_X)'(x_0)}{(p + 1)! (\rho \eta^{2y}(\cdot, \alpha) f_X)(x_0)} \\
\times \sum_{j=1}^{p+1} (N^{-1}_p Q_p N^{-1}_p)_{ij} v_{p+j} + O((nh^{2p+7})^{1/2}).
\]

Using the fact that \((Q_p)_{kl} = (N_p)_{k,l+1}\) for \(l < p + 1\), it can be shown that for \(i = 2, \ldots, p + 1\),

\[
(N^{-1}_p Q_p N^{-1}_p)_{ij} = (N^{-1}_p)_{i-1,j} + \left\{ \sum_{k=1}^{p+1} (N^{-1}_p)_{i,k} v_{p+k} \right\} (N^{-1}_p)_{p+1,j}
\]

and by similar reasoning,

\[
(N^{-1}_p Q_p N^{-1}_p)_{1j} = \left\{ \sum_{k=1}^{p+1} (N^{-1}_p)_{1,k} v_{p+k} \right\} (N^{-1}_p)_{p+1,j}.
\]
So by Lemma 3 of Fan, Heckman and Wand (1995),
\[
(i - 1)! \sum_{j=1}^{p+1} (N_p^{-1} Q_p N_p^{-1})_{ij} v_{p+j} \\
= (i - 1) \int z^{p+1} K_{i-2,p}(z) \, dz \\
+ \frac{1}{p!} \int z^{p+1} K_{p,p}(z) \, dz \int z^{p+1} K_{i-1,p}(z) \, dz.
\]
The statement concerning the asymptotic mean follows immediately. By (A.2), the covariance between the \(i\)th and \(j\)th component of \(Y_1^*\) is \(E((Y_1^*)_i (Y_1^*)_j) + O(h^{2p+4})\). By a Taylor series expansion, \(E((Y_1^*)_i (Y_1^*)_j)\) is given by
\[
E \left[ \left( \frac{\eta(X_1, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma q_1 \left( \frac{\eta(X_1, \alpha)}{\eta(x_0, \alpha)} \right)^\gamma \eta(x_0, X_1, Y_1) \right] K \left( (X_1 - x_0)/h \right)^2 \\
\times \frac{(X_1 - x_0)/(h)^{i+j-2}}{(i-1)!(j-1)!} \\
= \int q_1(\eta(x_0 + hZ), Y_1) K(Z) h^{i+j-2} \frac{f_X(x_0 + hZ) \eta(x_0 + hZ) \eta(x_0 + hZ)}{(i-1)!(j-1)!} dZ + o(h).
\]
Noticing that
\[
q_1(\eta(x_0 + hZ), Y_1) = \frac{Y_1 - g^{-1}(\eta(x_0 + hZ))}{V(g^{-1}(\eta(x_0 + hZ)))} (g^{-1})'(\eta(x_0 + hz)),
\]
we can derive
\[
\{\text{cov}(Y_1^*)\}_{ij} = \frac{h f_X(x_0) \text{var}(Y|X=x_0)}{V(g^{-1}(\mu(x_0)))^2} \int \frac{z^{i+j-2}}{(i-1)!(j-1)!} K^2(Z) \, dZ + o(h).
\]
Therefore, \( \Gamma_{x_0}^{-1/2} \text{cov}(W_n) \Gamma_{x_0}^{-1/2} \to I_{p+1} \). Now, we use the Cramér–Wold device to derive the asymptotic normality of \(W_n\). For any unit vector \(u \in \mathbb{R}^{p+1}\), if
\[
(na_n^2)^{-1/2} u^T \text{cov}(Y_1^*)^{-1/2} (W_n - E W_n) \to D N(0, 1)
\]
then \( h^{1/2} \text{cov}(\mathbf{Y}_1) h^{-1/2}(\mathbf{W}_n - E \mathbf{W}_n) \Rightarrow D \ N(0, \mathbf{I}_{p+1}) \), and so \( \Gamma_{x_0}^{-1/2}(\mathbf{W}_n - E \mathbf{W}_n) \Rightarrow D \ N(0, \mathbf{I}_{p+1}) \). To prove (A.3), we only need to check Lyapounov’s condition for that sequence which can be easily verified. \( \square \)

Noting that \( \hat{\beta}_0 \to \eta_0(x_0) \) and \( \hat{\beta}_j \to \eta(x_0, \alpha)^{\eta(x_0, \alpha) - \eta(\cdot, \alpha)}(x_0) \) for \( 1 \leq j \leq p \), we can define the estimator of \( \eta^{(j)}_0(x_0) \) iteratively as \( \hat{\eta}_{u,0}(x_0; p, h, \alpha) = \hat{\eta}_0 \) and

\[
\hat{\eta}_{u,j}(x_0; p, h) = j! \hat{\beta}_j - \eta(x_0, \alpha)^{\eta(x_0, \alpha) - \eta(\cdot, \alpha)}(x_0) \sum_{i=0}^{j-1} \hat{\eta}_{u,i}(x_0; p, h) (1/\eta)^{(j-i)}(x_0, \alpha) \binom{j}{i} 
+ \eta(x_0, \alpha)^{\eta(x_0, \alpha) - \eta(\cdot, \alpha)}(x_0, \alpha) \quad \text{for } 1 \leq j \leq p,
\]

where \( \binom{j}{i} = j!/(i!(j-i)!). \) Simple algebra leads to

\[
\hat{\eta}_{u,j}(x_0; p, h) - \eta^{(j)}_0(x_0) = \sum_{i=0}^{j-1} \hat{\eta}_{u,i}(x_0; p, h) (1/\eta)^{(j-i)}(x_0, \alpha) \binom{j}{i} 
+ \eta(x_0, \alpha)^{\eta(x_0, \alpha) - \eta(\cdot, \alpha)}(x_0, \alpha) \quad \text{for } 1 \leq j \leq p.
\]

Denote \( w_j = \hat{\eta}_{u,j}(x_0; p, h) - \eta^{(j)}_0(x_0), \) \( v_j = j! \hat{\beta}_j - \eta(x_0, \alpha)^{\eta(x_0, \alpha) - \eta(\cdot, \alpha)}(x_0) \) and \( \omega_{i,j} = \binom{j}{i} (1/\eta)^{(j-i)}(x_0, \alpha) \eta(x_0, \alpha)^{\eta(x_0, \alpha) - \eta(\cdot, \alpha)}(x_0, \alpha), \)

where \( 1_{\{j=0\}} = 1 \) when \( j = 0 \) and 0 otherwise.

Let \( \mathbf{L} \) be a \((p+1) \times (p+1)\) matrix. For \( 0 \leq i, j \leq p \), its \((i+1, j+1)\) element, denoted by \( L_{i,j} \), is defined as follows. Set \( L_{i,j} = 1 \) when \( i = j \), \( L_{i,j} = 0 \) when \( i < j \) and

\[
L_{i,j} = -\omega_{j,i} + \sum_{l=1}^{i-j-1} (-1)^{l+1} \sum_{j < k_1 < k_2 < \ldots < k_l < i} \omega_{j,k_1,k_2} \cdots \omega_{k_l,i},
\]

when \( i > j \). Then \( w_j = v_j - \sum_{i=0}^{j-1} \omega_{j,i} w_i = \sum_{i=0}^{j} L_{j,j-i} v_{j-i} = \sum_{i=0}^{j} L_{j,i} v_i. \)
With the above notation, we have

\[
\begin{bmatrix}
\hat{\eta}_{u,0}(x_0; p, h) - \eta_0^{(0)}(x_0) \\
\hat{\eta}_{u,1}(x_0; p, h) - \eta_0^{(1)}(x_0) \\
\vdots \\
\hat{\eta}_{u,p}(x_0; p, h) - \eta_0^{(p)}(x_0)
\end{bmatrix}
\]

\(= L \times \begin{bmatrix}
0! \hat{\beta}_0 - \eta(x_0, \alpha) \\
1! \hat{\beta}_1 - \eta(x_0, \alpha)^{\gamma} \left( \frac{\eta_0 - \eta(\cdot, \alpha)}{\eta(\cdot, \alpha)^{\gamma}} \right)^{(1)}(x_0) \\
\vdots \\
p! \hat{\beta}_p - \eta(x_0, \alpha)^{\gamma} \left( \frac{\eta_0 - \eta(\cdot, \alpha)}{\eta(\cdot, \alpha)^{\gamma}} \right)^{(p)}(x_0)
\end{bmatrix}.
\]

(A.4)

The above equation allows us to study the asymptotic bias and variance of \(\hat{\eta}_{u,j}(x_0; p, h) - \eta_0^{(j)}(x)\) using those of \(j! \hat{\beta}_j - \eta(x_0, \alpha)^{\gamma} (\frac{\eta_0 - \eta(\cdot, \alpha)}{\eta(\cdot, \alpha)^{\gamma}})^{(j)}(x_0)\) where \(1 \leq i \leq p\).

**Proposition 1.** Let \(p - j > 0\) and suppose that conditions (A1)–(A5) stated in the Appendix are satisfied. Assume that \(h = h_n \to 0\), \(nh^{2p+1} \to \infty\), and \(nh^{2p+3} < \infty\) as \(n \to \infty\). If \(x_0\) is a fixed point in the interior of \(\text{supp}(f_X)\) satisfying \(\eta(x_0, \alpha) \neq 0\), then

\[
\frac{\sqrt{nh^{2j+1}}}{\sigma_{j,j,p}(x_0; K)} \left( j! \hat{\beta}_j - \eta(x_0, \alpha)^{\gamma} \left( \frac{\eta_0 - \eta(\cdot, \alpha)}{\eta(\cdot, \alpha)^{\gamma}} \right)^{(j)}(x_0) \right.
\]

\[
- \eta(x_0, \alpha)_{1[j=0]} - \text{Bias}(j) \xrightarrow{D} N(0, 1),
\]

(A.5)

where the bias term \(\text{Bias}(j)\) is given by \(\text{Bias}_o(j)\) when \(p - j\) is odd and \(\text{Bias}_e(j)\) when \(p - j\) is even with definitions

\[
\text{Bias}_o(j) = \frac{h^{p-j+1}}{(p+1)!} \left( \frac{\eta_0 - \eta(\cdot, \alpha)}{\eta(\cdot, \alpha)^{\gamma}} \right)^{(p+1)}(x_0)\eta(x_0, \alpha)^{\gamma} \left( \int z^{p+1} K_{j,p}(z) \, dz \right)
\]

\[
\times \{1 + o(h)\}
\]

and

\[
\text{Bias}_e(j) = \left\{ \int z^{p+2} K_{j,p}(z) \, dz - j \int z^{p+1} K_{j-1,p}(z) \, dz \right\} \frac{1}{(p+1)!} \left( \frac{\eta_0 - \eta(\cdot, \alpha)}{\eta(\cdot, \alpha)^{\gamma}} \right)^{(p+1)}(x_0)\eta(x_0, \alpha)^{\gamma} \left( \rho \eta^{2\gamma}(\cdot, \alpha) f_X(\cdot, \alpha) f_X(x_0) \right)
\]

\[
\times \{1 + o(h)\}.
\]
Based on (A.4), we get the asymptotic distribution result for our estimates \( \hat{\eta}_{u,j}(x_0; p, h, \alpha) \) as follows:

\[
(A.6) \quad \frac{\sqrt{nh^{2j+1}}}{\sigma_{j,j,p}(x_0; K)}(\hat{\eta}_{u,j}(x_0; p, h) - \eta_0^{(j)}(x_0)) \overset{D}{\rightarrow} N(0, 1).
\]

If \( x_0 = x_n \) is of the form \( x_0 = x_\delta + ch \) satisfying \( \eta(x_0, \alpha) \neq 0 \) where \( x_\delta \) is a point on the boundary of \( \text{supp}(f_X) \) and \( c \in [-1, 1] \), then \( (A.6) \) holds with \( \sigma_{r,s,p}^2(x_0; K) \) and \( \int z^{p+1} K_{r,p}(z) \, dz \) replaced by \( \sigma_{r,s,p}^2(x_0; K, D_{x_0,h}) \) and \( \int_{D_{x_0,h}} z^{p+1} K_{r,p}(z; D_{x_0,h}) \, dz \).

**Proof of Proposition 1.** The result \( (A.6) \) in Proposition 1 follows from the main theorem by reading off the marginal distributions of the components of \( \hat{\beta}^* \). To calculate the asymptotic variance, we calculate the \((r+1, s+1)\) entry of \( r! (T_p(A)\mathbf{N}_p(A))^{-1} \) as

\[
r! \sum_{k=1}^{p+1} \sum_{l=1}^{p+1} c_{r+1,k} c_{s+1,l} (T_p(A))_{kl} = \int_{A} K_{r,p}(z; A)K_{s,p}(z; A) \, dz,
\]

where \( c_{ij} \) is the cofactor of \( (N_p(A))_{ij} \). The equation comes from the following argument:

\[
p+1 \sum_{k=1}^{p+1} \sum_{l=1}^{p+1} c_{r+1,k} c_{s+1,l} (T_p(A))_{kl} = \int_{A} \left( \sum_{k=1}^{p+1} c_{r+1,k} z^{k-1} K(z) \right) \left( \sum_{k=1}^{p+1} c_{s+1,l} z^{k-1} K(z) \right) \, dz
\]

The asymptotical results in \( (A.6) \) for \( \hat{\eta}_{u,j}(x_0; p, h, \alpha) \) are easily proved by noting that its bias and variance are dominated by those of the single term \( j! \hat{\beta}_j - \eta(x_0, \alpha) \gamma \left( \frac{\eta_0 - \eta(\cdot, \alpha)}{\eta(\cdot, \alpha)^\gamma} \right)^{(j)}(x_0) - \eta(x_0, \alpha)1_{\{j=0\}} \) based on (A.4) since \( L \) is a lower triangle matrix. □

**Proof of Theorem 1.** The result of Theorem 1 is the special case of Proposition 1 for \( j = 0 \). □

**Proof of Theorem 2.** Note first that under conditions (B1)–(B5), we have \( \| \hat{\alpha} - \alpha_0 \| = n^{-1/2} O_p(1) \) by Theorem 3.2 of White (1982). This implies that
\[ \frac{1}{n} (Q_u(\beta; h, x_0, \alpha_0) - Q_u(\beta; h, x_0, \hat{\alpha})) \xrightarrow{P} 0. \]

Note that condition (A1) implies that both \( Q_u(\beta; h, x_0, \alpha_0) \) and \( Q_u(\beta; h, x_0, \hat{\alpha}) \) are strictly concave in \( \beta \). Consequently, \( \| \hat{\beta}(x_0, \alpha_0) - \bar{\beta}(x_0, \hat{\alpha}) \| \xrightarrow{P} 0 \) as we have obtained the asymptotic result of \( \hat{\beta}(x_0, \alpha_0) \).

Note that \[ \frac{1}{n} (Q_u(\beta; h, x_0, \alpha_0) - Q_u(\beta; h, x_0, \hat{\alpha})) = O_p(1/\sqrt{n}), \]
\[ \frac{1}{n} \| \frac{\partial}{\partial \beta} Q_u(\beta; h, x_0, \alpha_0) - \frac{\partial}{\partial \beta} Q_u(\beta; h, x_0, \hat{\alpha}) \| = O_p(1/\sqrt{n}), \]
\[ \frac{1}{n} \| \frac{\partial^2}{\partial \beta \partial \beta^T} Q_u(\beta; h, x_0, \alpha_0) - \frac{\partial^2}{\partial \beta \partial \beta^T} Q_u(\beta; h, x_0, \hat{\alpha}) \|_F = O_p(1/\sqrt{n}) \]
for every \( \beta \) where \( \| \cdot \|_F \) denotes the matrix’s Frobenius norm defined as the square root of the sum of squares of each element. With consistency established above, we can consider a local compact set. By the standard argument of the Taylor expansion used for proving asymptotic normality, we get \( \| \hat{\beta}(x_0, \alpha_0) - \bar{\beta}(x_0, \hat{\alpha}) \| = n^{-1/2} O_p(1) \) which is faster than the convergence rate in our Theorem 1. Hence using estimated \( \hat{\alpha} \) does not affect our asymptotic convergence rates as desired. \( \square \)

**Acknowledgments.** Our thanks go to an associate editor and the referees for their thorough and constructive comments.
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