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UNIFORM CONVERGENCE OF VAPNIK–CHERVONENKIS
CLASSES UNDER ERGODIC SAMPLING

BY TERRENCE M. ADAMS AND ANDREW B. NOBEL1

Department of Defense and University of North Carolina at Chapel Hill

We show that if X is a complete separable metric space and C is a count-
able family of Borel subsets of X with finite VC dimension, then, for every
stationary ergodic process with values in X , the relative frequencies of sets
C ∈ C converge uniformly to their limiting probabilities. Beyond ergodicity,
no assumptions are imposed on the sampling process, and no regularity con-
ditions are imposed on the elements of C. The result extends existing work of
Vapnik and Chervonenkis, among others, who have studied uniform conver-
gence for i.i.d. and strongly mixing processes. Our method of proof is new
and direct: it does not rely on symmetrization techniques, probability inequal-
ities or mixing conditions. The uniform convergence of relative frequencies
for VC-major and VC-graph classes of functions under ergodic sampling is
established as a corollary of the basic result for sets.

1. Introduction. The strong law of large numbers and its extension to depen-
dent processes via the ergodic theorem is one of the central results of probability
theory. The strong law connects sampling and population-based quantities, and is
one of the basic tools for establishing the consistency of statistical inference pro-
cedures. Uniform laws of large numbers extend the strong law by guaranteeing
the uniform convergence of averages to their limiting expectations over a given
family of functions. Uniform laws of large numbers have been widely used and
extensively studied in a number of fields, including statistics, where they play a
foundational role in the theory of empirical processes and machine learning. In
the latter, they underlie many results on consistency and rates of convergence for
classification and regression procedures.

The majority of the work on uniform laws of large numbers to date has consid-
ered independent, identically distributed samples, although there is also a substan-
tial literature concerned with dependent sequences satisfying a variety of mixing
conditions. The primary focus of this paper is the uniform convergence of relative
frequencies over a family of sets for general ergodic processes. In particular, we
show that a sufficient condition for uniform convergence in the i.i.d. case, namely
having finite Vapnik–Chervonenkis (VC) dimension, is also sufficient to ensure
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uniform convergence in the ergodic case. The VC dimension is a combinatorial
quantity that describes the ability of a collection of sets to pick apart finite subsets
of points. It can be defined without reference to metrics, epsilon-coverings, metric
entropies or standard notions of vector space dimension.

Let X = X1,X2, . . . be a stationary sequence of random variables taking values
in a complete separable metric space X equipped with its associated Borel sigma-
field S . Under the standard definition, X is ergodic if its invariant sigma-field is
trivial (cf. Definition 6.30 in Breiman [4]). An equivalent, mixing-based definition
of ergodicity can be formulated as follows. For each k ≥ 1, let S k denote the usual
product sigma-field on X k . The process X is then ergodic if, for each k ≥ 1 and
every A,B ∈ S k ,

lim
n→∞

1

n

n−1∑
i=0

P(Xk
1 ∈ A,Xi+k

i+1 ∈ B) → P(Xk
1 ∈ A)P(Xk

1 ∈ B),(1)

where Xk
1 denotes the k-tuple (X1, . . . ,Xk). The condition simply states that, on

average, the present and the future of X become independent as the gap between
them grows.

Suppose that X is ergodic. Here, and in what follows, we let X denote a random
variable independent of X and having the same distribution as X1. For each set
C ∈ S , the ergodic theorem ensures that the relative frequency m−1 ∑m

i=1 IC(Xi)

of C converges almost surely to the probability P(X ∈ C) as m tends to infinity. Of
interest here are families of sets over which this convergence is uniform. To this
end, we define the random variables

�m(C : X)
�= sup

C∈C

∣∣∣∣∣
1

m

m∑
i=1

I (Xi ∈ C) − P(X ∈ C)

∣∣∣∣∣, m ≥ 1.(2)

A countable family C of Borel measurable sets is said to be a Glivenko–Cantelli
class for X if the relative frequencies of C ∈ C converge uniformly to their limiting
probabilities, in the sense that

�m(C : X) → 0 with probability one as m → ∞.(3)

Note that the uniformity here is over the family C , not the underlying sample space;
following standard usage, the term “uniform convergence” is used rather than the
more traditional “equiconvergence.” The assumption that C is countable ensures
that the supremum in (3) is measurable. Uncountable families are discussed briefly
below.

Vapnik and Chervonenkis [24] established necessary and sufficient conditions
for (3) under i.i.d. sampling. Their work provides a connection between uniform
convergence and the combinatorial complexity of a family C , where the latter is
measured by the ability of the family to break apart finite sets of points. Let C
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be any collection of subsets of X and let D ⊆ X be any finite set of points. The
shatter coefficient (or index) of C with respect to D is defined by

S(D : C) = |{C ∩ D :C ∈ C}|(4)

and is simply the number of distinct subsets of D that can be captured by sets
C ∈ C . Clearly, S(D : C) ≤ 2|D|. When equality holds, C is said to shatter the set D.
The result of Vapnik and Chervonenkis can be stated as follows.

THEOREM A (Vapnik and Chervonenkis [24]). If X1,X2, . . . are i.i.d., then
the uniform strong law (3) holds if and only if

1

n
logS({X1, . . . ,Xn} : C) → 0

in probability as n tends to infinity.

In subsequent work, Vapnik and Chervonenkis [25] characterized uniform con-
vergence for classes of real-valued functions through the related notion of metric
entropy. Talagrand [22] later provided a characterization of uniform convergence
in the i.i.d. case that strengthens these results and is focused on what happens when
uniform convergence fails. For nonatomic distributions, his results show that (3)
fails to hold if and only if there is a set A ∈ S with P(A) > 0 such that, for almost
every realization of X, the family C shatters the set {Xn1,Xn2, . . .} consisting of
those Xi that lie in A.

DEFINITION. The VC dimension of a family C , denoted here by dim(C), is the
largest integer k ≥ 1 such that S(D : C) = 2k for some k-element subset D of X . If,
for every k ≥ 1, the family C can shatter some k-element set, then dim(C) = +∞.

A family C is said to be a VC class if dim(C) is finite. The following combina-
torial result of Sauer provides polynomial bounds on the shatter coefficients of VC
classes in terms of their combinatorial dimensions.

LEMMA A (Sauer [20]). If dim(C) = V < ∞, then S(D : C) ≤ ∑V
j=0

(m
j

) ≤
(m + 1)V for every m ≥ V and every D ⊆ X of cardinality m.

It follows from Lemma A and Theorem A that if V = dim(C) < ∞, then C
is a Glivenko–Cantelli class for every i.i.d. process X. Indeed, one may establish
an exponential inequality of the form P(�m(C : X) > t) ≤ c1(m + 1)V e−c2mt2

for
every t > 0 and m ≥ 1, where c1 and c2 are constants that are independent of m, C
and the distribution of X (cf. [5]). The notions of VC class and VC dimension play
a central role in modern central limit and empirical process theory; see [6, 23] and
the references therein.
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1.1. Principal result. In this paper, we show that the uniform strong law (3)
holds for VC classes under general ergodic sampling schemes. No mixing con-
ditions are imposed beyond ergodicity, and no conditions are imposed on the ele-
ments of C . Under these circumstances, the convergence guaranteed by the ergodic
theorem can be arbitrarily slow and we cannot hope to obtain distribution-free
probability bounds like those discussed above for the i.i.d. case. Nevertheless, as-
ymptotic results are still possible. Our principal result is the following theorem; its
proof can be found in Sections 2 and 3 below.

THEOREM 1. Let X be a complete separable metric space equipped with its
Borel measurable subsets S and let C ⊆ S be any countable family of sets. If
dim(C) < ∞, then, for every stationary ergodic process X = X1,X2, . . . taking
values in (X , S),

�m(C : X) = sup
C∈C

∣∣∣∣∣
1

m

m∑
i=1

I (Xi ∈ C) − P(X ∈ C)

∣∣∣∣∣ → 0 w.p. 1,(5)

as m tends to infinity. In other words, C is a Glivenko–Cantelli class for every
stationary ergodic process.

1.2. Uncountable families of sets. The assumption that the family C is count-
able ensures that the suprema �m(C : X) are measurable and is required for the
construction of the isomorphism in Lemma 6. In addition, countability of C is
used in the proof of Proposition 3 to ensure that no sample Xi takes values in the
boundary of any set C ∈ C .

Although it can be weakened in many cases (see the discussion below), the as-
sumption that C is countable cannot be dropped altogether since it excludes some-
what pathological examples that may arise in the dependent setting. To illustrate,
let μ be a nonatomic measure on (X , S) and let T : X → X be an ergodic μ-
measure-preserving bijection of X . (More concretely, one may take T to be an
irrational rotation of the unit circle with its uniform measure.) Let T i denote the
i-fold composition of T with itself if i ≥ 1, the i-fold composition of T −1 with
itself if i ≤ −1 and the identity if i = 0. For each x ∈ X , let Cx = ⋃∞

i=−∞{T ix} be
the trajectory of x under T and define the family C = {Cx :x ∈ X }. It is easy to see
that for any two points x1, x2 ∈ X , either Cx1 = Cx2 or Cx1 ∩ Cx2 = ∅, and so the
VC dimension of C equals one. Now, let Xi = TiX0, where X0 ∈ X is distributed
according to μ. The process X = X0,X1, . . . is then stationary and ergodic. More-
over, the μ-measure of the countable set Cx is zero for every x and it is easy to see
that �m(C : X) = 1 with probability one for each m ≥ 1. Thus, (5) fails to hold.

In spite of such negative examples, Theorem 1 can be extended in a straightfor-
ward way to uncountable classes C under a natural approximation condition. We
will call an uncountable family C ⊆ S “nice” for a given process X if �m(C : X) is
measurable for each m ≥ 1 and if, for every ε > 0, there exists a countable subfam-
ily C0 ⊆ C such that lim supm �m(C : X) ≤ lim supm �m(C0 : X)+ε with probability
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one. If C has finite VC dimension, then (5) holds for every ergodic process X such
that C is nice for X.

Theorem 1 can also be extended to the case in which the elements of C be-
long to the completion of the Borel sigma-field of X with respect to the common
distribution of the Xi .

1.3. Families of functions. Theorem 1 can be used to establish two related
uniform convergence results for families of functions. These results are presented
below. In each case, the results can be extended to uncountable families F under
approximation conditions like those above for families of sets.

A countable family F of Borel measurable functions f : X → R is said to be
a Glivenko–Cantelli class for a stationary ergodic process X if the relative fre-
quencies of functions in f converge uniformly to their limiting expectations, that
is,

�m(F : X)
�= sup

f ∈F

∣∣∣∣∣
1

m

m∑
i=1

f (Xi) − Ef (X)

∣∣∣∣∣ → 0 w.p. 1 as m → ∞.(6)

Here, we assume that the expectation Ef (X) is well defined for each f ∈ F . Recall
that a measurable function F : X → [0,∞) is said to be an envelope for F if
|f (x)| ≤ F(x) for each x ∈ X and f ∈ F . In particular, F is bounded if it has
constant envelope F = M < ∞.

1.3.1. VC-major classes. Let Lf (α) = {x :f (x) ≤ α} denote the α level set
of a function f : X → R. A family of functions F is said to be a VC-major class if

dimVC(F ) = sup
α∈R

dim
({Lf (α) :f ∈ F })

is finite. The following result is established in Section 4.1.

PROPOSITION 1. Let F be a countable family of Borel measurable functions
f : X → R with envelope F . If F is a VC-major class, then (6) holds for every
stationary ergodic process X such that EF(X) is finite.

1.3.2. VC-graph classes. The graph of a function f : X → R is the set Gf ⊆
X × R defined by Gf = {(x, s) : 0 ≤ s ≤ f (x) or f (x) ≤ s ≤ 0}. A family F of
functions f : X → R is said to be a VC-graph class (Pollard [18]) if

dimG(F ) = dim({Gf :f ∈ F })
is finite. The following result is established in Section 4.2.

PROPOSITION 2. Let F be a bounded, countable family of Borel measurable
functions f : X → R. If F is a VC-graph class, then (6) holds for every stationary
ergodic process X.
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1.4. Related work. Steele [21] used subadditive ergodic theory to establish
that both �m(C : X) [see (2)] and the entropy n−1 logS({X1, . . . ,Xn} : C) [see (4)]
converge with probability one to nonnegative constants whenever X is ergodic.
In addition, he obtained refined necessary and sufficient conditions for uniform
strong laws in the i.i.d. case. Nobel [10] showed that the conditions of Theorem A
and Talagrand [22] do not characterize uniform convergence for ergodic processes
and, in particular, that standard random entropy conditions do not ensure uniform
convergence in the ergodic case.

Yukich [27] established rates of convergence for �m(F : X) when X is φ-mixing
and F satisfies suitable bracketing entropy conditions. Yu [26] extends these re-
sults to β-mixing (absolutely regular) processes X and classes F satisfying metric
entropy conditions. (See Bradley [3] for more on φ- and β-mixing conditions.)
For VC classes C , the results of Yu imply the uniform law (5) when the mixing
coefficients βk decrease as k−r for some r > 0. Work of Peškir and Yukich [17]
extends this conclusion to β-mixing processes with βk = (log k)−2.

Nobel and Dembo [11] showed that one may extend uniform strong laws from
i.i.d. processes to β-mixing processes with the same one-dimensional marginal dis-
tribution. Their result implies that (5) holds for any VC class C and any β-mixing
process X. Peligrad [13] established an analogous result for processes satisfying a
modified φ-mixing condition. Karandikar and Vidyasagar [8] extended the results
of [11] to families of processes and established rates of convergence depending on
the behavior of the mixing coefficients.

Extending earlier work of Hoffmann-Jørgensen [7] in the i.i.d. case, Peškir and
Weber [16] show that the uniform ergodic theorem (6) holds if and only if the
family F is, in their terminology, eventually totally bounded in mean. They also
note the equivalence of different notions of convergence, as in Steele’s work. Peškir
[15] investigated conditions for uniform mean square ergodic theorems for families
of weak-sense stationary processes.

Andrews [1] investigated sufficient conditions under which laws of large num-
bers can be extended from individual functions to classes of functions, with partic-
ular emphasis on stochastically equicontinuous classes indexed by totally bounded
parameter spaces. The bibliography of his paper provides a good overview of re-
lated work.

1.5. Overview. In the absence of independence or standard uniform mixing
conditions, a direct approach to Theorem 1 using symmetrization and exponential-
type inequalities, or a more indirect approach carried out by coupling with the
independent case, does not appear to be possible. Instead, we establish, without
reference to independence or mixing conditions, the contrapositive of Theorem 1:
if the relative frequencies of sets C ∈ C fail to converge uniformly, then, for each
L ≥ 1, we can find L points x1, . . . , xL ∈ X that are shattered by C and, conse-
quently, dim(C) = ∞. For this, we require only the almost sure convergence guar-
anteed by the ergodic theorem for individual sets. Rather than working directly
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with the shatter coefficients S(· : C), we consider joins (partitions) generated by
finite subcollections of C , which are defined in Section 2 below.

In the next section, we begin with a special case of Theorem 1 in which X =
[0,1], each Xi is uniformly distributed on X and each element of C is equal to
a finite union of intervals. This preliminary result, which is the core of the paper,
is contained in Proposition 3. The general case of Theorem 1 is established in
Section 3 using Proposition 3 and a series of three reductions. The first reduction
(contained in Lemma 5) shows that it is enough to consider processes X for which
the marginal distribution of the Xi is nonatomic. The second reduction maps the
random variables in X and the elements of C to the unit interval with Lebesgue
measure via a standard measure space isomorphism. The final reduction (contained
in Lemma 6) makes use of an additional measure space isomorphism that maps
each element of C into a set that is equal, up to a set of measure zero, to a finite
union of intervals.

2. Classes containing finite unions of intervals. In this section, we establish
a version of Theorem 1 in which X = [0,1] and each element of C is a finite union
of intervals. In the proof, we work with the joins of selected members of C , which
act as surrogates for the more commonly used shatter coefficients.

DEFINITION. The join of k sets A1, . . . ,Ak ⊆ X , denoted J = ∨k
i=1 Ai , is

the collection of all nonempty intersections Ã1 ∩ · · ·∩ Ãk , where Ãi ∈ {Ai,A
c
i } for

i = 1, . . . , k. Note that J is a partition of X . The join of A1, . . . ,Ak is said to be
full if it has (maximal) cardinality 2k .

The next lemma makes an elementary connection between full joins and the
VC dimension. A similar result appears in [9] as Lemma 10.3.4. We include a
short proof here for completeness.

LEMMA 1. Let C be any collection of subsets of X . If, for some k ≥ 1, there
exists a collection C0 ⊆ C of 2k sets having a full join, then VC-dim(C) ≥ k.

PROOF. Indexing the elements of C0 in an arbitrary manner by subsets of
[k] := {1, . . . , k}, we may write C0 = {C(U) :U ⊆ [k]}. For i = 1, . . . , k, let xi

be any element of the intersection( ⋂
U⊆[k],i∈U

C(U)

)
∩

( ⋂
U⊆[k],i /∈U

C(U)c
)
,

which is nonempty by assumption. For each subset V ⊆ [k], it is easy to see that
xi ∈ C(V ) if and only if i ∈ V . Thus, C0, and hence C , shatters {x1, . . . , xk}.

Now, let X = X1,X2, . . . be a stationary ergodic process defined on a probability
space (�, F ,P), such that each Xi takes values in [0,1], is Borel measurable and
has distribution equal to the Lebesgue measure λ(·) on [0,1]. �
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PROPOSITION 3. Let C0 be a countable family of subsets of [0,1], each of
whose elements is a finite union of intervals. Suppose that

lim sup
m

�m(C0 : X) > 0

with positive probability. Then, for each integer L ≥ 1, there exist sets D1,D2, . . . ,

DL ∈ C0 such that the join KL = D1 ∨ D2 ∨ · · · ∨ DL is full and each cell of KL

has positive Lebesgue measure.

REMARKS. It follows from Lemma 1 that the family C0 in Proposition 3 has
infinite VC dimension. The additional fact that each cell of the joins has positive
measure will be needed in the proof of Theorem 1 as we may then ignore sets of
measure zero that arise in the application of Lemma 6. The assumption that C ∈ C0
is a finite union of intervals guarantees that its boundary has Lebesgue measure
zero. Excluding such boundary points from the process X plays an important role
in the final part of the proof of Lemma 3.

PROOF OF PROPOSITION 3. In what follows, we will need to examine the
difference between the relative frequency and probability of subsets of the unit
interval. To this end, for each ω ∈ �, each A ⊆ [0,1] and each m ≥ 1, we define


ω(A :m)
�=

∣∣∣∣∣
1

m

m∑
i=1

I
(
Xi(ω) ∈ A

) − λ(A)

∣∣∣∣∣(7)

to be the discrepancy of A with respect to the first m elements of the sample se-
quence Xi(ω). Let Bo, B and ∂B = B \ Bo denote, respectively, the interior, clo-
sure and boundary of a set B ⊆ [0,1].

For n ≥ 1, let Dn = {[k2−n, (k + 1)2−n] : 0 ≤ k ≤ 2n − 1} be the set of closed
dyadic intervals of order n. Let D be the union of the families Dn and let C =
C0 ∪ D. Then C and the set A0 = ⋃

C∈C ∂C of all endpoints of elements of C are
countable. In particular, λ(A0) = 0. By removing a P-null set of outcomes from
our sample space, we can, and do, assume that Xi(ω) ∈ Ac

0 for every i ≥ 1 and
every ω ∈ �.

Recalling the definition (2), we see that �m(C : X) ≥ �m(C0 : X) and, there-
fore, lim supm �m(C : X) > 0 with positive probability. In particular, there exists
an η > 0 and a set E ∈ F with P(E) > 0 such that

lim sup
m→∞

[
sup
C∈C


ω(C :m)
]
> η for each ω ∈ E.(8)

(Using the results of Steele [21] or, alternatively, the invariance of E, it follows
that that P(E) = 1, but we do not require this stronger result here.) Fix 0 < δ ≤
min{η/12,P(E)}.

The remainder of the proof proceeds as follows. We first construct a sequence
of “splitting sets” R1,R2, . . . ⊆ [0,1], in stages, from the sets in C . At the kth
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stage, the splitting set Rk is obtained from a sequential procedure that makes use
of the splitting sets R1, . . . ,Rk−1 produced at previous stages. Once obtained, the
splitting sets are used to identify, for any L ≥ 1, a collection of L sets in C that
have full join and it is easy to show that at most one member of such a collection
can come from D. The final step of the proof requires that we keep track of the
process by which each splitting set Rk is produced; this requirement is reflected in
the notation adopted below.

Construction of R1. We first choose a sequence of sets C1,C2, . . . ∈ C in such
a way that a significant fraction of the cells in the join of C1, . . . ,Cn will intersect
both Cn+1 and its complement. Let C1 be any set in C . Suppose that C1, . . . ,Cn ∈ C
have already been selected and we wish to choose Cn+1. Let Jn = Dn ∨C1 ∨ · · · ∨
Cn be the join of the previously selected sets and the dyadic intervals of order n.
Since the process X is ergodic and Jn is finite, there exists an integer M and a set
F with P(F ) > 1 − δ such that


ω(A :m) ≤ δλ(A) for each ω ∈ F , A ∈ Jn and m ≥ M.(9)

As δ < P(E), the set E ∩F has positive P-measure and is therefore nonempty. Let
ωn+1 be any point in E ∩ F . As ωn+1 ∈ E, it follows from (8) that there exists a
set Cn+1 ∈ C and an integer mn+1 ≥ M such that 
ωn+1(Cn+1 :mn+1) > η. From
Cn+1, one may construct the join Jn+1 = Dn+1 ∨ C1 ∨ · · · ∨ Cn+1 and then select
Cn+2 in the same manner as Cn+1. Continuing in this fashion, we obtain joins
Jn+1, Jn+2, . . . and sets Cn+2,Cn+3, . . . ∈ C . We note that the sample points ωn

may vary from step to step and that there is no requirement that mn+1 be greater
than mn.

The choice of the set Cn+1 ensures that it cannot be well approximated by a
union of elements of Jn or, equivalently, that the collection of cells A ∈ Jn con-
taining points in Cn+1 and Cc

n+1 must have nonvanishing probability. To make this
idea precise, we define the family

Hn =
{
A ∈ Jn :
ωn+1(A ∩ Cn+1 :mn+1) >

η

2
λ(A)

}
.

The next lemma shows that the elements of Hn ⊆ Jn occupy a nonvanishing frac-
tion of the unit interval.

LEMMA 2. If Gn = ⋃
Hn is the union of the sets A ∈ Hn, then λ(Gn) ≥ η/6.

PROOF. Let ω = ωn+1, C = Cn+1 and m = mn+1. By decomposing 
ω(C :m)

among the elements of Jn, we obtain the following bound:

η < 
ω(C :m) ≤ ∑
A∈Jn


ω(C ∩ A :m)

(10)
= ∑

A∈Hn


ω(C ∩ A :m) + ∑
A∈Jn\Hn


ω(C ∩ A :m).
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By definition of Hn, the second term in (10) is at most
∑

A∈Jn\Hn

η

2
λ(A) ≤ η

2
.

Moreover, the first term in (10) can be bounded as follows:
∑

A∈Hn


ω(C ∩ A :m)

≤ ∑
A∈Hn

1

mn+1

m∑
i=1

I
(
Xi(ω) ∈ C ∩ A

) + ∑
A∈Hn

λ(C ∩ A)

≤ ∑
A∈Hn

1

m

m∑
i=1

I
(
Xi(ω) ∈ C ∩ A

) + λ(Gn)

≤ ∑
A∈Hn


ω(A :m) + 2λ(Gn)

≤ (δ + 2)λ(Gn) ≤ 3λ(Gn),

where the penultimate inequality follows from (9) and the fact that ωn+1 ∈ F .
Combining the final expressions in the three preceding displays yields the result.

�

Let the sets Gn = ⋃
Hn, n ≥ 1, be derived from the inductive procedure de-

scribed above. For each n ≥ 1, define a sub-probability measure λn(B) = λ(B ∩
Gn) on ([0,1], B). The collection {λn} is necessarily tight and therefore has a sub-
sequence {λnr } that converges weakly to a sub-probability ν1 on ([0,1], B), in the
sense that

∫ 1
0 g dλnr → ∫ 1

0 g dν1 as r → ∞ for every (bounded) continuous func-
tion g : [0,1] → R. It is easy to see that ν1 is absolutely continuous with respect to
λ and that

ν1([0,1]) ≥ lim sup
r→∞

λnr ([0,1]) ≥ η/6.

In particular, the Radon–Nikodym derivative dν1/dλ is well defined and is
bounded above by 1. Define R1 = {x : (dν1/dλ)(x) > δ}. From the previous re-
marks, it follows that

η

6
≤ ν1([0,1]) =

∫ 1

0

dν1

dλ
dλ =

∫
R1

dν1

dλ
dλ +

∫
Rc

1

dν1

dλ
dλ

(11)
≤

∫
R1

1dλ +
∫
Rc

1

δ dλ ≤ λ(R1) + δ.

As δ < η/12 by assumption, we conclude that λ(R1) ≥ η/12 > 0.
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Construction of Rk for k ≥ 2. The splitting sets R2,R3, . . . are defined in or-
der, following the general iterative procedure used to construct R1. The critical
difference between the first and subsequent stages is that the sets R1, . . . ,Rk−1
produced at stages 1 through k − 1 are included in the join used at stage k to
define Rk . In what follows, let Ck(n), Jk(n), ωk(n), mk(n), Hk(n) and Gk(n) de-
note the quantities appearing at the nth step of the kth stage. In particular, let
C1(n) = Cn, n ≥ 1, be the elements of C considered in stage 1 and define J1(n),
ω1(n), m1(n), H1(n) and G1(n) in a similar fashion.

Suppose that stages 1 through k − 1 have been completed and that we wish to
construct the splitting set Rk at stage k. Let Ck(1) be any element of C and suppose
that Ck(2), . . . ,Ck(n) have already been selected. We define the join

Jk(n) = Dn ∨
k−1∨
j=1

Rj ∨
n∨

i=1

Ck(i).(12)

By the ergodic theorem, there exists an integer M and a set F with P(F ) > 1 − δ

such that (9) holds with Jn replaced by Jk(n). As before, it follows from these
inequalities and (8) that there exists a sample point ωk(n + 1) ∈ E ∩ F , a set
Ck(n + 1) ∈ C and an integer mk(n + 1) ≥ M such that


ωk(n+1)(A :mk(n + 1)
) ≤ δλ(A) for each A ∈ Jk(n),(13)

and, simultaneously,


ωk(n+1)(Ck(n + 1) :mk(n + 1)
)
> η.(14)

Using these quantities, we define the family

Hk(n) =
{
A ∈ Jk(n) :
ωk(n+1)(Ck(n + 1) ∩ A :mk(n + 1)

)
>

η

2
λ(A)

}
(15)

and let Gk(n) = ⋃
Hk(n) be the union of the elements of Hk(n).

Defining Jk(n + 1) as in (12) and continuing in the same fashion, we obtain
a sequence Ck(n + 2),Ck(n + 3), . . . ∈ C and a corresponding sequence of sets
Gk(n + 1),Gk(n + 2), . . . ⊆ [0,1]. Lemma 2 ensures that λ(Gk(n)) ≥ η/6 for
each n ≥ 1. As before, there is a sequence of integers nk(1) < nk(2) < · · · such that
the measures λ(B ∩ Gk(nk(r))) converge weakly as r → ∞ to a sub-probability
measure νk on ([0,1], B) that is absolutely continuous with respect to λ(·). Define
Rk = {x : (dνk/dλ)(x) > δ}. The argument in (11) shows that λ(Rk) ≥ η/12. The
arguments below require that we consider density points of the splitting sets. With
this in mind, for k ≥ 1, let

R̃k =
{
x ∈ Rk : lim

α→0

λ((x − α,x + α) ∩ Rk)

2α
= 1

}

be the set of Lebesgue points of Rk . By standard results on differentiation of in-
tegrals (cf. Theorem 31.3 of Billingsley [2]), λ(R̃k) = λ(Rk) ≥ η/12. The sets R̃k

are used to construct full joins in the next step of the proof.
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Construction of full joins. Fix an integer L ≥ 2. As the measures of the sets
R̃k are bounded away from zero, there exist positive integers k1 < k2 < · · · < kL

such that λ(
⋂L

j=1 R̃kj
) > 0. Define the intersections

Qr =
L−r⋂
j=1

R̃kj

for r = 0,1, . . . ,L − 1. Note that Q0 ⊆ Q1 ⊆ · · · ⊆ QL−1. Recall that Bo, B and
∂B denote, respectively, the interior, closure and boundary of a set B ⊆ [0,1].

LEMMA 3. There exist sets D1,D2, . . . ,DL−1 ∈ C such that for each l =
1, . . . ,L − 1, the join Kl = D1 ∨ D2 ∨ · · · ∨ Dl satisfies |Kl| = 2l and for each
B ∈ Kl , the intersection Bo ∩ Ql is nonempty. In particular, each cell of Kl has
positive Lebesgue measure.

PROOF. We establish the result by induction on l, beginning with the case
l = 1. In particular, we show that there exists a set D1 ∈ C such that Do

1 ∩ Q1 and
(Dc

1)
o ∩ Q1 are nonempty. To this end, we choose x1 ∈ Q0, which is nonempty

by assumption, and let ε = δ/2(δ + 1). By definition of the sets R̃kj
, there exists

α1 > 0 such that the interval I1
�= (x1 − α1, x1 + α1) satisfies

λ(I1 ∩ Q0) ≥ (1 − ε)λ(I1) = 2α1(1 − ε).(16)

To simplify notation, let κ = kL. It follows from the last display and the definition
of Rκ ⊇ Q0 that

νκ(I1 ∩ Rκ) =
∫
I1∩Rκ

dνκ

dλ
dλ > δλ(I1 ∩ Rκ) ≥ 2α1(1 − ε)δ.(17)

Now, let {nκ(r) : r ≥ 1} be the subsequence used to define the sub-probability νκ .
As I1 is an open set, the portmanteau theorem and (17) imply that

lim inf
r→∞ λ

(
I1 ∩ Gκ(nκ(r))

) ≥ νκ(I1) ≥ νκ(I1 ∩ Rκ) > 2α1(1 − ε)δ.

Choose r sufficiently large so that λ(I1 ∩Gκ(nκ(r))) > 2α1(1− ε)δ and 2−nκ(r) <

δα1/4. We require the following subsidiary lemma. �

LEMMA 4. There exists a set A ∈ Hκ(nκ(r)) such that A ⊆ I1 and λ(A ∩
Q1) > 0. Moreover, A is contained in Q1.

PROOF. Let G = Gκ(nκ(r)). The choice of nκ(r) ensures that

(1 − ε)δλ(I1) < λ(I1 ∩ G)

= λ(I1 ∩ Q1 ∩ G) + λ(I1 ∩ Qc
1 ∩ G)

≤ λ(I1 ∩ Q1 ∩ G) + λ(I1 ∩ Qc
1)

≤ λ(I1 ∩ Q1 ∩ G) + ελ(I1),
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where the first inequality follows from our choice of r and the final inequality
follows from (16) together with the fact that Q0 ⊆ Q1. The last display and the
definition of ε imply that λ(I1 ∩ Q1 ∩ G) ≥ δα1. As the collection of sets used to
define Jκ(nκ(r)) includes the dyadic intervals of order nκ(r), each element A of
the join has diameter (and Lebesgue measure) bounded by 2−nκ(r) < δα1/4. These
last two inequalities imply that

δα1 ≤ λ(I1 ∩ Q1 ∩ G) ≤ ∑
A

λ(Q1 ∩ A) + 2
δα1

4
,

where the sum is over sets A ∈ Hκ(nκ(r)) such that A ⊆ I1. In particular, it is clear
that the sum is necessarily positive and the first part of the claim follows. Note
that A ∈ Hκ(nκ(r)) implies that A ∈ Jκ(nκ(r)). Thus, the inclusion of the sets
R1, . . . ,Rκ−1 in the join ensures that A is contained in either Rkj

or Rc
kj

, but not
both, for each j = 1, . . . ,L − 1. If λ(A ∩ Q1) > 0, then, necessarily, A ∩ Q1 = ∅,
and the containment relations imply that A ⊆ Q1. This completes the proof of
Lemma 4. �

Let D1 = Cκ(nκ(r)+1) ∈ C , where r is the index appearing in Lemma 4. Recall
that D1 is a finite union of intervals and that no random variables Xi take values in
the finite set ∂D1. In addition, ∂D1 has Lebesgue measure zero. Let A ∈ Hκ(nκ(r))

be the set identified in Lemma 4 and note that λ(A) > 0. We argue by contradic-
tion that A (and therefore Q1) has nonempty intersection with the interiors of D1
and Dc

1. Suppose, first, that A ∩ Do
1 = ∅. In this case,


ω(A ∩ D1 :m) = 
ω(A ∩ Do
1 :m) = 0

for every m ≥ 1 and every ω ∈ �. However, as A ∈ Hκ(nκ(r)) [see (15)] and
λ(A) > 0, we know that 
ω(A ∩ D1 :m) > 0 when ω = ωκ(nκ(r) + 1) and m =
mκ(nκ(r) + 1). Thus, we arrive at a contradiction.

Now, suppose that (Dc
1)

o ∩ A = ∅. In this case, A ⊆ D1 and with the choice of
ω = ωκ(nκ(r) + 1) and m = mκ(nκ(r) + 1), we have

η

2
λ(A) < 
ω(A ∩ D1 :m) = 
ω(A ∩ D1 :m) = 
ω(A :m) ≤ δλ(A).

Here, the first inequality follows from the fact that A ∈ Hκ(nκ(r)) and the second
follows from (13). Comparing the first and last terms above, the fact that δ ≤ η/12
again yields a contradiction. We note that the argument above applies to any set
A ∈ Hκ(nκ(r)) having positive Lebesgue measure.

Now, suppose that we have identified sets D1, . . . ,Dl ∈ C , with l ≤ L − 2, such
that the join Kl = D1 ∨ · · · ∨ Dl satisfies the conditions of Lemma 3. Let Kl =
{Bj : j ∈ [2l]} and let xj ∈ Bo

j ∩ Ql for each j ∈ [2l]. Select αl+1 > 0 such that

for each j , the interval Ij
�= (xj −αl+1, xj +αl+1) is contained in Bo

j and satisfies

λ(Ij ∩ Ql) ≥ (1 − ε)λ(Ij ) = 2αl+1(1 − ε).
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Let κ ′ = kL−l and let {nκ ′(l) : l ≥ 1} be the subsequence used to define the sub-
probability νκ ′ . For each interval Ij ,

lim inf
r→∞ λ

(
Ij ∩ Gκ ′(nκ ′(r))

) ≥ νκ ′(Ij ) ≥ νκ ′(Ij ∩ Rκ ′) > 2αl+1(1 − ε)δ,

where the last inequality follows from the previous display and the fact that Ql ⊆
Rκ ′ . Choose r sufficiently large so that λ(Ij ∩ Gκ ′(nκ ′(r))) > 2αl+1(1 − ε)δ for
each j , and 2−nκ′ (r) < δαl+1/4.

By applying the proof of Lemma 4 to each interval Ij , it is easy to see that
there exist sets Aj ∈ Hκ ′(nκ ′(r)) such that Aj ⊆ Ij ⊆ Bo

j , λ(Aj ∩ Ql+1) > 0 and
Aj ⊆ Ql+1. Let Dl+1 = Cκ ′(nκ ′(r)+1) ∈ C . Arguments identical to the case l = 1
above show that for each j , the intersections Aj ∩ Do

l+1 and Aj ∩ (Dc
l+1)

o are
nonempty. This completes the inductive step, and hence the proof, of Lemma 3.

Given any two dyadic intervals, they are disjoint, intersect at one point or one
contains the other. Therefore, among the sets D1, . . . ,DL−1 of Lemma 3, at most
one can be a dyadic interval; the remainder are contained in C0 and together have
a full join whose cells have positive Lebesgue measure. This completes the proof
of Proposition 3. �

3. Reductions and proof of Theorem 1. As noted in the Introduction, Theo-
rem 1 is derived from Proposition 3 via a series of three reductions. Two of these re-
ductions are based on the following lemmas, whose proofs can be found in the Ap-
pendix. The third follows from standard results on measure space isomorphisms.
In what follows, A � B = (A \ B) ∪ (B \ A) is the standard symmetric difference
of two sets.

LEMMA 5. Let X = X1,X2, . . . be a stationary ergodic process taking values
in (X , S) and let C ⊆ S be a countable family of sets such that lim supm �m(C :
X) > 0 with positive probability. Then X is necessarily uncountable and there ex-
ists a stationary ergodic process X̃ = X̃1, X̃2, . . . with values in (X , S) such that
P(X̃i = x) = 0 for each x ∈ X and lim supm �m(C : X̃) > 0 with positive probabil-
ity.

LEMMA 6. Let C = {C1,C2, . . .} be a countable collection of Borel subsets of
[0,1] such that the maximum diameter of the elements of the join Jn = ∨n

i=1 Ci

tends to zero as n → ∞. There then exists a Borel measurable map φ : [0,1] →
[0,1] and a Borel set V1 ⊆ [0,1] of measure one such that: (i) φ preserves
Lebesgue measure and is one-to-one on V1; (ii) the image V2 = φ(V1) and the
inverse map φ−1 :V2 → V1 are Borel measurable; (iii) φ−1 preserves Lebesgue
measure; (iv) for every set C ∈ C , there is a set U(C), equal to a finite union of
intervals, such that λ(φ(C) � U(C)) = 0.

3.1. Proof of Theorem 1. We establish the contrapositive of Theorem 1 via
a reduction to Proposition 3. Suppose that lim supm �m(C : X) > 0 with positive
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probability. Let μ(·) denote the one-dimensional marginal distribution of X. By
Lemma 5, we may restrict our attention to the case in which μ(·) is nonatomic
and X is uncountable. It then follows from standard measure space isomorphism
results [19] that there exist Borel measurable sets X0 ⊆ X and I0 ⊆ [0,1] with
μ(X0) = λ(I0) = 1 and an invertible map ψ : X0 → I0 such that ψ and ψ−1 are
measurable with respect to the restricted sigma-algebras S ∩ X0 and B ∩ I0, re-
spectively, and μ(A) = λ(ψ(A)) for each A ∈ S ∩ X0. The event E = {Xi ∈
X c

0 for some i ≥ 1} has probability zero, so by removing E from the underlying
sample space, we may assume that Xi(ω) ∈ X0 for each sample point ω and each
i ≥ 1.

Define Yi = ψ(Xi) for i ≥ 1 and let C1 = {ψ(C ∩ X0) :C ∈ C} be the (Borel)
images in [0,1] of the elements of C . The process Y = Y1, Y2, . . . is station-
ary and ergodic with marginal distribution λ. If C1 = ψ(C ∩ X0) is an ele-
ment of C1, then λ(C1) = μ(C ∩ X0) = μ(C) as μ(X0) = 1, and I (Yi ∈ C1) =
I (ψ(Xi) ∈ φ(C ∩ X0)) = I (Xi ∈ C) as φ(·) is one-to-one. Moreover, if C1 shat-
ters points u1, . . . , uk ∈ [0,1], then C shatters ψ−1(u1), . . . ,ψ

−1(uk). It follows
that �m(C1 : Y) = �m(C : X) with probability one (actually, for every ω) and that
dim(C1) ≤ dim(C).

Let C2 = C1 ∪ D, where D denotes the set of closed dyadic subintervals of [0,1].
Then �m(Y : C2) ≥ �m(Y : C1) and an easy argument shows that dim(D) = 2. Us-
ing Lemma A (cf. Exercise 4.1 of [5]), one may show that dim(C2) ≤ dim(C1) +
dim(D) + 1 ≤ dim(C1) + 3. As the family C2 includes D, it satisfies the condi-
tions of Lemma 6 above: let V1,V2 and φ : [0,1] → [0,1] be the associated sets
and point mapping, respectively, in the lemma. Define Zi = φ(Yi) for i ≥ 1 and
let C3 = {φ(C ∩ V1) :C ∈ C2}. Arguments like those above show that �m(C3 : Z) =
�m(C2 : Y) with probability one and that dim(C3) ≤ dim(C2).

By Lemma 6, for each set C ∈ C3, there is a set U(C) that is equal to a finite
union of intervals and is such that λ(C�U(C)) = 0. Let U = {U(C) :C ∈ C3}.
Then �m(U : Z) = �m(C3 : Z) with probability one and it follows from the other
relations established above that lim supm �m(U : Z) > 0 with positive probability.
Fix L ≥ 1. By Proposition 3, there exist sets U(C1), . . . ,U(CL) ∈ U such that
their join has 2L cells and each cell has positive probability. It follows that the
join JL = C1 ∨ · · · ∨ CL is also full. As L was arbitrary, Lemma 1 implies that C3
has infinite VC dimension, and the same is therefore true of C . This completes the
proof of Theorem 1.

4. Proof of VC-major and VC-graph results.

4.1. Proof of Proposition 1. Let X be a stationary ergodic process. Suppose,
first, that F is bounded, with constant envelope M < ∞. Fix ε > 0 and select an
integer K such that 2M/K ≤ ε. For each f ∈ F , define the approximation

f (x) = M − 2M

K

K∑
j=1

I
(
f (x) ≤ M − 2Mj/K

)
.
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Note that f (x) − ε ≤ f (x) ≤ f (x) for each x ∈ X and thus, by an elementary
bound,

0 ≤ �m(F : X) ≤ 2ε + �m(F : X),

where F = {f :f ∈ F }. It follows readily from Theorem 1 and the assumption that
dimVC(F ) is finite that �m(F : X) → 0 with probability one as n tends to infinity.
As ε > 0 was arbitrary, we conclude that �m(F : X) → 0 with probability one as
well.

Now, suppose that F has an envelope F such that EF(X) < ∞. Fix 0 < M <

∞ and for each f ∈ F , define fM(x) = f (x)I (F (x) ≤ M). Let FM = {fM :f ∈
F }. Then, by an elementary bound and an application of the ergodic theorem to
F(x)I (F (x) ≤ M), we have

0 ≤ lim sup
m→∞

�m(F : X) ≤ lim sup
m→∞

�m(FM : X) + 2E
[
F(X)I

(
F(X) > M

)]
.

A straightforward argument shows that FM is a VC-major class and therefore, by
the result above, the first term on the right-hand side is equal to zero. The second
term can be made arbitrarily small by choosing M sufficiently large.

4.2. Proof of Proposition 2. Let X be a stationary ergodic process with one-
dimensional marginal distribution μ. Let M < ∞ be an envelope for F . Replacing
each f ∈ F by (f + M)/2M , we may assume without loss of generality that each
f ∈ F takes values in [0,1] and, therefore,

Gf = {(x, s) :x ∈ X and 0 ≤ s ≤ f (x) ≤ 1}.
Let Y1, Y2, . . . ∈ [0,1] be independent, uniformly distributed random variables de-
fined on the same probability space as, and independent of, the process X. For
i ≥ 1, define Zi = (Xi, Yi) ∈ X × [0,1]. It follows from standard results in er-
godic theory (cf. [14]) that the process Z = Z1,Z2, . . . is stationary and ergodic.
Let Z = (X,Y ) be distributed as Z1. By an application of Fubini’s theorem, for
each f ∈ F , we have

P(Z ∈ Gf ) = (μ ⊗ λ)(Gf ) =
∫

X
λ((Gf )x) dμ(x)

(18)
=

∫
X

f (x) dμ(x) = Ef (X),

where Gx = {s : (x, s) ∈ G} denotes the x-section of G. Moreover,

1

m

m∑
i=1

I (Zi ∈ Gf ) = 1

m

m∑
i=1

I
(
Yi ≤ f (Xi)

)
.(19)

By an elementary bound, �m(F : X) ≤ �1
m(F : Z) + �2

m(F : Z), where

�1
m(F : Z) = sup

f ∈F

∣∣∣∣∣
1

m

m∑
i=1

I
(
Yi ≤ f (Xi)

) − Ef (X)

∣∣∣∣∣
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and

�2
m(F : Z) = sup

f ∈F

∣∣∣∣∣
1

m

m∑
i=1

[
I
(
Yi ≤ f (Xi)

) − f (Xi)
]∣∣∣∣∣.

It follows from (18) and (19) that

�1
m(F : Z) = sup

G∈G

∣∣∣∣∣
1

m

m∑
i=1

I (Zi ∈ G) − P(Z ∈ G)

∣∣∣∣∣,
which tends to zero with probability one by Theorem 1 and the assumption that G is
a VC class. To analyze the second supremum, note that when X1 = x1, . . . ,Xm =
xm are fixed,

�2
m(F : (x1, Y1), . . . , (xn, Yn)) = sup

f ∈F

∣∣∣∣∣
1

m

m∑
i=1

[
I
(
Yi ≤ f (xi)

) − P
(
Yi ≤ f (xi)

)]∣∣∣∣∣
and that Y1, . . . , Yn remain independent under this conditioning. By a routine mod-
ification of standard empirical process arguments like those in Theorem 3.1 of
Devroye and Lugosi [5], one may establish that

E[�2
m(F ,Z)|Xn

1 ] ≤ 2
(

ln 2Sm(G)

m

)1/2 �= Lm.

Here, Sm(G) is the (maximal) shatter coefficient of G defined by

Sm(G) = max
∣∣{G ∩ {z1, . . . , zm} :G ∈ G

}∣∣,
where the maximum is taken over all m-sequences z1, . . . , zm ∈ X × [0,1]. As
G has finite VC dimension, V say, it follows from Sauer’s Lemma A above that
Sm(G) ≤ (m + 1)V and, consequently, that Lm = O((lnm/m)1/2). A straightfor-
ward application of McDiarmid’s bounded difference inequality (cf. Theorem 2.2
of [5]) shows that for t > 0,

P
(
�2

m(F : Z) ≥ Lm + t |Xn
1
) ≤ e−2mt2

.

Taking expectations, the same bound holds for the unconditional probability and
it then follows from a simple application of the first Borel–Cantelli lemma that
�2

m(F : Z) tends to zero with probability one as m tends to infinity.

APPENDIX

A.1. Proof of Lemma 5. Following arguments like those in Breiman [4], we
may assume, without loss of generality, that X = {Xi :−∞ < i < ∞} is a two-
sided process and that X is defined on a probability space (�, F ,P) via a left shift
transformation and a projection map. Specifically, � is the set of all bi-infinite
sequences ω = (ωi)

∞
i=−∞, where ωi ∈ X for each i, and F = ⊗∞

i=−∞ S is the
usual product sigma-field. We may further assume that Xi(ω) = X0(T

iω), where
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X0 :� → X is the coordinate projection X0(ω) = ω0 and T :� → � is the stan-
dard left-shift transformation defined by (T ω)i = ωi−1. The stationarity of X im-
plies that T and T −1 preserve P(·). Ergodicity of X ensures that T is ergodic: if
T A = A, then P(A) = 0 or 1.

As noted by Steele [21], the subadditive ergodic theorem implies that the ran-
dom variables �m(C : X) converge with probability one to a constant. In particular,
if lim supm �m(C : X) > 0 with positive probability, then it follows that

lim inf
m

�m(C : X) > 0 with probability one.(20)

This stronger converse of the Glivenko–Cantelli property will be needed in what
follows.

Let A = {x ∈ X :μ({x}) = 0} contain the nonatomic points of X . If Ac = ∅,
then X is uncountable and there is nothing else to prove. Assume, then, that
Ac = ∅. As Ac consists of the (finite or countable) set of points in X having
positive μ-measure, it follows that A ∈ S . Given ε > 0, we may express Ac as a
disjoint union A1 ∪ A2 such that the cardinality of A1 is finite and μ(A2) < ε. Let
μ̂m(A) = m−1 ∑m

i=1 I (Xi ∈ A) denote the empirical measure of X1, . . . ,Xm. By
an elementary bound,

�m(C : X) ≤ �m(C ∩ A : X) + ∑
x∈A1

|μ̂m({x}) − μ({x})| + μ̂m(A2) + μ(A2).

As m tends to infinity, the second term above tends to zero and the last two terms
are together less than 2ε. As ε > 0 was arbitrary, we conclude that μ(A) > 0 so
that X is uncountable. Moreover, (20) implies that lim infm �m(C ∩A : X) > 0 with
probability one.

Let �A denote the set of ω ∈ � such that ω0 ∈ A and both index sets {i ≥
1 :wi ∈ A} and {i ≤ −1 :wi ∈ A} are infinite. By the ergodic theorem, P(�A) =
μ(A) > 0. For ω ∈ �A, define τ(ω) = min{k ≥ 1 :T kω ∈ A} (which is finite) and
the induced transformation T̃ :�A → �A by T̃ ω = T τ(ω)ω. Routine arguments
from ergodic theory [14] show that T̃ is invertible, is measurable on the restricted
sigma-field FA = F ∩�A, preserves the normalized measure PA(·) = P(·)/P(�A)

on (�A, FA) and is ergodic. For the sake of completeness, we provide a sketch of
the proofs using a geometric argument from ergodic theory known as the Kakutani
skyscraper. For each positive integer k, define Ak = {ω ∈ �A : τ(ω) = k}. The
sets A1,A2, . . . then partition �A. Moreover,

⋃∞
k=1

⋃k−1
i=0 T iAk is a disjoint union

containing almost every point in �. The Kakutani skyscraper of �A is created by
stacking the sets T 1Ak, . . . , T

k−1Ak above Ak for each k ≥ 1.
The measurability of T̃ follows from the fact that each Ak is measurable and

that T̃ restricted to Ak equals T k restricted to Ak . Invertibility of T̃ follows di-
rectly from the invertibility of T and the construction of the Kakutani skyscraper.
In particular, let ω1 = ω2 be points in �A. Then T̃ (ω1) = T (T τ(ω1)−1ω1) and
T̃ (ω2) = T (T τ(ω2)−1ω2). As T is invertible, and T τ(ω1)−1(ω1) and T τ(ω2)−1(ω2)
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are distinct points in the Kakutani skyscraper, it follows that T̃ (ω1) = T̃ (ω2). The
measure-preserving property of T̃ follows from the fact that T is measure preserv-
ing on each of the sets Ak . To establish ergodicity, suppose that B ⊂ �A is a set
of positive measure that is invariant for T̃ . The set C = ⋃∞

i=−∞ T iB is invariant
under T , and C ∩ A = B since B is invariant for T̃ . As T is ergodic, C contains A

and so A = B . It follows that T̃ is ergodic.
Define X̃0 :�A → X by X̃0(ω) = ω0 and X̃i(ω) = X̃0(T̃

iω) for −∞ < i < ∞.
The process X̃ = {X̃i} defined on (�A, FA,PA) is then stationary and ergodic,
takes values in (X , S) and has marginal distribution μA(·) = μ(·)/μ(A) with no
point masses.

We wish to show that lim supm �m(C : X̃) > 0 with positive PA-probability. To
this end, for each ω ∈ �A, define τ0(ω) = 0, τ1(ω) = τ(ω) and τl+1(ω) = min{k >

τl(ω) :ωk ∈ A}. By definition of �A, each function τl is finite. For each m ≥ 1,
C ∈ C and ω ∈ �A,

1

m

m−1∑
i=0

I
(
X̃i(ω) ∈ C

) = 1

m

τm−1(ω)∑
j=0

I
(
Xj(ω) ∈ C ∩ A

)

(21)

= 1

μ(A)
Wm(ω)

1

τm−1(ω)

τm−1(ω)∑
j=0

I
(
Xj(ω) ∈ C ∩ A

)
,

where we have defined Wm = μ(A)τm−1/m. By the ergodic theorem, for PA-
almost every ω ∈ �A,

m

τm−1(ω)
= 1

τm−1(ω)

τm−1(ω)∑
j=0

I
(
Xj(ω) ∈ C ∩ A

) → μ(A)

as m tends to infinity and so Wm → 1 with PA probability one. Omitting the de-
pendence on ω, it follows from (21) and the definition of μA(·) that

�m(C : X̃) = sup
C∈C

∣∣∣∣∣
1

m

m−1∑
i=0

I (X̃i ∈ C) − μA(C)

∣∣∣∣∣

= 1

μ(A)
sup
C∈C

∣∣∣∣∣Wm

1

τm−1

τm−1∑
j=0

I (Xj ∈ C ∩ A) − μ(C ∩ A)

∣∣∣∣∣

≥ 1

μ(A)
�τm−1(C ∩ A : X) − |Wm − 1| sup

C∈C

∣∣∣∣∣
1

τm−1

τm−1∑
j=0

I (Xj ∈ C ∩ A)

∣∣∣∣∣

≥ 1

μ(A)
�τm−1(C ∩ A : X) − |Wm − 1|.

The first inequality above follows by writing Wm = 1 + (Wm − 1) and then using
the elementary bound supα|aα − bα| ≥ supα|aα| − supα|bα|. It follows from the
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last display that

lim sup
m

�m(C : X̃) ≥ lim inf
m

�m(C : X̃)

≥ 1

μ(A)
lim inf

m
�τm−1(C ∩ A : X)

≥ 1

μ(A)
lim inf

m
�m(C ∩ A : X)

and the argument above shows that the final term is positive with PA-probability
one. This completes the proof.

A.2. Proof of Lemma 6. The isomorphism φ is defined as a limit of isomor-
phisms φn. The maps φn are defined inductively. To begin, let

φ1(x) =
{

λ([0, x] ∩ C1), if x ∈ C1,
λ(C1) + λ([0, x] ∩ Cc

1), if x ∈ Cc
1.

Then φ1 maps C1 into [0, λ(C1)] and Cc
1 into [λ(C1),1]. By standard arguments,

φ1 is Lebesgue measure-preserving and a bijection almost everywhere.
Suppose now that maps φ1, . . . , φn have been defined in such a way that: (i) for

each element A of the join Jn = ∨n
i=1 Ci and each x ∈ A, φn(x) = βn(A) +

λ([0, x] ∩ A), where βn(A) is a constant; (ii) the intervals {[βn(A),βn(A) +
λ(A)) :A ∈ Jn} form a disjoint covering of [0,1). For each each A ∈ Jn and each
x ∈ A, define

φn+1(x) =
{

βn(A) + λ([0, x] ∩ A ∩ Cn+1), if x ∈ A ∩ Cn+1,
βn(A) + λ(A ∩ Cn+1) + λ([0, x] ∩ A ∩ Cc

n+1), if x ∈ A ∩ Cc
n+1.

With these definitions, properties (i) and (ii) hold for Jn+1 and φn+1. Moreover,
φ1, φ2, . . . have the property that for each n, each cell A ∈ Jn and each m ≥ n, the
function φm is a Lebesgue-measure-preserving almost everywhere bijection from
A into [βn(A),βn(A) + λ(A)]. In particular, for each A ∈ Jn and each m ≥ n,

cl(φn(A)) = cl(φm(A)) = [βn(A),βn(A) + λ(A)],
where cl(U) denotes the closure of U .

Fix x ∈ [0,1] for the moment and, for n ≥ 1, let An(x) be the cell of Jn con-
taining x. Note that the sequence φn(x),φn+1(x), . . . is contained in the interval
cl(φn(An(x))), whose diameter is equal to λ(An(x)) ≤ diam(An(x)). By assump-
tion, the latter quantity tends to zero as n → ∞ and so {φn(x) :n ≥ 1} is a Cauchy
sequence. Let φ(x) denote its limit. Then φ(·) is a limit of measurable functions,
hence measurable.

We claim that cl(φ(A)) = cl(φn(A)) for every n ≥ 1 and every A ∈ Jn. To
see this, fix A ∈ Jn. If y ∈ cl(φ(A)), then there exist x1, x2, . . . ∈ A such that
φ(xm) → y. By definition of φ(·), there exist integers r1, r2, . . . tending to in-
finity such that φrm(xm) → y. As each value φrm(xm) ∈ φrm(A) ⊆ cl(φn(A)), we
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have y ∈ cl(φn(A)). Thus, cl(φ(A)) ⊆ cl(φn(A)), the latter set being equal to the
interval IA = [βn(A),βn(A) + λ(A)]. To establish the converse, let y0 ∈ I o

A and
ε > 0 be such that (y0 − ε, y0 + ε) ⊆ IA. By the shrinking diameter assumption
on the joins Jm, there exists an integer m and a cell A′ ∈ Jm such that A′ ⊆ A and
cl(φm(A′)) ⊆ I0 has positive measure. Thus, if x ∈ A′, then φr(x) ∈ cl(φm(A′))
for r ≥ m and, therefore, φ(x) ∈ I0. As ε > 0 was arbitrary, it follows that
I o
A ⊆ cl(φ(A)) and, consequently, IA ⊆ cl(φ(A)) as well.

We now establish that the map φ preserves Lebesgue measure. To this end, for
each n ≥ 1, we define

Qn = {cl(φ(A)) :A ∈ Jn} ∪ {{βn(A)} :A ∈ Jn

} ∪ {{1}}
to be the collection of intervals into which the elements of Jn are mapped and
the endpoints of these intervals. We wish to show that λ(φ−1B) = λ(B) for each
B ∈ Qn. First, suppose that α is the endpoint of some interval cl(φ(A′)) with
A′ ∈ Jn. Fix ε > 0 and let m ≥ n be large enough so that max{λ(A) :A ∈ Jm} ≤
ε/2. Let A1, . . . ,Ar be those elements of Jm such that cl(φm(Aj )) contains the
point α. Then φ−1{α} ⊆ ⋃r

j=1 Aj and at most two of the sets Aj can have posi-

tive measure. It follows that λ(φ−1{α}) ≤ ε, and, as ε > 0 was arbitrary, we have
λ(φ−1{α}) = 0. Now, suppose that B ∈ Qn is of the form B = cl(φ(A)) = [α1, α2]
for some element A ∈ Jn. Then φ−1B = A ∪ φ−1{α1} ∪ φ−1{α2} and therefore

λ(φ−1B) = λ(A) = λ(cl(φn(A))) = λ(cl(φ(A))) = λ(B).

It follows from these arguments that λ(φ−1B) = λ(B) for each B ∈ ⋃
m≥1 Qm. As

the latter collection generates the Borel sigma-field of [0,1] and is closed under
intersections, φ preserves Lebesgue measure.

Next, we show that φ is one-to-one on a Borel subset of [0,1] with full measure.
Let Q0 = ⋃∞

m=1{βm(A) :A ∈ Jm} ∪ {{1}} be the (countable) set of endpoints of
the intervals {cl(φ(A)) :A ∈ Jm,m ≥ 1}. Since φ−1 preserves Lebesgue measure,
λ(φ−1Q0) = 0. Define V1 = [0,1] \ φ−1Q0, so that λ(V1) = 1. Let x1 and x2 be
distinct points in V1. Since the diameters of the elements of Jn tend to zero, there
exists an n such that x1 and x2 are contained in different elements of Jn. Thus, φn

maps x1 and x2 to distinct intervals, which may intersect only at their endpoints.
Hence, φ also maps x1 and x2 to distinct intervals. Since V1 excludes points that
map to endpoints of these intervals, φ(x1) = φ(x2). Therefore, φ is a bijection on
V1 and we have established conclusion (i) of the lemma.

Conclusion (ii) of the lemma follows from (i) and general results concern-
ing measurable maps of complete separable metric spaces; see Corollary 3.3 of
Parthasarathy [12]. To establish (iii), note that for any measurable subset A ⊆ V1,
λ(φ(A)) = λ(φ−1(φ(A))) = λ(A) since φ is measure-preserving and one-to-one
on V1.

To establish conclusion (iv), let C ∈ C . There then exist positive integers
k and n such that C = ⋃k

i=1 Ai , where A1,A2, . . . ,Ak are (disjoint) cells in
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Jn. Let U(C) = ⋃k
i=1[βn(Ai), βn(Ai) + λ(Ai)]. Then φ(C) = ⋃k

i=1 φ(Ai) ⊆⋃k
i=1 cl(φ(Ai))= U(C) and λ(φ(C)) = ∑k

i=1 λ(Ai) = λ(U(C)). Thus, λ(φ(C) �
U(C)) = λ(U(C) \ φ(C)) = 0.

REMARK. The condition that the cells of the joins have diminishing di-
ameters, rather than measures tending to zero, is necessary. If, for example,
Cn = ⋃2n−1

i=0 [ 2i
2n+1 , 2i+1

2n+1 ) for positive integers n, then the limiting map is φ(x) =
2x mod 1.
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