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Nonparametric elicitation for heavy-tailed prior

distributions

John Paul Gosling∗ Jeremy E. Oakley† and Anthony O’Hagan‡

Abstract. In the context of statistical analysis, elicitation is the process of
translating someone’s beliefs about some uncertain quantities into a probability
distribution. The person’s judgements about the quantities are usually fitted to
some member of a convenient parametric family. This approach does not allow for
the possibility that any number of distributions could fit the same judgements.

In this paper, elicitation of an expert’s beliefs is treated as any other inference
problem: the facilitator of the elicitation exercise has prior beliefs about the form
of the expert’s density function, the facilitator elicits judgements about the density
function, and the facilitator’s beliefs about the expert’s density function are up-
dated in the light of these judgements. This paper investigates prior beliefs about
an expert’s density function and shows how many different types of judgement can
be handled by this method.

This elicitation method begins with the belief that the expert’s density will
roughly have the shape of a t density. This belief is then updated through a
Gaussian process model using judgements from the expert. The method gives a
framework for quantifying the facilitator’s uncertainty about a density given judge-
ments about the mean and percentiles of the expert’s distribution. A property of
Gaussian processes can be manipulated to include judgements about the deriva-
tives of the density, which allows the facilitator to incorporate mode judgements
and judgements on the sign of the density at any given point. The benefit of in-
cluding the second type of judgement is that substantial computational time can
be saved.

Keywords: Expert elicitation, Gaussian process, heavy-tailed distribution, non-
parametric density estimation.

1 Elicitation

In the context of statistical analysis, elicitation is the process of translating someone’s
beliefs about some uncertain quantities into a probability distribution. An elicited prob-
ability distribution can be used as a prior distribution in Bayesian analyses. Elicitation
is an important subject: it has a part to play in every application where the data do not
make the prior beliefs of the decision maker insignificant. Although Bernardo and Smith
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(1994) argue that the elicitation of prior beliefs is a mathematical idealization and sen-
sitivity analysis is of greater importance, we take the view that prior beliefs are an
important part of statistical analyses and that effort should be made to model them
accurately.

Elicitation is far from being a precise science. It can be difficult for experts to
articulate their beliefs. There are also other complications due to the possible biases of
the experts and the biases created by the questioning process. The process of questioning
people about their beliefs is certainly not a new subject: it has been the focus of many
psychological studies. The psychological aspect of the elicitation process will not be
formally considered in this paper. There is a vast amount of literature on the subject
from a psychological perspective; two important reviews are Kahneman and Tversky
(1973), and Hogarth (1975). Reviews of the psychological literature from a statistical
viewpoint can be found in Kadane and Wolfson (1998) and Garthwaite et al. (2005).

There are many applications of elicitation techniques: they are not just used to ob-
tain prior distributions when deriving posterior distributions. When making a decision,
people often consider situations that have not happened before; this means that there is
little or no relevant information available. Therefore, the expert’s opinion is paramount
in the decision making process. Gustafson et al. (2003) elicited expert opinions about
organisational change; this was a situation where there were no data to use. Dominitz
(1998) elicited opinion about future wages and applied a log-normal model; again, data
were not available.

In risk assessment, elicited opinions are usually all a decision maker has to base a
decision on when considering rare events. However, instead of eliciting distributions
to model experts’ beliefs, they often simply elicit point estimates. Ang and Buttery
(1997) elicited assessments about the safety of nuclear power plants. Judgements
about hazards in the workplace were elicited by Ramachandran et al. (2003); in this
case, data were available, but the experts’ opinions had a great impact on the re-
sults. Further examples of elicitation techniques can be found in Grisley and Kellogg
(1983) and Smith and Mandac (1995) for agricultural applications; Cairns and Shackley
(1999), Chaloner and Rhame (2001), and Must et al. (2002) for medical applications;
and Coolen et al. (1992) and Sexsmith (1999) for engineering applications. O’Hagan et al.
(2006) gives an extended overview of all these applications and more.

We consider the elicitation of a single expert’s beliefs about some unknown contin-
uous variable. For convenience of exposition, we consider a facilitator of the elicitation
exercise and suppose that the facilitator wishes to make inferences about the expert’s
density function. (To avoid convoluted language, we let the expert be female and the
facilitator be male.)

It is assumed in this paper that the expert cannot state a density function explicitly.
She can only state certain summaries of the distribution such as the mean or various
percentiles. However, these elicited summaries do not identify her distribution uniquely.
Most of the applications of elicitation listed in the previous paragraphs employ para-

metric techniques where the facilitator fits elicited summaries to a distribution that is
a member of some specified parametric family. The resulting distribution or summaries
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from that distribution can then be used to verify that the proposed distribution ac-
tually fits with her beliefs. It is conceivable that any number of distributions would
be accepted as her distribution. We take the view that the fitting of a distribution
to someone’s beliefs is uncertain, and we should try to represent this uncertainty as
accurately as we can. To do this, all the density functions that the facilitator believes
are consistent with the expert’s judgements should be considered. It is worth noting
at this stage that we are only interested in his beliefs about f(.) and not in his beliefs
about the quantity of interest given her judgements.

In this paper, a nonparametric technique is used to reveal the facilitator’s uncer-
tainty about the final form of the expert’s true probability distribution. This method
is presented in Oakley and O’Hagan (2007). The idea is to treat the elicitation process
as any other inference problem: the facilitator has prior beliefs about what form the
expert’s probability distribution will take, he obtains data in the form of judgements
from her, and then his beliefs about her true probability distribution are updated in
the light of these judgements. There are deficiencies with the method presented in
Oakley and O’Hagan (2007): the facilitator’s uncertainty about the tails of the expert’s
density can be understated and there are situations where the method implies that
he knows her true density with no uncertainty. The method presented in Section 2
addresses these two problems. An application of the method to beliefs about river
discharge in Netherlands is reported in Section 3.

2 Nonparametric elicitation

The facilitator’s uncertainty about the expert’s density function for some continuous
quantity θ is to be modelled. Her density function for θ is f(θ); this function is assumed
to be smooth and infinitely differentiable everywhere. When he elicits information from
her about f(.), his beliefs about the form of f(.) are updated. She is not expected to
accurately report the value of f(θ) for all possible values of θ. In fact, she should not
be expected to be able to report f(θ) for any value of θ. Kadane and Wolfson (1998)
suggest that quantiles or probabilities should be elicited.

First, consider the facilitator’s prior beliefs about f(.). The method does not assume
a parametric form for f(.). The Gaussian process model, which was introduced by
Kimeldorf and Wahba (1970), Blight and Ott (1975), and O’Hagan (1978) as a tool for
nonparametric curve fitting, is suggested as an appropriate representation of his prior
beliefs. By using a Gaussian process model, his beliefs about f(θ) can be represented
by a normal distribution for each θ. This leads to f(θ) having some probability of being
negative, which is not desirable for a density function. To resolve this, we effectively
condition on f(θ) > 0 for all θ: the facilitator’s posterior distribution is truncated at
zero using simulation.

This Gaussian process model can be specified entirely through first- and second-
order moments; hence, a parametric form must be specified for the facilitator’s prior
expectation of f(θ) and the prior covariance between f(θ) and f(θ′). An appropriate
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structure is

E
[

f(θ)
∣

∣w, b∗, σ2
]

= g(θ|w), (1)

where g(.), the underlying density, is a probability density function with parameters
given in w, and

Cov
[

f(θ), f(φ)
∣

∣w, b∗, σ2
]

= σ2g(θ|w)g(φ|w)c(θ, φ|w, b∗). (2)

A t density is used as the underlying density with location m, scale v and degrees of
freedom d; this will allow for various tail behaviour. When a t density is employed as
the underlying density, the facilitator must believe that f(.) is similar to a t density.

In equation 2, c(., .|w, b∗) is a correlation function that takes the value 1 at θ = φ
and is a decreasing function of |θ − φ|. A Gaussian correlation function is used:

c(θ, φ|w, b∗) = exp

{

− 1

2vb∗
(θ − φ)2

}

, (3)

where b∗ is the smoothness parameter. This correlation function makes f(.) infinitely
differentiable with probability 1, a property that is exploited later. The proof of this
property of continuous stochastic processes is given in Belyaev (1959).

2.1 Prior beliefs about the Gaussian process hyperparameters

The facilitator’s beliefs about the model hyperparameters must be specified before any-
thing is elicited from the expert. It is important that his knowledge about θ does not
influence the analysis: we are only interested in the opinion of the expert. Also, before
he elicits information from the expert, he does not know the location or scale of her
density function. Hence, he has vague prior beliefs about m and v such that

p(m, v) ∝ v−1. (4)

His beliefs about the degrees of freedom parameter should be handled in a similar fash-
ion: the facilitator does not know what value this parameter will take a priori. Hence,
the prior distribution for d is set to be uniform over 0 to 40. This range is used because
a t distribution with degrees of freedom greater than 40 is practically indistinguish-
able from a normal distribution. This uniform prior distribution for d is robust, and it
has been found that a log-normal distribution for d produces indistinguishable results.
The facilitator’s prior distribution for all the underlying distribution’s parameters is
p(m, v, d) ∝ v−1 for 0 ≤ d ≤ 40.

An improper prior distribution for the Gaussian process variance σ2 can lead to the
facilitator’s posterior distribution for f(.) showing that the facilitator knows f(.) with no
uncertainty with only a few judgements from the expert. The facilitator has prior beliefs
about the smoothness of f(.) and how far f(.) is expected to deviate from g(.), which
imply beliefs about b∗ and σ2. The dependence between these two hyperparameters is
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illustrated by considering the form of functions that are allowed when using the Gaussian
process model.

The facilitator knows that f(.) is a density function; hence, he must believe that
f(.) is positive for all values of θ. By using the Gaussian process model of Section 2,
any function simulated from the facilitator’s distribution for f(.) will be smooth and
infinitely differentiable and a simulated function could at some point be negative. In
addition to this, he believes that the expert’s density will be roughly unimodal; this is
reflected in the choice of a t distribution as the underlying distribution. Therefore, the
facilitator believes that highly multimodal densities are unlikely. The values of b∗ and
σ2 influence all of these properties of the simulated f(.).

The derivation of a proper, joint distribution for b∗ and σ2 is given in the Appendix.
The prior distribution we will employ is given by

p(σ2, b∗) = p(σ2|b∗)p(b∗),

log(b∗) ∼ N(0.56, 0.272),

log(σ2)|b∗ ∼ N(M, S), (5)

where M and S, which are functions of b∗, are defined in the Appendix. This choice
of prior distribution matches the facilitator’s prior beliefs that the expert’s density will
not be highly multimodal and that the density will not be known for sure given just a
few judgements.

2.2 Updating the facilitator’s beliefs about f(.)

The facilitator’s beliefs about f(.) are updated using judgements from the expert about
the percentiles of the distribution for θ. In this case, the vector of judgements D is

DT =

(

∫ x1

x0

f(x)dx, . . . ,

∫ xn

xn−1

f(x)dx

)

=
(

Px0,x1
, . . . , Pxn−1,xn

)

, (6)

where the interval points, x0 < x1 < · · · < xn, are possible values of θ. As f(.) is a
Gaussian process, then Pxi,xj

follows a normal distribution. The expectation of D is
given by

E[D|w]T =

(

∫ x1

x0

g(x|w)dx, . . . ,

∫ xn

xn−1

g(x|w)dx

)

= HT . (7)

Equation 2 is extended to get

Cov(f(θ), Pxi,xj
|w, b∗, σ2) = σ2g(θ|w)

∫ xj

xi

g(x|w)c(θ, x|b∗, v)dx, (8)
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and

Cov(Pxi,xj
, Pyi,yj

|w, b∗, σ2) = σ2

∫ yj

yi

∫ xj

xi

g(x|w)g(y|w)c(x, y|b∗, v)dxdy. (9)

This covariance structure is based on work by O’Hagan (1991) on Bayes-Hermite quadra-
ture. The facilitator’s beliefs about f(.) are updated using the conditioning property of
multivariate normal distributions.

It follows immediately from this property that the facilitator’s beliefs about f(.)
conditional on D,w, b∗ and σ2 is also a Gaussian process with

E[f(θ)|D,w, b∗, σ2] = g(θ|w) + t(θ|w, b∗, σ2)T A−1(D − H), (10)

and

Cov(f(θ), f(θ′)|D,w, b∗, σ2) = σ2 (g(θ|w)g(θ′|w)c(θ, θ′|b∗, v)

− t(θ|w, b∗, σ2)T A−1
t(θ′|w, b∗, σ2)

)

, (11)

where A is an n × n matrix with entries given by:

Aij |w, b∗, σ2 = Cov
(

Pxi,xi+1
, Pxj ,xj+1

∣

∣w, b∗, σ2
)

, (12)

and t(θ|w, b∗, σ2) is given by

t(θ|w, b∗, σ2)T =
(

Cov (f(θ), Px0,x1
|w, b∗, σ2

)

, . . . ,

Cov
(

f(θ), Pxn−1,xn

∣

∣w, b∗, σ2
))

. (13)

Conditional on the hyperparameters and the expert’s judgements, f(.) is a Gaussian
process with equations 10 and 11 giving its mean and covariance structure respectively.

The conditioning on the model hyperparameters cannot be removed analytically;
instead, MCMC is used to obtain a sample of values from their joint posterior distribu-
tion. Given a set of values for the hyperparameters, a density function is sampled at a
finite number of values of θ from the Gaussian process model. By repeating this many
times, a sample of functions from f(.)|D is obtained and the negative-valued functions
are removed; the simulation process is described in Oakley and O’Hagan (2002). The
remaining functions are used to report estimates and pointwise credible bounds for the
expert’s density.

2.3 Example 1(a)

This example shows the benefit of using a t distribution as the underlying distribu-
tion rather than a normal distribution. The expert has the following density for the
parameter θ:

f(θ) =
0.7

π

2

4 + (θ + 1)2
+

0.3

π

1

1 + θ2
. (14)
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This is a mixture of two Cauchy distributions. We assume that the expert can report
P10, P25, P50, P75 and P90 without error. In addition to these judgements, it is known
that P−∞,∞ = 1.

MCMC is now used to obtain samples of the hyperparameters from their joint pos-
terior distribution. A Metropolis-Hastings sampler is employed to propose values for m,
v, d, b∗ and σ2 simultaneously. The following proposal distributions are used for both
underlying distributions:

mt|mt−1 ∼ N (mt−1, 0.01) ,

log vt|vt−1, mt−1, mt ∼ N (log vt−1, 0.1 + (|mt − mt−1| /2)) ,

log b∗t |b∗t−1 ∼ N
(

log b∗t−1, 0.01
)

,

log σ2
t |σ2

t−1 ∼ N
(

log σ2
t−1, 0.01

)

. (15)

The proposal distribution for vt is dependent on mt−1 and mt so that large jumps in mt

are more likely to be accompanied by large jumps in vt. Also, a proposal distribution
for d is needed for the underlying t distribution:

log dt|dt−1 ∼ N (log dt−1, 0.01) . (16)

The chain is run for 20,000 iterations and the first 10,000 runs are discarded to allow
for the burn-in period. For each of the last 10,000 runs, a random density function is
generated.

The generated density functions are used to plot a representation of the facilitator’s
beliefs about f(.). Figure 1 is the plot of the pointwise median, 2.5th and 97.5th
percentiles from the distribution of the function after the 34% of the random functions
that were negative using an underlying normal distribution are discarded.

By considering the positive tail of the expert’s distribution, the benefit of using the
underlying t distribution is clear. Figures 3 and 4 show the pointwise median, 2.5th and
97.5th percentiles from the positive tail of f(θ). When the underlying distribution is a
normal distribution, the credible intervals are not wide enough to allow for heavy-tailed
densities. Figure 4 shows that the underlying t distribution does allow for this tail
behaviour. Moreover, the credible intervals are wider towards the end of the range of θ
values; this is representative of greater uncertainty about tail behaviour.

2.4 Making use of information about derivatives

It is not feasible to ask the expert to report the value of the derivative of f(.) for different
values of θ, but there are some simple judgements the facilitator can ask the expert to
make to arrive at information about the derivatives of f(.). In this section, the work
given in O’Hagan (1992) on incorporating information about derivatives in a Gaussian
process regression model is extended. The covariance between f(θ) and df(θ)/dθ is
calculated using

Cov

(

f(θ),
df(θ′)

dθ

∣

∣

∣

∣

w, b∗, σ2

)

= σ2g(θ|w)
dg(θ′|w)c(θ, θ′|b∗, v)

dθ′
, (17)
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Figure 1: The median and pointwise 95% credible intervals for the expert’s density func-
tion using an underlying normal distribution (solid lines) and the true density function
(dotted line).
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Figure 2: The median and pointwise 95% credible intervals for the expert’s density
function using an underlying t distribution (solid lines) and the true density function
(dotted line).
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Figure 3: The median and pointwise 95% credible intervals for the expert’s density func-
tion using an underlying normal distribution (solid lines) and the true density function
(dotted line).
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Figure 4: The median and pointwise 95% credible intervals for the expert’s density
function using an underlying t distribution (solid lines) and the true density function
(dotted line).
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and, for the covariance between two derivatives of f(.),

Cov

(

df(θ)

dθ
,

df(θ′)

dθ

∣

∣

∣

∣

w, b∗, σ2

)

= σ2 d2 g(θ|w)g(θ′|w)c(θ, θ′|b∗, v)

dθdθ′
. (18)

The corresponding covariance function to compare observations of the derivative of f(.)
and Pxi,xj

must be derived. The theory follows through in an expected manner:

Cov

(

df(θ)

dθ
, Pxi,xj

∣

∣

∣

∣

w, b∗, σ2

)

= σ2

∫ xj

xi

g(x|w)
dg(θ|w)c(θ, x|b∗ , v)

dθ
dx. (19)

Equations 17 through to 19 specify all the covariance functions needed to determine the
covariance matrix A and the vector t(.). Observations of the type df(θ)/dθ = y can
now be included.

The easiest property of the distribution for the expert to report is its mode. If the
mode of the expert’s density is denoted by M and there is the assumption that the
density decays in both the negative and positive tails, it follows that df(M)/dθ = 0,
that is, a stationary point at θ = M .

The data vector D of the expert’s judgements is changed by adding an extra com-
ponent:

DT =
(

Px0,x1
, . . . , Pxn−1,xn

, 0
)

. (20)

The added zero in this vector corresponds to the derivative of the density at the mode.
It is worth noting that the added judgement does not necessarily give a mode at the
desired point. As the Gaussian process model interpolates the expert’s judgements
exactly, df(M)/dθ = 0. Hence, there will definitely be a stationary point of some kind
at M in functions drawn from the facilitator’s posterior distribution for f(.), but this
may not be a mode. In section 2.6, we add information about second derivatives to
counteract this.

The expectation E[D|w] must also be extended to allow for the new derivative
observation. By using the derivative of the underlying function at M , the facilitator’s
prior expectation is

E

[

df(M)

dθ

∣

∣

∣

∣

w

]

=
dg(M |w)

dθ
. (21)

His prior expectation for D becomes

E[DT |w] = HT

=

(

∫ x1

x0

g(x|w)dx, . . . ,

∫ xn

xn−1

g(x|w)dx,
dg(M |w)

dθ

)

, (22)

which is a simple extension of equation 7. With these changes, the method follows
through in the way described earlier.
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The mode of the expert’s distribution for θ is not the only stationary point that
the facilitator could elicit from the expert. If her density is multimodal, then he may
expect her to be able to report the position of these local modal points. He could also
ask her for any antimodes in f(.). However, as in the mode case, the inclusion of a
zero derivative at a point does not force the realisations from the facilitator’s posterior
distribution to have an antimode at that point.

2.5 Example 1(b)

In this example, the expert’s density for θ is given by

f(θ) =
0.4√
2π

exp

{

−1

2
(θ + 2)2

}

+
0.6√
4π

exp

{

−1

4
(θ − 1)2

}

, (23)

which is a mixture of two normal distributions. The expert can report P−∞,−3, P−3,−1,
P−1,1 and P1,3. Figure 5 is the plot of the pointwise median, 2.5th and 97.5th percentiles
from the facilitator’s posterior distribution for the function after applying the method
to these judgements. In addition to these judgements, the expert can also report what
they believe is the most likely value for θ, which is denoted by M . The modal point is
approximately -1.78 for this distribution. Figure 6 is the plot of the pointwise median,
2.5th and 97.5th percentiles from the facilitator’s posterior distribution for the function.

-5 -3 -1 1 3 5
θ

0.00

0.05

0.10

0.15

0.20

0.25

f(θ
)

Figure 5: The median and pointwise 95% credible intervals for the expert’s density
function (solid lines), and the true density function (dotted line).
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Figure 6: The median and pointwise 95% credible intervals for the expert’s density
function (solid lines), and the true density function (dotted line) after adding the mode
judgement.

It is clear from Figure 6 that the modal point is a local maximum in the facilitator’s
posterior distribution for f(.). However, for some of the functions drawn from the
facilitator’s posterior distribution for f(.), a higher maximum occurs at about θ = 1.2.
The mode observation added in to the model only forces all functions drawn from the
facilitator’s posterior distribution to have a stationary point at M . It is possible to
discard all functions where f(M) is not the overall mode. In this case, this would
lead to about 40% of the simulated functions being discarded. If this is coupled with
the removal of all functions that become negative at some point, approximately 50% of
functions will be discarded. This increases the overall time needed for the computational
part of the method.

2.6 Incorporating sign information

More alterations to the method are required to prevent the reported modal points
from being treated as antimodes by the model. For there to be a mode at θ = M , two
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conditions must be met:

df(M)

dθ
= 0 (24)

and
d2 f(M)

dθ2
< 0. (25)

The model has already been developed to include the information given in equation 24
and will be developed further to include the information given in equation 25 in this
section.

The covariance between the function and its second derivative is given by

Cov

(

d2 f(θ)

dθ2
, f(φ)

∣

∣

∣

∣

w, b∗, σ2

)

= σ2g(φ|w)
d2 (g(θ|w)c(θ, y|b∗, v))

dθ2
. (26)

Similarly,

Cov

(

Pi,
d2 f(θ)

dθ2

∣

∣

∣

∣

w, b∗, σ2

)

= σ2

∫ xi

−∞

g(φ|w)
d2 (g(θ|w)c(x, φ|b∗, v))

dθ2
dφ, (27)

for the covariance between a second derivative observation.

The covariance between a first derivative observation and a second derivative obser-
vation is

Cov

(

d2 f(θ)

dθ2
,
df(φ)

dφ

∣

∣

∣

∣

w, b∗, σ2

)

= σ2 d3 (g(θ|w)g(φ|w)c(θ, φ|b∗ , v))

dθ2dφ
, (28)

and the covariance between two second derivative observations is

Cov

(

d2 f(θ)

dθ2
,
d2 f(φ)

dφ2

∣

∣

∣

∣

w, b∗, σ2

)

= σ2 d4 (g(θ|w)g(φ|w)c(θ, φ|b∗ , v))

dθ2dφ2
. (29)

It should also be noted that the facilitator’s prior expectation is

E

[

d2 f(θ)

dθ2

∣

∣

∣

∣

w

]

=
d2 g(θ|w)

dθ2
. (30)

If the expert reports a mode at M and the second derivative at this point is to
be negative, the condition that d2 f(M)/dθ2 < 0 must be included when functions are
drawn from the facilitator’s posterior distribution for f(.). The new judgement type
changes the calculation of the facilitator’s posterior distribution for f(.), and the theory
underpinning the method has to be verified.

All of the judgements about f(.) that the facilitator has elicited from the expert
have followed normal distributions so far. This fact has allowed properties of multi-
variate normal distributions to be utilised. However, if a condition is placed on the
sign of the derivative of f(.) at a point, then the Gaussian process model leads to a
truncated normal distribution. The partition property of multivariate normal distribu-
tions, which was mentioned in Section 2.2, holds for the partially truncated multivariate
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normal distributions despite the marginal of a partially truncated multivariate normal
distribution being a partially truncated multivariate skew normal distribution as given
in O’Hagan and Leonard (1976).

Consider z, which is an n × 1 vector that has a truncated multivariate normal
distribution with mean µ and variance-covariance matrix Σ. For the ith element of z,
zi, there is ai and bi that define the lower and upper truncation points of zi respectively.
If there is no upper (or lower) truncation point in the ith dimension, then bi = ∞ (or
ai = −∞). The density for z is given by

p(z) =
exp

{

− 1
2 (z − µ)T Σ−1(z − µ)

}

∫

Z
exp

{

− 1
2 (z − µ)T Σ−1(z − µ)

}

dz
,

where Z defines the region over which z can exist, that is, inside the truncation points.
If z is partitioned into two vectors z1 and z2, it can then be proved that both z1|z2 and
z2|z1 also have truncated multivariate normal distributions where z1 and z2 preserve
the truncation points given for z. The proof of this using characteristic functions is
given in Horrace (2005).

Most of the extra computation time when using this type of judgement is taken up
by the evaluation of the distribution of w, b, σ2|D; the posterior distribution is given by

p(w, b∗, σ2|D) ∝ p(w, b∗, σ2)

×
∫ ∞

0

exp

(

−1

2

(

(D − H)T A−1(D − H)
)

)

df ′′(M), (31)

where the df ′′(M) corresponds with the point that is being conditioned on. In this
case, the integral is of singular dimension; hence, it is relatively simple to evaluate this
distribution. However, if more than one sign observation is included, the integral in
equation 31 becomes multidimensional.

When drawing random functions from the facilitator’s posterior distribution for f(.),
the fact that the second derivative is positive at θ = M must be taken into account.
Hence, when simulating the functions, the extra information that

d2 f(M)

dθ2
< 0 (32)

is included. d2 f(M)/dθ2 follows a normal distribution if the information given in equa-
tion 32 is not conditioned on. To condition on the information, the distribution that is
drawn from must be truncated at zero. When a derivative is to be negative at a point,
a sample must be taken from a negative distribution that has been truncated from its
positive part and vice versa. In order to do this, a rejection sampling technique using
an exponential density as the envelope function is employed.

2.7 Example 1(c)
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Reconsider the example where the expert’s density is a mixture of two normal distri-
butions. Again, the expert can report P−∞,−3, P−3,−1, P−1,1 and P1,3. There are two
modes and one antimode that the expert can report. They are M1 ≈ −1.78, M2 ≈ 0.92
and L ≈ −0.42 for the expert’s distribution. The facilitator can now fix

d2 f(M1)

dθ2
< 0,

d2 f(M2)

dθ2
< 0,

d2 f(L)

dθ2
> 0, (33)

using the theory presented in this section.

Figure 7 is the plot of the pointwise median, 2.5th and 97.5th percentiles from the fa-
cilitator’s posterior distribution for the function. There has been a sizeable reduction in
uncertainty from that shown in example 1(b). By adding the extra information, density
functions that do not match the expert’s beliefs are disallowed. Hence, the facilitator’s
uncertainty about f(.) is modelled more accurately by using all the information that is
available.

-5 -3 -1 1 3 5
θ

0.00

0.05

0.10

0.15

0.20

0.25

f(θ
)

Figure 7: The median and pointwise 95% credible intervals for the expert’s density
function (solid lines), and the true density function (dotted line).

2.8 Information about the sign of f(.)

By using the same theoretical basis as for the second derivative of f(.), sign judge-
ments for any order of derivative of f(.) and sign judgements made directly on f(.) can
be included.
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A deficiency of a Gaussian process model for a density function is the significant
probability of the function being negative in the facilitator’s posterior distribution. If
the information that f(θ) is positive at the design points is used when simulating from
f(.)|D, the chances of the drawn function being negative can be restricted. Areas of
the θ-axis where there are greater probabilities of f(θ) becoming negative can also be
targeted. To do this, a sign judgement is added stating f(θ) ≥ 0 for a θ where a high
probability of f(θ) becoming negative is expected.

The following example will show how functions drawn from the facilitator’s posterior
distribution can be prevented from being negative too often, that is, reducing the number
of functions discarded due to them being negative. The judgements for this example
are

P−∞,−3 = 0.05, P−3,−1 = 0.4, P−1,1 = 0.1 and P1,3 = 0.4.

These probability judgements come from a symmetric bimodal distribution that has a
relatively low valued antimode at zero.

The first graph of Figure 8 is the plot of the pointwise median, 2.5th and 97.5th
percentiles from the facilitator’s posterior distribution for the function. Notice that
this plot reveals a large probability of the function being negative. In order to draw
10,000 functions that are positive for all θ in the area of interest, approximately 500,000
functions must be drawn. This whole process takes too long for the method to be useful.

To reduce the number of functions being drawn from the facilitator’s posterior dis-
tribution for f(.), information is added about the sign of the function at a point. The
first graph of Figure 8 shows that there is a large proportion of functions being drawn
that are negative at θ = 0. The information that

f(0) > 0 (34)

is added to prevent the function from becoming negative at θ = 0. The second graph
of Figure 8 is the plot of the pointwise median, 2.5th and 97.5th percentiles from the
facilitator’s posterior distribution for the function when the facilitator uses this extra
information. In this case, 93,000 functions must be drawn from the facilitator’s posterior
distribution to obtain 10,000 functions that are positive for all θ in the area of interest.

The complex nature of incorporating sign judgements in the model slows the com-
putational speed of the method. However, by including just one extra sign judgement,
the number of negative valued functions being drawn can be significantly reduced or a
reported mode for θ can be forced to be a mode in the facilitator’s posterior distribution
for f(.).

3 Application: river discharge at Lobith

To demonstrate the technique on a real set of elicited judgements, we use part of a study
done on Dutch dike rings and expected river discharge that is described in Frijters et al.
(1999) and Cooke and Slijkhuis (2003). The study was interested in the uncertainty in
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Figure 8: The median and pointwise 95% credible intervals for the expert’s density
function (solid lines) before and after f(0) > 0 is added.

the influence of climate change and human intervention (dams in the river, deforestation
and urbanisation) on the extreme water discharges of the Rhine at Lobith, Netherlands
over a period of 100 years amongst other flood risk variables. One uncertain quantity
they elicited expert opinion on was the discharge measured 100 years from now given
that a discharge of 16000m3/s is measured at Lobith today and the same measurement
technique will be used in 100 years; we will call this uncertain quantity θ. They asked
the expert to state the 5th, 25th, 50th, 75th and 95th percentiles of their probability
distribution for θ.

The expert gave the following percentiles from their distribution for θ:

P5 = 15000m3/s, P25 = 16500m3/s, P50 = 17000m3/s,

P75 = 17500m3/s and P95 = 19000m3/s.

Figures 9 and 10 show the results of using a Gaussian process prior with an underlying
normal distribution and an underlying t distribution respectively. It can be seen that
with an underlying normal distribution density functions with have local modes around
15000m3/s and 17000m3/s. This is not consistent with the expert’s beliefs about θ.
The method with an underlying t distribution is more flexible, and the range of possible
densities shown in figure 10 is more representative of our beliefs about the expert’s
density for θ.

4 Discussion and further work

After the facilitator elicits judgements from the expert about some parameter, his un-
certainty about the true form of the expert’s density for the parameter can be quantified
using the method. By employing a t distribution as the underlying density, the expert’s
distribution is allowed to be heavy-tailed and the facilitator’s uncertainty about the
tails of the expert’s distribution is no longer understated.
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Figure 9: The median and pointwise 95% credible intervals for the expert’s density
function using an underlying normal distribution.

Once the facilitator’s posterior distribution for f(.) has been derived, any number
of functions can be simulated from that distribution. This is done in order to see how
the different functions affect the analyses stemming from the facilitator’s beliefs about
f(.). In cases where the facilitator has elicited many judgements from the expert, the
facilitator’s posterior uncertainty about f(.) will be small and the functions drawn from
the facilitator’s posterior distribution will be close to the posterior mean for f(.). If
the facilitator’s posterior uncertainty is large, the facilitator could use the posterior
distribution for f(.) to choose intervals on which more judgements could be elicited
from the expert. This sequential updating of the facilitator’s beliefs could lead to better
understanding of the expert’s distribution.

The underlying distribution has an impact on the results of the method. Any dis-
tribution can be employed in this role provided it matches the facilitator’s prior beliefs
about the expert’s density. For instance, when the parameter is strictly positive, a
gamma or a log-normal distribution could work well as the underlying distribution. Ul-
timately, the judgements of the expert should dictate the facilitator’s beliefs about f(.).
The influence of the underlying distribution is reduced by eliciting more judgements
from the expert. However, the underlying distribution must be flexible enough to allow
for the judgements from the expert otherwise computational difficulties will arise. The
proper prior distribution for b∗ and σ2 developed in this paper was created for an un-
derlying t distribution: further work is required to investigate the changes needed for
different underlying distributions.



Gosling, J.P., Oakley, J.E. and O’Hagan, A. 711

14000 16000 18000 20000θ

0.0e0

2.0e-5

4.0e-5

6.0e-5

f(θ)

Figure 10: The median and pointwise 95% credible intervals for the expert’s density
function using an underlying t-distribution.

When a decision depends on expert opinion alone, it is unrealistic to depend on
a distribution that is the mathematical idealization that Bernardo and Smith (1994)
discuss in regards to elicitation. This paper shows how that the facilitator’s uncertainty
about f(.) can be quantified and the great dependence on selecting an appropriate
parametric family to fit an expert’s judgements can be removed.

The judgements from the expert’s distribution in the examples in this paper have
been taken as being correct without any error. In practice, if the expert states that
the modal value for some parameter is M , it may be difficult for them to justify why
they use M instead of M ± δ for sufficiently small δ. An important extension to this
model is the accommodation of the uncertainty about the elicited judgements. The
incorporation of uncertainty about the expert’s judgements in this model is discussed
in Oakley and O’Hagan (2007) and Daneshkhah et al. (2006).

This paper has only considered the elicitation of judgements about an univariate
parameter in this paper, yet there are often multivariate prior distributions to consider.
The original Gaussian process model for nonparametric regression has been used in
multidimensional settings, for example, in Rasmussen (1996) and Wernisch (2004). The
theory could be extended to cover multivariate prior elicitation.

GUI software has been developed that implements the techniques of this paper.
ROBEO (Representing Our Beliefs about Expert Opinions) is currently available on the
web as a test beta. For more details of this software and tutorials, see
http://j-p-gosling.staff.shef.ac.uk.
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Appendix: Prior beliefs about σ2 and b∗

Here we develop a proper prior distribution for the hyperparameters σ2 and b∗.

A sufficiently small σ2 will bring the simulated functions close to the underlying
function. Consider the ratio of a simulated function and the underlying function, h(θ) =
f(θ)/g(θ), then h(θ) is being modelled as a stationary Gaussian process with a constant
mean of one. It follows immediately that

h(θ) ∼ N(1, σ2), (35)

for all possible values of θ. Therefore, for small values of σ2, the ratio of the two densities
will be close to one. In contrast, the ratio could be far from one for large values of σ2.
This indicates a greater difference between f(.) and the underlying density. Figure 11
shows five random functions drawn from the facilitator’s prior distribution for f(.)
conditional on different values of σ2 and b∗ that demonstrates this behaviour. The
underlying function g(.) in these simulations is a standard normal density.

A relatively small smoothness parameter b∗ implies that the value of the correlation
function will be close to zero. This means that the dependence between neighbouring
points of the function will diminish and functions drawn from the distribution will
appear rough. Alternatively, a relatively large b∗ will lead to a greater affinity between
f(.) and g(.). The effect of different values of b∗ can be seen in Figure 11.

To further investigate the impact of different values for σ2 and b∗, the hyperpa-
rameters of the underlying distribution are given arbitrary values, then points on the
(b∗, σ2)-plane are selected. The hyperparameters of the underlying distribution are ar-
bitrary because in the ratio of f(.)/g(.) the effect of these hyperparameters is cancelled
out. For each pair selected from the (b∗, σ2)-plane, five hundred functions are simulated
from the facilitator’s distribution for f(.). These functions are used to discover the val-
ues of σ2 and b∗ that lead to simulated functions consistent with the facilitator’s prior
beliefs about f(.).

The first condition is that f(.) is not negative. For one-hundred equally-spaced
values of θ between -3 and 3, the number of times that f(θ) is negative is recorded,
then, for each function, the proportion of points that are negative is calculated. By
using this information, an area of the (b∗, σ2)-plane can be identified as containing the
values of b∗ and σ2 that reduce the chance of a function being negative. In practice, we
discard drawn functions that are negative at some point; however, if we are discarding
a high percentage of functions, computational time can be greatly increased.

As the facilitator believes that f(.) is similar to a t density, the facilitator should
believe that f(.) does not have many modes. Some of the lower values of b∗ can be ruled
out by investigating how many modes the simulated functions have. Modes are searched
for in the interval between -3 and 3 because this is where the bulk of the expert’s density
lies.

The difference between the function drawn from the facilitator’s prior distribution
for f(.) and the underlying density can be calculated using the simulated functions.
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Figure 11: Functions drawn from the facilitator’s prior distribution for f(.).

The maximum absolute difference proportional to the underlying density for each of the
one-hundred θ values gives a measure of how far f(.) is from g(.). Relatively large values
of b∗ and small σ2 lead the simulated functions to follow the underlying density closely.
This behaviour should be avoided as it restricts the facilitator’s uncertainty about f(.).

The (b∗, σ2)-plane can be partitioned to give an area that will be likely to yield
sensible functions from the facilitator’s prior distribution for f(.) based on these inves-
tigations. The area labelled by X in Figure 12 is the area that provides values for b∗

and σ2 that is most likely give sensible density functions. The vertical line on the left
is positioned at the value of b∗ where it is expected that about 20% of functions drawn
from the facilitator’s prior distribution for f(.) will have three or more modes; as the
facilitator believes that f(.) is roughly unimodal, any (b∗, σ2) pair that falls to left of
this line should have low probability in the facilitator’s prior distribution. The upper
line u(b∗) lies where the proportion of points that are negative is about 0.1, and the
proportion is higher for values of σ2 above the line. The lower line l(b∗) joins points at
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which the maximum absolute difference proportional to the underlying density between
a random function and the underlying distribution is 0.25.
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Figure 12: Division of (b∗, σ2) plane obtained through investigation.

The boundary lines in Figure 12 are given by:

l(b∗) = 0.094 b∗ − 0.015,

u(b∗) = 0.208 b∗ + 0.740. (36)

The coefficients are set by a simple linear least-squares fit, and l(b∗) = 0.0004 if b∗ <
0.16. There is still great prior uncertainty as to where inside the boundaries σ2 and
b∗ should be selected. A prior distribution for b∗ is used to reflect the facilitator’s
uncertainty:

log(b∗) ∼ N

(

log(5) + log(0.55)

2
,

(

log(5)

2Φ−1(0.01)

)2
)

∼ N
(

0.56, 0.272
)

. (37)

The parameters in this distribution come from setting P (b∗ < 0.55) = 0.01 and P (b∗ >
5) = 0.01. The vertical line in Figure 12 is at b∗ = 0.55, and the value of b∗ = 5 gives
good coverage of the desirable area. For values of b∗ > 5 numerical problems can arise
in the inversion of the correlation matrix.

A conditional prior distribution p(σ2|b∗) can be constructed to utilise the boundary
lines given in equations 36 and 36. The following distribution satisfies this condition:

log(σ2)|b∗ ∼ N(M, S2), (38)
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where M and S are to be determined using l(b∗) and u(b∗). A log-normal distribution
for σ2|b∗ has been chosen here to help prevent σ2 from getting too close to zero. The
facilitator believes that there should be only a small probability of σ2 falling outside
the two curves, l(b∗) and u(b∗), for any b∗; this probability is set at 0.01. The values of
M and S are given by

M =
log(u(b∗)) + log(l(b∗))

2
,

S =
log(l(b∗)) − log(u(b∗))

2Φ−1(0.005)
. (39)

The prior distribution, shown in Figure 13, follows the boundary lines suggested in
Figure 12.
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Figure 13: A contour plot of the facilitator’s prior density for b∗ and σ2 and the boundary
lines of Figure 12.

Given this prior distribution for b∗ and σ2, the prior probability of f(.) being bi-
modal is approximately 0.09 and the prior probability of f(.) having three of more
modes is approximately 0.0005. This matches the facilitator’s beliefs that f(.) is likely
to be unimodal. Also, the expected proportion of points that f(.) will be negative at is
approximately 0.03. Hence, the chance of f(.) being negative is quite small. In addition
to this, the expected maximum absolute difference proportional to the underlying den-
sity is 0.35, which allows for functions that can be quite different from the underlying
density.
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