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IMPLICIT AND EXPLICIT ALGORITHMS FOR MINIMUM-NORM FIXED
POINTS OF PSEUDOCONTRACTIONS IN HILBERT SPACES

Yonghong Yao, Vittorio Colao, Giuseppe Marino and Hong-Kun Xu*

Abstract. We introduce implicit and explicit iterative algorithms for the con-
struction of fixed points of pseudocontractions T in Hilbert spaces. We prove that
the proposed iterative algorithms converge strongly to the minimum-norm fixed
point of T . Moreover we show that some of the existing iterative algorithms for
nonexpansive mappings fail to converge when applied to pseudocontractions.

1. INTRODUCTION

Iterative construction of fixed points of nonlinear mappings has a long history and
is still an active area of nonlinear operator theory. Let us start with the Mann iterative
method which was introduced by Mann [1] in 1953 and which generates a sequence
(xn) via the recursion:

(1.1) xn+1 = (1− αn)xn + αnTxn, n ≥ 0,

where (αn) is a sequence of real numbers in the interval [0, 1], T is a (nonlinear)
self-mapping of a closed convex subset C of a real Hilbert space H , and the initial
guess x0 ∈ C is selected arbitrarily.

Mann’s method has extensively been studied in literature mainly for the class of
nonexpansive mappings (recall that T is nonexpansive if ‖Tx − Ty‖ ≤ ‖x − y‖ for
all x, y ∈ C). It is known [2] that if T is nonexpansive with fixed points and if (αn)
satisfies the condition:

(1.2)
∞∑

n=0

αn(1− αn) = ∞,

Received January 21, 2011, accepted September 28, 2011.
Communicated by Chong Li.
2010 Mathematics Subject Classification: 47H05, 47H10, 47H17.
Key words and phrases: Iterative algorithm, Implicit, Explicit, Minimum-norm, Fixed point, Pseudocon-
traction, Nonexpansive mapping, Projection.
*Corresponding author.

1489



1490 Yonghong Yao, Vittorio Colao, Giuseppe Marino and Hong-Kun Xu

then the sequence (xn) generated by Mann’s algorithm (1.1) converges weakly to a
fixed point of T . (Mann’s algorithm fails, in general, to converge strongly in the
setting of infinite-dimensional Hilbert spaces [3].)

It is an interesting question of finding out for which class of nonlinear mappings
T , Mann’s algorithm can converge weakly (or even strongly if the space H is infinite-
dimensional); namely, how to extend the weak convergence result of Mann’s algorithm
for the class of nonexpansive mappings to a wider class of nonlinear mappings. Browder
and Petryshyn [4] proved the weak convergence of Mann’s algorithm (1.1) for the class
of strict pseudocontractions in the case of constant stepsize αn = α for all n (see [5]
for the general case of variable stepsize). It is however an open question whether
Mann’s algorithm can have weak convergence for the class of pseudocontractions in
an infinite-dimensional Hilbert space. The example of Chidume and Mutangadura
[6] shows that Mann’s algorithm fails, in general, to converge strongly for the class
of Lipschitz pseudocontractions. Therefore, Mann’s algorithm is not good enough
for approximating fixed points of (even if Lipschitz continuous) pseudocontractions;
instead, one has to find other type of iterative algorithms. The first such an attempt
was done by Ishikawa [7] who introduced the now called Ishikawa algorithm which
generates a sequence (xn) through the recursion:

(1.3)
yn = (1− βn)xn + βnTxn,

xn+1 = (1 − αn)xn + αnTyn,
n ≥ 0,

where (αn) and (βn) are sequences of real numbers in the interval [0, 1], T is a
(nonlinear) self-mapping of C, and the initial guess x0 ∈ C is selected arbitrarily.
(Ishikawa’s algorithm (1.3) can be viewed as a double-step (or two-level) Mann’s
algorithm.) Ishikawa proved that his algorithm (1.3) converges in norm to a fixed point
of a Lipschitz pseudocontraction T if (αn) and (βn) satisfy certain conditions and if
T is compact.

The purpose of this paper is twofold. Firstly, we introduce an implicit iterative
algorithm which generates a sequence that converges strongly to the minimum-norm
fixed point of a Lipschitz pseudocontraction T in a general Hilbert space without
assuming compactness of T . Secondly, we introduce an explicit iterative algorithm
which generates a sequence that converges strongly to the minimum-norm fixed point
of a strict pseudocontraction T in a general Hilbert space without assuming compactness
of T . The feature of the present paper is that, in the setting of general Hilbert spaces,
our implicit (resp., explicit) iterative algorithm is not only strongly convergent, but also
the limit is the minimum-norm fixed point of a Lipschitz pseudocontraction T (resp.,
a strict pseudocontraction T ) without assuming compactness of T , as opposed to the
compactness assumption of T in the existing literature (see [7] for instance), or weak
convergence results only.

The paper is structured as follows. In the next section we include preliminaries-
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some notations and lemmas for the uses of the subsequent sections. In section 3 we
introduce an implicit algorithm for Lipschitz pseudocontractions and prove its strong
convergence to the minimum-norm fixed point of the mapping. Section 4 introduces
an explicit iterative algorithm for strict pseudocontractions and proves the strong con-
vergence of the algorithm to the minimum-norm fixed point of the mapping.

For the existing literature on iterative methods for strict pseudocontractions and
pseudocontractions, the reader can consult the references [8, 9, 10, 11, 12, 13, 14, 15,
16]; for nonexpansive mappings, monotone mappings and related variational inequali-
ties, the references [17, 18, 19, 20, 21, 22].

We adopt the following notation:

• Fix(S) stands for the set of fixed points of S;

• xn ⇀ x stands for the weak convergence of (xn) to x;

• xn → x stands for the strong convergence of (xn) to x.

2. PRELIMINARIES

Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖, respectively.
Let C be a nonempty closed convex subset of H . Recall the following notions for a
mapping T : C → C.

• T is called pseudocontractive (or a pseudocontraction) if

(2.1) 〈Tx − Ty, x− y〉 ≤ ‖x − y‖2, x, y ∈ C;

• T : C → C is said to be κ-strictly pseudocontractive if there exists κ ∈ (0, 1)
such that

(2.2) 〈Tx − Ty, x − y〉 ≤ ‖x − y‖2 − κ‖(I − T )x − (I − T )y‖2, x, y ∈ C;

• T is nonexpansive if

‖Tx − Ty‖ ≤ ‖x− y‖, ∀x, y ∈ C.

It is immediately clear that nonexpansive mappings are strict pseudocontractions.

It is known (and is easily seen) that

• T is pseudocontractive if and only if T satisfies the condition:

(2.3) ‖Tx − Ty‖2 ≤ ‖x − y‖2 + ‖(I − T )x − (I − T )y‖2, x, y ∈ C;

• T is κ-strictly pseudocontractive if and only if T satisfies the condition:
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(2.4) ‖Tx − Ty‖2 ≤ ‖x − y‖2 + κ‖(I − T )x − (I − T )y‖2, x, y ∈ C.

The (nearest point or metric) projection from H onto C is defined as follows: for
each point x ∈ H , PCx is the unique point in C with the property:

‖x− PCx‖ ≤ ‖x − y‖, y ∈ C.

Note that PC is characterized by the inequality:

(2.5) PCx ∈ C, 〈x − PCx, y − PCx〉 ≤ 0, y ∈ C.

Consequently, PC is nonexpansive.
We need the following lemmas for proof of our main results.

Lemma 2.1. ([23, 24] Demiclosedness principle). Let C be a nonempty closed
convex subset of a real Hilbert space H . Let S : C → C be a non-expansive mapping
with Fix(S) 
= ∅. Then S is demiclosed on C, i.e., if xn ⇀ x∗ ∈ C and xn−Sxn → y,
then (I − T )x∗ = y.

We also need the following lemma (cf. [20]).

Lemma 2.2. Let C be a nonempty closed convex subset of a real Hilbert space
H . Assume that the mapping F : C → H is monotone and weakly continuous along
segments (i.e., F (x + ty) ⇀ F (x) as t → 0). Then the variational inequality

(2.6) x∗ ∈ C, 〈Fx∗, x− x∗〉 ≥ 0, x ∈ C.

is equivalent to the dual variational inequality

(2.7) x∗ ∈ C, 〈Fx, x− x∗〉 ≥ 0, x ∈ C.

As for strict pseudocontractions, we summarize the results contained in [4] and [5]
in the following

Lemma 2.3. Assume C is a closed convex subset of a Hilbert space H and let
T : C → C be a κ-strict pseudocontraction, then

(1) T satisfies the Lipschitz condition

‖Tx − Ty‖ ≤ 1 + κ

1 − κ
‖x − y‖, x, y ∈ C;

(2) the mapping I − T is demiclosed at 0 (i.e. whenever {xn} ⊂ C is such that
xn ⇀ x and (I − T )xn → 0, then (I − T )x = 0);

(3) for any constant γ ∈ (0, κ), the map γI + (1 − γ)T is nonexpansive.
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Lemma 2.4. ([18]). Let zn and xn be bounded sequences in a Banach space and
{γn} be a sequence in [0, 1] which satisfies the condition

0 < lim inf
n

≤ lim sup
n

βn < 1.

Suppose that xn+1 = (1 − βn)xn + βnzn (for all n ≥ 0) satisfies the condition:

lim sup
n

(‖zn+1 − zn‖ − ‖xn+1 − xn‖) ≤ 0.

Then limn ‖xn − zn‖ = 0.

Lemma 2.5. ([21]). Let {an}∞n=0 be a sequence of nonnegative real numbers
satisfying

an+1 ≤ (1 − γn)an + γnσn, n ≥ 0,

where {γn}∞n=0 ⊂ (0, 1) and {σn}∞n=0 are satisfied that
(i)

∑∞
n=0 γn = ∞;

(ii) either lim supn→∞ σn ≤ 0 or
∑∞

n=0 |γnσn| < ∞.

Then {an}∞n=0 converges to 0.

3. AN IMPLICIT ALGORITHM AND ITS CONVERGENCE

In this section we introduce an implicit iterative algorithm for approximating fixed
points of Lipschitz pseudocontractions T , and prove that our algorithm generates a
strongly convergent sequence; moreover, the limit of the sequence is the minimum-
norm fixed point of the mapping T . To define our algorithm, we assume that C is a
nonempty closed convex subset of a real Hilbert space H such that 0 ∈ C, T : C → C

is a pseudocontraction which is also Lipschitz continuous (i.e., ‖Tx−Ty‖ ≤ L‖x−y‖
for all x, y ∈ C and for some constant L). Select an initial guess x0 ∈ C and two real
sequences (αn) and (βn) in the unit interval [0, 1] such that

(3.1) 0 < αn + βn < 1, n ≥ 0.

Once the (n − 1)th iterate xn−1 is defined, we define the nth iterate xn implicitly by
the algorithm:

(3.2) xn = βnxn−1 + (1− αn − βn)Txn.

Remark 3.1. We note that the algorithm (3.2) is well-defined. Indeed, for α, β ≥ 0
such that 0 < α + β < 1 and fixed element u ∈ C, define a mapping U : C → C by

(3.3) Ux = βu + (1− α − β)Tx, x ∈ C.

Since 0 ∈ C, U is a self-mapping of C. Moreover, it is strongly pseudocontractive
(i.e., 〈Ux−Uy, x−y〉 ≤ γ‖x−y‖2 for x, y ∈ C, where γ = 1−α−β ∈ (0, 1)). So,
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by Deimling [25], U has a unique fixed point x ∈ C. This verifies that the sequence
{xn} in (3.2) is well-defined.

We also note that if αn = 0 for all n, then the algorithm (3.2) reduces to a special
case of an algorithm of Xu and Ori [26] for approximating a common fixed point of a
finite family of nonexpansive mappings.

In order to analyze the convergence of the algorithm (3.2), we establish the following
result which plays a key role in proving the convergence Theorem 3.3.

Lemma 3.2. Let C be a nonempty closed convex subset of a real Hilbert space
H . Let f : C → H be a contraction with coefficient ρ ∈ [0, 1). Let S : C → C be
a nonexpansive mapping with Fix(S) 
= ∅. For each t ∈ (0, 1), let the net {x t} be
defined by

xt = SPC [tf(xt) + (1 − t)xt].(3.4)

Then, as t → 0+, the net {xt} converges strongly to a point x∗ ∈ Fix(S) which solves
the following variational inequality

x∗ ∈ Fix(S), 〈(I − f)x∗, x− x∗〉 ≥ 0, x ∈ Fix(S).

In particular, if we take f = 0, then the net {x t} defined by

xt = SPC [(1− t)xt],(3.5)

converges in norm, as t → 0+, to the minimum-norm fixed point x ∗ ∈ Fix(S), i.e.,
x∗ solves the following minimization problem

x∗ ∈ Fix(S), ‖x∗‖ = min{‖x‖ : x ∈ Fix(S)}.
Proof. First, we prove that the net {xt} is well-defined. For each t ∈ (0, 1),

define a mapping St : C → C by

Stx = SPC [tf(x) + (1 − t)x], x ∈ C.

For x, y ∈ C, we have

‖Stx − Sty‖ = ‖SPC [tf(x) + (1 − t)x] − SPC [tf(y) + (1− t)y]‖
≤ t‖f(x) − f(y)‖+ (1− t)‖x − y‖
≤ [1 − (1− ρ)t]‖x− y‖.

It turns out that St is a contraction and hence has a unique fixed point xt ∈ C. We
then have

xt = SPC [tf(xt) + (1 − t)xt].



Minimum-norm Fixed Points of Pseudocontractions in Hilbert Spaces 1495

Next we prove that {xt} is bounded. Take u ∈ Fix(S). From (3.4), we have

‖xt − u‖ = ‖SPC [tf(xt) + (1 − t)xt] − SPCu‖
≤ t‖f(xt) − f(u)‖ + t‖f(u) − u‖ + (1− t)‖xt − u‖
≤ [1 − (1 − ρ)t]‖xt − u‖ + t‖f(u)− u‖,

that is,

‖xt − u‖ ≤ ‖f(u) − u‖
1 − ρ

.

Hence, {xt} is bounded. Again from (3.4), we have

‖xt − Sxt‖ = ‖SPC [tf(xt) + (1 − t)xt] − SPCxt‖
≤ t‖f(xt) − xt‖
→ 0 as t → 0+.(3.6)

Next we show that {xt} is relatively norm-compact as t → 0. Let {tn} ⊂ (0, 1) be a
sequence such that tn → 0 as n → ∞. Putting xn := xtn , we get from (3.6) that

‖xn − Sxn‖ → 0.(3.7)

We compute by using (3.4)

‖xt − u‖2 = ‖SPC [tf(xt) + (1 − t)xt] − SPCu‖2

≤ ‖xt − u + t(f(xt) − xt)‖2

= ‖xt − u‖2 + 2t〈f(xt) − xt, xt − u〉 + t2‖f(xt) − xt‖2

= ‖xt − u‖2 + 2t〈f(xt) − f(u), xt − u〉 + 2t〈f(u)− u, xt − u〉
+2t〈u − xt, xt − u〉 + t2‖f(xt) − xt‖2

≤ [1− 2(1− ρ)t]‖xt − u‖2 + 2t〈f(u)− u, xt − u〉 + t2‖f(xt) − xt‖2.

It follows that

(3.8) ‖xt − u‖2 ≤ 1
1 − ρ

〈f(u) − u, xt − u〉+ tM,

where M > 0 is a constant such that

M ≥ 1
2(1− ρ)

sup{‖f(xt) − xt‖2 : t ∈ (0, 1)}.
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Setting t = tn in (3.8) yields

‖xn − u‖2 ≤ 1
1 − ρ

〈f(u)− u, xn − u〉 + tnM, u ∈ Fix(S).(3.9)

Since {xn} is bounded, we may assume, without loss of generality, that xn ⇀ x∗ ∈ C.
Then, by (3.7) and Lemma 2.1, we get x∗ ∈ Fix(S). Consequently, we can substitute
x∗ for u in (3.9) to get

‖xn − x∗‖2 ≤ 1
1 − ρ

〈f(x∗) − x∗, xn − x∗〉+ tnM → 0

to conclude that {xn} actually converges to x∗ strongly. This has proved the relative
norm-compactness of the net {xt} as t → 0+.

Now we take the limit as n → ∞ in (3.9) to get

‖x∗ − u‖2 ≤ 1
1− ρ

〈f(u) − u, x∗ − u〉, u ∈ Fix(S).

In particular, x∗ solves the following variational inequality

x∗ ∈ Fix(S), 〈(I − f)u, u− x∗〉 ≥ 0, u ∈ Fix(S),

or the equivalent variational inequality (see Lemma 2.2)

(3.10) x∗ ∈ Fix(S), 〈(I − f)x∗, u− x∗〉 ≥ 0, u ∈ Fix(S).

Therefore, x∗ = (PFix(S)f)x∗. That is, x∗ is the unique fixed point in Fix(S) of
the contraction PFix(S)f . Clearly this is sufficient to conclude that the entire net {xt}
converges in norm to x∗ as t → 0+.

Finally, if we take f = 0, then variational inequality (3.10) is reduced to

0 ≤ 〈x∗, u− x∗〉, u ∈ Fix(S).

Equivalently,
‖x∗‖2 ≤ 〈x∗, u〉, u ∈ Fix(S).

This clearly implies that

‖x∗‖ ≤ ‖u‖, u ∈ Fix(S).

Therefore, x∗ is a minimum-norm fixed point of S. This completes the proof.

We are now in a position to prove the strong convergence of the implicit algorithm
(3.2) to the minimum-norm fixed point of the pseudocontractive mapping T .
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Theorem 3.3. Let C be a nonempty closed convex subset of a real Hilbert space H

such that 0 ∈ C. Let T : C → C be a continuous pseudocontraction with Fix(T ) 
= ∅.
In addition to (3.1), assume

(i) limn→∞ αn = limn→∞ βn = 0;
(ii)

∑∞
n=0 αn = ∞.

Then the sequence {xn} generated by the implicit algorithm (3.2) converges strongly
to the minimum-norm fixed point of T .

Proof. First, we show that the sequence {xn} is bounded. Taking p ∈ Fix(T ),
we get from (3.2) and (2.1)

‖xn − p‖2 = 〈βnxn−1 + (1− αn − βn)Txn − p, xn − p〉
= 〈βn(xn−1 − p) − αnp, xn − p〉 + (1 − αn − βn)〈Txn − p, xn − p〉
≤ (βn‖xn−1 − p‖ + αn‖p‖)‖xn − p‖ + (1− αn − βn)‖xn − p‖2.

It turns that

‖xn − p‖ ≤ βn

αn + βn
‖xn−1 − p‖+

αn

αn + βn
‖p‖

≤ max{‖xn−1 − p‖, ‖p‖}.

By induction, we obtain

‖xn − p‖ ≤ max{‖x0 − p‖, ‖p‖}, n ≥ 0.

Consequently, {xn} is bounded.
Set S = (2I − T )−1 (i.e., S is a resolvent of the monotone mapping I − T ). It is

known that S is nonexpansive and Fix(S) = Fix(T ) (cf. [27, Theorem 6]). Since

(3.11)
‖xn − Txn‖ = ‖βnxn−1 + (1 − αn − βn)Txn − Txn‖

≤ βn‖xn−1 − Txn‖ + αn‖Txn‖ ≤ (αn + βn)M1,

for a constant M1 such that M1 ≥ ‖xn‖ + ‖Txm‖ for all m, n, we have

(3.12)
‖xn − Sxn‖ = ‖SS−1xn − Sxn‖ ≤ ‖S−1xn − xn‖

= ‖(2I − T )xn − xn‖ = ‖xn − Txn‖
≤ (αn + βn)M1 → 0.

Let now zt be the unique fixed point of the contraction

Stz := SPC [(1− t)z] = S[(1− t)z], z ∈ C, t ∈ (0, 1).
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(Note that since 0 ∈ C, (1 − t)z ∈ C for z ∈ C.) By Lemma 3.2, (zt) converges in
norm, as t → 0+, to the minimum-norm fixed point x∗ of S (and of T for Fix(S) =
Fix(T )). We next claim that

lim sup
n→∞

〈x∗, x∗ − xn〉 ≤ 0.(3.13)

To see this, we use the equation zt = S[(1− t)zt] to derive that

‖zt − xn‖2 = ‖S[(1− t)zt]− Sxn + Sxn − xn‖2

≤ ‖S[(1− t)zt]− Sxn‖2 + 2〈Sxn − xn, zt − xn〉
≤ ‖zt − xn − tzt‖2 + 2‖zt − xn‖‖Sxn − xn‖
= ‖zt − xn‖2 − 2t〈zt, zt − xn〉 + t2‖zt‖2 + 2‖zt − xn‖‖Sxn − xn‖
≤ ‖zt − xn‖2 − 2t〈zt, zt − xn〉 + M2(t2 + ‖Sxn − xn‖),

where M2 is a constant such that M2 ≥ sup{‖zt‖2 +2‖zt −xn‖ : t ∈ (0, 1), n ≥ 0}.
It turns out that

〈zt, zt − xn〉 ≤ M2t

2
+

M2

2t
‖Sxn − xn‖.(3.14)

Letting n → ∞ in (3.14) and noting (3.12), we have

lim sup
n→∞

〈zt, zt − xn〉 ≤ M2t

2
.

Therefore,
lim sup

t→0+

lim sup
n→∞

〈zt, zt − xn〉 ≤ 0.

This, together with the strong convergence of (zt) to x∗, implies (3.13).
Finally, we prove that xn → x∗. From (3.2) and (2.1), we have

‖xn − x∗‖2

= 〈βnxn−1 + (1− αn − βn)Txn − x∗, xn − x∗〉
= βn〈xn−1 − x∗, xn − x∗〉 + (1− αn − βn)〈Txn−x∗, xn−x∗〉−αn〈x∗, xn−x∗〉
≤ βn‖xn−1 − x∗‖‖xn − x∗‖ + (1− αn − βn)‖xn − x∗‖2 + αn〈x∗, x∗ − xn〉

≤ βn

2
(‖xn−1 − x∗‖2 + ‖xn − x∗‖2) + (1 − αn − βn)‖xn − x∗‖2

+αn〈x∗, x∗ − xn〉.

It turns out that
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(3.15)

‖xn − x∗‖2 ≤ βn

2αn + βn
‖xn−1 − x∗‖2 +

2αn

2αn + βn
〈x∗, x∗ − xn〉

= (1 − 2αn

2αn + βn
)‖xn−1 − x∗‖2 +

2αn

2αn + βn
〈x∗, x∗ − xn〉

= (1 − γn)‖xn−1 − x∗‖2 + γnσn,

where
γn =

2αn

2αn + βn
and σn = 〈x∗, x∗ − xn〉.

Since limn→∞ αn = limn→∞ βn = 0, we may assume that 2αn + βn ≤ 1 for n.
Hence, γn ≥ 2αn and

∑∞
n=0 γn = ∞ due to condition (ii) of the theorem. We also

have by (3.13) that lim supn→∞ σn ≤ 0. Therefore, Lemma 2.5 is applicable to (3.15)
and we conclude that xn → x∗ as n → ∞.

Remark 3.4. In Theorem 3.3 we assumed that 0 ∈ C. We do not know if this
assumption can be removed. The difficulty without assuming 0 ∈ C lies in that the
contraction mapping U defined in (3.3) may fail to be a self-mapping of C and thus U

may be fixed point free. As a result, the algorithm (3.2) may not be well-defined. It is
of interest to adapt the algorithm (3.2) to suit for the general case (i.e., without assuming
0 ∈ C) of find the minimum-norm fixed point of a Lipschitz pseudocontraction.

Remark 3.5. For a nonexpansive map S, the following explicit algorithm

(3.16)

{
yn = PC(1 − αn)xn

xn+1 = (1 − δn)xn + δnSyn

is introduced in [19] to approximate the minimum-norm fixed point of S, where (αn)
and (δn) are real sequences in the interval [0, 1] satisfying certain conditions.

On the other hand, we may naturally consider an explicit version of the implicit
algorithm (3.2) which generates a {wn} by the iterative procedure:

(3.17) wn+1 = βnwn + (1− αn − βn)Twn.

A natural question that arises is whether the sequence (xn) generated by either of
the algorithms (3.16) and (3.17) can converge for Lipschitz pseudo-contractions T . we
will provide an example to answer this question in the negative.

Example 3.6. (Chidume and Mutangadura [6].) Let H = R
2 and B := B(0, 1).

Fix x0 ∈ B\ {0} and {αn}, {βn}, {δn} ⊂ (0, 1) such that
(1) limn αn = 0,

(2) limn βn = 0 and
(3) lim infn δn > 0.
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Then there exists a Lipschitz pseudocontraction T : B → B such that the sequences

(3.18)

{
yn = (1 − αn)xn

xn+1 = (1 − δn)xn + δnTyn

and

(3.19) wn+1 = βnwn + (1 − αn − βn)Twn

do not converge to the fixed point of T for any nonzero initial choice of x0 and w0.
Proof. Let B1/2 = B(0, 1/2) and for x ∈ R

2, denote by x⊥ the unique element
such that 〈x, x⊥〉 = 0. Following [6], we define T : B → B by


x + x⊥, if x ∈ B1/2,
x

‖x‖ − x + x⊥, if x ∈ B \ B1/2.

It is proved [6] that T is a Lipschitz pseudocontraction and x = 0 is the unique fixed
point of T.

Since limn αn = 0 and lim infn δn > 0, we may assume that
(1) rn := δ2

n + αn(αnδ2
n − δ2

n − 2δn) > 0 and
(2) sn := δ2

n + αn(2δn − 2αn + 2αnδ2
n) > 0

for all n. If, for a fixed n ∈ N, we assume that (1 − αn)x ∈ B1/2\ {0}, then

(3.20)

‖(1− δn)x + δnT (1− αn)x‖2

= ‖(1 − δn)x + δn(1− αn)x + δn(1 − αn)x⊥‖2

= ‖(1 − αnδn)x + (δn − αnδn)x⊥‖2

=
(
(1 − αnδn)2 + (δn − αnδn)2

) ‖x‖2

= (1 + rn)‖x‖2

> ‖x‖2.

On the other hand, if (1 − αn)x ∈ B\B1/2 we have

(3.21)

‖(1− δn)xn + δnT (1− αn)x‖2

= ‖(1− δn)x + δn
x

‖x‖ − δn(1− αn)x + δn(1 − αn)x⊥‖2

=
∥∥∥∥(

δn

‖x‖ + 1 − 2δn + αnδn)x + δn(1 − αn)x⊥
∥∥∥∥

2

=
(

(
δn

‖x‖ + 1 − 2δn + αnδn)2 + δ2
n(1 − αn)2

)
‖x‖2

≥ (1 + 2αnδn + 2α2
nδ2

n + δ2
n − 2αnδ2

n)‖x‖2

= (1 + sn)‖x‖2

> ‖x‖2.
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We thus get from (3.20) and (3.21) that

‖xn+1‖ > ‖xn‖.
Hence the sequence (xn) generated by the algorithm (3.18) does not converge to the
unique fixed point 0 of T.

We next turn to the sequence (wn) generated by the algorithm (3.19). Suppose on
the contrary that (wn) converges to 0. Then by continuity of T and by conditions over
{αn} and {βn}, we can assume that, for some n̄ large enough and for any n ≥ n̄,
wn ∈ B1/2 \ {0} and

(3.22) (1− αn)2 + (1 − βn − αn)2 > 1.

It follows that, for n ≥ n̄,

‖wn+1‖2 = ‖βnwn + (1 − αn − βn)Twn‖2

= ‖βNwn + (1 − αn − βn)wn + (1− αn − βn)w⊥
n ‖2

= (1− αn)2‖wn‖2 + (1 − αn − βn)2‖w⊥
n ‖2

= ((1− αn)2 + (1− αn − βn)2)‖wn‖2

> ‖wn‖2.

Consequently, the sequence {wn} cannot converge to 0 and we have reached a contra-
diction.

4. AN EXPLICIT ALGORITHM AND ITS CONVERGENCE

Example 3.6 shows that the explicit algorithm (3.18) fails, in general, to converge
to a fixed point of a Lipschitz pseudocontraction. The purpose of this section is
to prove that a slight modification of this algorithm does indeed converge for strict
pseudocontractions (without assuming 0 ∈ C), and the limit is moreover the minimum-
norm fixed point of the mapping.

Theorem 4.1. Let C be a nonempty closed convex subset of a real Hilbert space H.

Let T : C → C be a κ-strict pseudocontraction with Fix(T ) 
= ∅. Let {αn} , {δn} ⊂
(0, 1) and (γn) ⊂ (0, κ) be real sequences such that

(1) limn αn = 0,

(2)
∑

n αn = ∞ and
(3) 0 < lim infn δn ≤ lim supn δn < 1.

For a given initial guess x0 ∈ C, let (xn) be generated by the explicit algorithm

(4.1)

{
yn = PC [(1− αn)xn]
xn+1 = (1− δn)xn + δnγnyn + δn(1− γn)Tyn.

Then (xn) converges strongly to the minimum-norm fixed point of T.
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Proof. First observe by Lemma 2.3 that, for each fixed n ∈ N, the mapping

Tn := γnI + (1− γn)T

is nonexpansive and Fix(T ) = Fix(Tn). Moreover, we may rewrite (4.1) as

(4.2)

{
yn = PC [(1− αn)xn]
xn+1 = (1 − δn)xn + δnTnyn.

To discuss the convergence analysis for the sequence (xn), we first prove the bound-
edness of (xn), towards which we take q ∈ Fix(T ) and infer that

‖xn+1 − q‖= ‖(1 − δn)xn + δnTnyn − q‖
≤ (1 − δn)‖xn − q‖ + δn‖Tnyn − Tnq‖
≤ (1 − δn)‖xn − q‖ + δn‖(1 − αn)xn − q‖
≤ ((1 − δn) + βn(1 − αn))‖xn − q‖+ αnδn‖q‖
= (1 − δnαn)‖xn − q‖ + αnδn‖q‖
≤ max {‖xn − q‖, ‖q‖} .

By induction, we get

‖xn − q‖ ≤ max{‖x0 − q‖, ‖q‖}, n ≥ 0.

In particular, (xn) is bounded. Next we show that

(4.3) lim
n

‖xn − Txn‖ = 0.

To see this, we set zn = Tnyn. From the nonexpansivity of Tn, it follows that

‖zn+1 − zn‖≤ ‖PC(1− αn+1)xn+1 − PC(1− αn)xn‖
≤ αn+1‖xn+1‖ + αn‖xn‖ + ‖xn+1 − xn‖

so that
lim sup

n
(‖zn+1 − zn‖ − ‖xn+1 − xn‖) = 0.

We can therefore apply Lemma 2.4 to obtain

(4.4) lim
n

‖xn − zn‖ = 0.

By (4.2), we deduce that

‖xn − Tyn‖ =
1

1 − γn
‖(1 − γn)xn − (1− γn)Tyn‖

=
1

1 − γn
‖γn(yn − xn) + xn − γnyn − (1 − γn)Tyn‖

≤ 1
1 − γn

(γn‖PC(1 − αn)xn − xn‖ + ‖xn − zn‖)

≤ 1
1 − γn

(γnαn‖xn‖+ ‖xn − zn‖) .
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Passing to the limit as n → ∞ in the last relation and using (4.4), we get

(4.5) lim
n

‖xn − Tyn‖ = 0.

Again by (4.2), we have

lim
n

‖xn+1 − xn‖ = lim
n

δn‖zn − xn‖ = 0.

Now since T is Lipschitz with constant L = (1+κ)/(1−κ) by Lemma 2.3, it follows
that

(4.6)

‖xn − Txn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − Txn‖
≤ ‖xn − xn+1‖ + (1 − δn)‖xn − Txn‖ + δnγn‖Txn − yn‖

+δn(1− γn)‖Txn − Tyn‖
≤ ‖xn − xn+1‖ + (1 − δn)‖xn − Txn‖ + δnγn(‖Txn − Tyn‖

+‖Tyn − xn‖+ ‖xn − yn‖) + Lδn(1 − γn)‖xn − yn‖
≤ ‖xn − xn+1‖ + (1 − δn)‖xn − Txn‖ + δnγn‖Tyn − xn‖

+δn(γn + L)‖xn − yn‖.

But, since
‖xn − yn‖ = ‖xn − PC [(1 − αn)xn]‖ ≤ αn‖xn‖,

we get from (4.6) that

‖xn − Txn‖ ≤ ‖xn − xn+1‖
δn

+ γn‖Tyn − xn‖+ αn(γn + L)‖xn‖ → 0

and (4.3) is proven.
Let x∗ be the minimum-norm fixed point of T (i.e., x∗ = arg minx∈Fix(T ) ‖x‖)

and let (xni) be a subsequence of (xn) such that

(4.7) lim sup
n

〈x∗, x∗ − xn〉 = lim
i
〈x∗, x∗ − xni〉.

Due to boundedness of (xn), we may assume that (xni) weakly converges to a point
u. By (4.3) and the demiclosedness of I − T , we have u ∈ Fix(T ). It follows from
(4.7) that

(4.8) lim sup
n

〈x∗, x∗ − xn〉 = 〈x∗, x∗ − u〉 ≤ 0

by the characterization of projections (2.5).
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We can now prove the strong convergence (xn) to x∗. Setting an = ‖xn − x∗‖2,
we get (noticing that Tn is nonexpansive and Tnx∗ = x∗ for all n)

(4.9)

an+1

= ‖(1− δn)(xn − x∗) + δn(Tnyn − x∗)‖2

≤ (1− δn)‖xn − x∗‖2 + δn‖yn − x∗‖2

= (1− δn)‖xn − x∗‖2 + δn‖PC [(1− αn)xn] − x∗‖2

≤ (1− δn)an + δn‖(1− αnxn)− x∗‖2

≤ (1− δn)an + δn(1− αn)an + δnα2
n‖x∗‖2−2αnδn(1−αn)〈x∗, xn − x∗〉

= (1− αnδn)an + δnαn

(
αn‖x∗‖2 + 2(1 − αn)〈x∗, x∗ − xn〉

)
.

Observing that

lim sup
n

[
αn‖x∗‖2 − 2(1− αn)〈x∗, x∗ − xn〉

] ≤ 0,

we can apply Lemma 2.5 to the relation (4.9) and conclude that limn an = 0; namely,
xn → x∗ as required.
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