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ENUMERATING LOCAL PERMUTATION POLYNOMIALS
OVER RESIDUE CLASS RINGS

Jiangmin Pan and Caiheng Li

Abstract. Diestelkamp, Hartke and Kenney recently studied local permutation
polynomials over finite field Fs and proved that 2s− 4 is the sharp bound of
their degrees when s > 3. In this paper, we focus on local permutation poly-
nomials over residue class rings. We prove two specific formulas computing
the number and the sharp bound of degrees of local permutation polynomials
modulo pn respectively.

1. INTRODUCTION

Let R be a finite ring, and R[x] be the polynomial ring with one variable over
R. A polynomial f(x) in R[x] is called a permutation polynomial (PP for short)
over R if f(x) permutes R, that is, the induced map a −→ f(a) from R to itself
is a bijective. Let x, y be two commutative indeterminates, and R[x, y] be the
polynomial ring with two variables over R. A polynomial f(x, y) in R[x, y] is
called a local permutation polynomial (LPP for short) if for any a ∈ R, f(a, y)
and f(x, a) are permutation polynomials over R. In a special case: R = Zm is
the residue class ring modulo m, PP and LPP over R are also called PP and LPP
modulo m, respectively. For background material on PP and LPP, we refer to [1].

PP and LPP over finite fields and residue class rings have many nice properties
(see, for example, [1]) and have important applications both in cryptography (see,
for examples [2, 3]) and in Latin square which first initiated by Euler (see, for
example, [4, 5].)

Recently, Diestelkamp, Hartke and Kenney studied LPP over finite field Fs, they
proved that 2s− 4 is the sharp bound of their degrees in the case s > 3, see [6]. It
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is natural to ask how is sharp bound of LPP over residue class rings? We focus on
this subject in this paper. We prove two specific formulas computing the number
of LPP modulo pn and the sharp bound of degrees of LPP modulo pn, respectively.

We now fix some notations which will be used throughout the paper. Let R be
the residue class ring modular pn with p a prime. Let Rn denote the ring of all
polynomial functions in two commutative indeterminates x, y over Zpn and let rn

denote its cardinality. If f(x, y) ∈ Z[x, y], it can induce a polynomial function in
Rn in the natural way. It is an easy observation that every polynomial function in
Rn can be obtained in this way. For the simplicity to express, when we use the
notation f(x, y), we will not mention whether it is being considered as a polynomial
of Z[x, y] or a function of Rn unless the context is ambiguous.

For nonnegative integer m, let π(m) be the largest integer s such that ps | m!,
that is, π(m) is the exponent of p in the standard decomposition of m!. It is known
that π(m) =

∑∞
i=1[

m
pi ]. Let ωn be the cardinality of set {(i, j) | π(i) + π(j) ≤

n − 1}. For positive integer k, let x[k] = x(x − 1) · · · (x − k + 1) and x[0] = 1.
Then it is easy to see that k! | x[k] and pπ(k) | x[k] for any integer x.

The main results we obtained in this paper are the following two theorems. The
first presents the number of LPP modular pn.

Theorem 1.1. Let ln denote the number of LPP modulo pn. Then

(i) l2 = pp2
(p− 1)2p2

l1;
(ii) if n > 2, ln = pωnln−1.

The second theorem gives rise to the sharp bound of degrees of LPP modular p n.

Theorem 1.2. Let dn denote the sharp bound of degrees of LPP modulo p n.
Then

(i) if p = 2 or 3, d1 = 1;
(ii) if p > 3, d1 = 2p − 4;
(iii) if 2 ≤ n ≤ p, dn = (n + 1)p− 2.

Generally, dn = max{i + j | π(i) + π(j) = n − 1} for each n ≥ 2.

2. PROOFS OF THE MAIN THEOREMS

In this section, we first collect some necessary preliminaries and propositions,
and then prove Theorems 1.1 and 1.2.

The following two propositions play crucial roles in the study of LPP modulo
pn. More precisely, they reduce our consideration on LPP modulo pn to LPP modulo
p2.
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Proposition 2.1. [7]. Let f(x) ∈ Z[x] and n ≥ 2. Then f(x) is a PP modulo
pn if and only if f(x) is a PP modulo p and f ′(a) �≡ 0(mod p) for each a ∈ Z.

Proposition 2.2. [8] or [9]. Let n > 2. Then f(x) is a PP modulo pn if and
only if f(x) is a PP modulo p2. Similarly, f(x, y) is a LPP modulo pn if and only
if f(x, y) is a LPP modulo p2.

The sharp bound of degrees of LPP over finite fields is already known.

Proposition 2.3. [4]. Let f(x, y) be a LPP modulo p. If p = 2 or 3, then
deg(f(x, y)) = 1.

Proposition 2.4. [6]. Let Fs be s elements field with s > 3. Then the sharp
bound of degrees of LPP over finite field F s is 2s − 4.

Now, we prove several technical lemmas which play important roles in the proofs
of Theorem 1.1 and Theorem 1.2.

Lemma 2.5. Let f(x, y) ∈ Rn. Then f(x, y) can be uniquely expressed by

(1) f(x, y) =
∑

k+π(i)+π(j)<n

aijkpkx[i]y[j]

with 0 ≤ aijk ≤ p − 1 for i, j, k ≥ 0.

Proof. First, note that the leading monomial of cx[i]y[j] with c �= 0 is cxiyj , it
follows that f(x, y) can be written in the form f(x, y) =

∑
i,j bijx

[i]y[j]. Without
lose of generality, we can suppose that each bij ≥ 0 since if there is some bij < 0, it
can be substituted by some suitable b′ij = pnqij +bij ≥ 0 keeping f(x, y) invariant.

Write bij =
∑

k aijkpk with 0 ≤ aijk ≤ p − 1. If k + π(i) + π(j) ≥ n, then
pkx[i]y[j] ≡ 0(mod pn). Therefore, f(x, y) can be written in the form (1).

To prove the uniqueness of the representation, it suffices to prove that if

g(x, y) =
∑

k+π(i)+π(j)<n

cijkp
kx[i]y[j] ≡ 0(mod pn) (|cijk| < p)

for any integers x and y, then each cijk = 0.
Write di(y) =

∑
k+π(j)<n−π(i) cijkp

ky[j]. Then g(x, y) =
∑

π(i)<n di(y)x[i].
We now prove

(2) di(y) ≡ 0(mod pn−π(i)) (π(i) < n)

by using induction on i.
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For i = 0, d0(y) = g(0, y) ≡ 0(mod pn). Now, di(y)i[i] ≡ g(i, y) ≡
0(mod pn) since dt(y) ≡ 0(mod pn−π(t)) for t < i by induction hypothesis (it
implies dt(y)i[i] ≡ 0(mod pn)) and i[t] = 0 for t > i. So (2) follows.

Further, let dij =
∑

k<n−π(i)−π(j) cijkp
k, it is easily to prove that each dij ≡

0(mod pn−π(i)−π(j)) by similar discussion as above. However, since |cijk| < p,
|dij| < pn−π(i)−π(j), so dij = 0, and then each cijk = 0. This completes the proof
of the Lemma 2.5.

Lemma 2.6. Let ϕn be the natural homomorphism from R n onto Rn−1 with
n ≥ 2. Then

(i) Ker(ϕn) =
{∑

k+π(i)+π(j)=n−1 aijkp
kx[i]y[j] | i, j, k ≥ 0, 0 ≤ aijk ≤ p − 1

}
.

(ii) |Ker(ϕn)| = pωn .

Proof. By Lemma 2.5, every polynomial function in Rn can be expressed
uniquely in form (1). Then

ϕn


 ∑

k+π(i)+π(j)<n

aijkx
[i]y[j]


 =

∑
k+π(i)+π(j)<n−1

aijkx
[i]y[j] = 0

if and only if aijk = 0 when k + π(i) + π(j) < n − 1 by the uniqueness of the
representation. So (i) follows.

For each pair (i, j) satisfying π(i) + π(j) ≤ n − 1, there exists exactly one k

such that k +π(i)+π(j) = n−1, thus |Ker(ϕn)| = pωn as every aijk has exactly
p choices. Lemmas 2.5 and 2.6 have the following corollary which determines the
number of polynomial functions in two commutative indeterminates over the residue
class ring modulo pn.

Corollary 2.7. Assume n ≥ 2. Then

(i) |r1| = pp2 , |r2| = p4p2
.

(ii) |rn| = pωn |rn−1| = p4p2
p

∑n
k=3 ωn .

Proof. By Lemma 2.5, we immediately have |r1| = pp2 . Note ω2 = |{(i, j) |
π(i) + π(j) ≤ 1}| = 3p2, then the rest sesults are direct consequences of Lemma
2.6.

Lemma 2.8. The number of polynomial f(x) in Zp[x] satisfying f(a) �≡
0(modp) for each a ∈ Z is (p − 1)p.
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Proof. We may assume that f(x) ≡ ∑p−1
i=0 aix

[i](mod p) (0 ≤ ai ≤ p − 1)
since x[t] ≡ 0(mod p) when t ≥ p. First, a0 ≡ f(0) �≡ 0(mod p), a0 has p − 1
choices. When a0, a1, · · · , ak−1 (0 ≤ (k − 1) < p − 1) are chosen, we have
f(k) ≡ a0 + ka1 + · · · + k!ak−1 + k!ak �≡ 0(modp), ak also has exactly p − 1
choices as (k!, p) = 1. The lemma follows.

We can now prove Theorems 1.1.

Proof of Theorem 1.3. By Lemma 2.6 and Corollary 2.7, the first result is
obviously true.

Let f(x, y) be a LPP modulo p2. By Lemma 2.5, f(x, y) can be uniquely
expressed in the form f(x, y) = g1(x, y) + g2(x, y) + g3(x, y) + pg4(x, y), where

g1(x, y) =
p−1∑
i=0

p−1∑
j=0

aij0x
[i]y[j], g2(x, y) =

2p−1∑
i=p

p−1∑
j=0

aij0x
[i]y[j]

g3(x, y) =
p−1∑
i=0

2p−1∑
j=p

aij0x
[i]y[j], g4(x, y) =

p−1∑
i=0

p−1∑
j=0

aij1x
[i]y[j]

with 0 ≤ aij0, aij1 ≤ p − 1.
Obviously, f(x, y) ≡ g1(x, y)(mod p). Now, since

∂g2

∂x
= (x[p])′x ·

p−1∑
i=0

p−1∑
j=0

a(p+i)j0(x − p)[i]y[j]

+x[p] · (
p−1∑
i=p

p−1∑
j=0

a(p+i)j0(x− p)[i]y[j])′x

≡ (x[p])′x ·
p−1∑
i=0

p−1∑
j=0

a(p+i)j0x
[i]y[j](mod p),

by Wilson’s theorem, we have (x[p])′x ≡ −1(mod p), so

∂g2

∂x
≡ −

p−1∑
i=0

p−1∑
j=0

a(p+i)j0x
[i]y[j](mod p).

Moreover, since y[j] ≡ 0(mod p) when p ≤ j ≤ 2p − 1, we have ∂g3
∂x ≡ 0(mod p).

Hence
∂f

∂x
≡ ∂g1

∂x
−

p−1∑
i=0

p−1∑
j=0

a(p+i)j0x
[i]y[j](mod p).
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Similarly, we have

∂f

∂y
≡ ∂g1

∂y
−

p−1∑
i=0

p−1∑
j=0

ai(p+j)0x
[i]y[j](mod p).

Further, by Proposition 2.1, f(x, y) is a LPP modulo p2 if and only if g1(x, y) is a
LPP modulo p, and both

(3)
∂g1

∂x
−

p−1∑
i=0

p−1∑
j=0

a(p+i)j0x
[i]y[j] ≡ 0(mod p)

and

(4)
∂g1

∂y
−

p−1∑
i=0

p−1∑
j=0

ai(p+j)0x
[i]y[j] ≡ 0(mod p)

have no integer solution.
Write

p−1∑
i=0

p−1∑
j=0

a(p+i)j0x
[i]y[j] =

p−1∑
i=0

hi(y)x[i]

where hi(y) =
∑p−1

j=0 a(p+i)j0y
[j] with 0 ≤ i ≤ p − 1.

For each choice of g1(x, y) (note that g1(x, y) exists since linear form ax +
by + c (p � a, p � b) are LPP modulo p), using similar discussion as Lemma 2.8, it
follows that each hi(y) has exactly (p− 1)p choices, that is, g2(x, y) has (p− 1)p2

choices such that (3) has no solutions.
Similarly, g3(x, y) has (p−1)p2 choices such that (4) has no solutions. Moreover,

g4(x, y) obviously has pp2 choices.
Summarizing the above observations, the second result of the theorem follows.

Finally, we give the proof of Theorem 1.2.

Proof of Theorem 1.4. (i), (ii) are obvious true by Proposition 2.3 and 2.4. we
now prove the final result of The theorem.

First, by Lemma 2.5, we easily have dn ≤ max{i + j | π(i) + π(j) = n − 1}.
Conversely, for n > 2, choose

∑
k+π(i)+π(j)<2 aijkx

[i]y[j] a LPP modulo p2,
by Proposition 2.2, for freely choices of aijk when k + π(i) + π(j) ≥ 2, the
resulting polynomial function

∑
k+π(i)+π(j)<n aijkx[i]y[j] is a LPP modulo pn. So

we only need to choose aij0 = 1 when i + j equals the maximal number of set
{i+j | π(i)+π(j) = n−1}, the resulting polynomial is a LPP modulo pn with the
degree exactly equals max{i+ j | π(i)+ π(j) = n− 1}. Hence dn = max{i+ j |
π(i) + π(j) = n − 1}, that is, the final result is true.
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For n = 2, it is not difficult to prove directly d2 = 3p − 2 as in the proof of
Theorem 1.1.

Finally, (iii) is a direct consequence of the final result as max{i + j | π(i) +
π(j) = n − 1} = (n + 1)p− 2 when 2 ≤ n ≤ p.

Remark 2.9. The results we obtained above can be generalized for any positive
modulo m. Since if m = pr1

1 pr2
2 · · ·prt

t is the standard decomposition, then f(x, y)
is a PP (or LPP) modulo m if and only if f(x, y) is a PP (or LPP) modulo pri

i for
i = 1, 2, · · · , t.
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