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Remarks on Normalized Solutions for L2-Critical Kirchhoff Problems

Yonglong Zeng* and Kuisheng Chen

Abstract. We study a constraint minimization problem on Sc = {u ∈ H1(RN ), |u|22 =

c, c ∈ (0, c∗)} for the following L2-critical Kirchhoff type functional:

Eα(u) =
a

2

∫
RN

|∇u|2 dx+
b

4

(∫
RN

|∇u|2 dx
)2

+
1

α+ 2

∫
RN

V (x)|u|α+2 dx

− N

2N + 8

∫
R2

|u|
2N+8

N dx,

where N ≤ 3, a, b > 0 are constants, α ∈ [0, 8
N ) and V (x) ∈ L∞(RN ) is a suitable

potential. We prove that the problem has at least one minimizer if α ∈ [2, 8
N ) and the

energy of the minimization problem is negative. Moreover, some non-existence results

are obtained when the energy of the problem equals to zero.

1. Introduction

In this paper, we consider the following L2-critical Kirchhoff equation

(1.1) −
(
a+ b

∫
RN
|∇u|2 dx

)
∆u+ V (x)|u|αu− |u|

8
N u = λu, λ ∈ R,

where N ≤ 3, a, b > 0 are constants, α ∈ [0, 8
N ) and V (x) ∈ L∞(RN ) is a suitable

potential.

Kirchhoff type equation was first proposed by Kirchhoff [13] as an extension of the clas-

sical D’Alembert’s wave equation for free vibrations of elastic strings. Kirchhoff’s model

takes into account the changes in length of the string produced by transverse vibrations.

Some early researches can be found in [3, 15, 19]. The appearance of the nonlocal term∫
RN |∇u|

2 dx makes the study of equation (1.1) interesting and also leads to some new

difficulty from the mathematical point of view. Recently, problem (1.1) has attracted

much attention of mathematicians. For example, some researchers seek solutions of (1.1)

by fixing the parameter λ ∈ R, see for [1,4,5,9,12,14,18,20,22] and the references therein.
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Also, one can see (1.1) as a nonlinear eigenvalue problem by considering λ as an eigen-

value [23, 24], and some normalized solutions of (1.1) can be obtained by considering the

following minimization problem

(1.2) mα(c) = inf
u∈Sc

Eα(u),

where

Sc =
{
u ∈ H1(RN ), |u|22 = c

}
and

Eα(u) =
a

2

∫
RN
|∇u|2 dx+

b

4

(∫
RN
|∇u|2 dx

)2

+
1

α+ 2

∫
RN

V (x) |u|α+2 dx

− N

2N + 8

∫
R2

|u|
2N+8
N dx.

(1.3)

If V (x) ≡ 0, by some standard scaling arguments, one can easily prove that there

exists c∗ > 0 (given by (1.5) below) such that mα(c) = 0, ∀ c ∈ (0, c∗] and mα(c) = −∞,

∀ c ∈ (c∗,+∞). This further indicates that (1.2) possesses no minimizer for any c > 0.

However, the result is quite different for the case of V (x) 6≡ 0. For example, let α = 2

and suppose V (x) � 0 satisfies some additional assumptions, it was proved in [24] that

(1.2) has at leat one minimizer when c ∈ (0, c∗) and a > 0 is small enough. Also, when

c ∈ (c∗,∞), then mα(c) = −∞ and (1.2) cannot be achieved.

In this paper, we focus on minimization problem (1.2) for the case of c ∈ (0, c∗) and

α ≥ 0. We try to give some criteria for the existence and non-existence of minimizers for

(1.2). In general, one can easily check that mα(c) ≤ 0 (see for (2.11) below) if the potential

satisfies lim|x|→∞ V (x) = 0. In what follows, we first show that mα(c) < 0 is critical for

the existence of minimizers for (1.2). Furthermore, if mα(c) = 0 and the potential V (x)

satisfies some additional assumptions, we show that (1.2) cannot be achieved. Before the

statement of the main results, we first recall the following Gagliardo-Nirenberg inequality

[21]

(1.4)∫
RN
|u|

2N+8
N dx ≤ N + 4

N |Q|
8
N
2

(∫
RN
|∇u(x)|2 dx

)2(∫
RN
|u(x)|2 dx

) 4−N
N

, u ∈ H1(RN ),

where Q(x) = Q(|x|) > 0 is the unique radial solution of the following field equation

−2∆Q+
(4−N)

N
Q = |Q|

8
NQ in RN , u ∈ H1(RN ).

Let

(1.5) c∗ =

(
b|Q|

8
N

2

) N
4−N

.
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The following theorem shows that if α ≥ 2, then the assumption mα(c) < 0 is sufficient

for the achievement of minimization problem (1.2).

Theorem 1.1. For any fixed a > 0, c ∈ (0, c∗) and α ∈ [2, 8
N ), assume that

(1.6) V ∈ L∞(RN ) and lim
|x|→∞

V (x) = 0.

If mα(c) < 0, then any minimizing sequence of (1.2) is compact in H1(RN ) and (1.2) has

at least one minimizer.

We will mainly use the concentration-compactness principle [16,17] to obtain the com-

pactness of minimizing sequences and further finish the proof of Theorem 1.1. The as-

sumption mα(c) < 0 and α ∈ [2, 8
N ) guarantee that mα(c) satisfies the strict sub-additivity

inequalities, which are essential to rule out the case of vanishing and dichotomy for mini-

mizing sequences. Our next theorem tells that the assumption mα(c) < 0 can be verified

if V (x) approaches to 0 at infinity in suitable rates.

Theorem 1.2. For any fixed c ∈ (0, c∗) and α ∈ [2, 8
N ), assume that V (x) satisfies (1.6)

as well as

(1.7) V (x) ∼ −|x|−β for some β > 0 as |x| → ∞.

Then mα(c) < 0 if one of the following conditions holds.

(i) N = 1, 2, 3, Nα
2 + β < 4 and a > 0 is small enough;

(ii) N = 1 and α
2 + β < 2.

Theorems 1.1 and 1.2 give some sufficient conditions for the existence of minimizers

for (1.2), which generalizes the results in [24], where the case of α = 2 and a > 0 is small

was studied. Especially, when N = 1 and α = 2, Theorem 1.2(ii) tells that if 0 < β < 1

then (1.2) has at least one minimizer for all a > 0, which partly extends the results of

Theorem 1.2 in [24].

From above theorems we see that the condition mα(c) < 0 is important to ensure

the existence of minimizers for problem (1.2). How about the case of mα(c) = 0? Our

following theorem partly answers this question and gives some non-existence results for

problem (1.2).

Theorem 1.3. Let c ∈ (0, c∗) and suppose V (x) satisfies (1.6). If one of the following

conditions is satisfied:

(I) V (x) ≥ 0 and α ∈ [0, 8
N );
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(II) α ∈ [ 4
N ,

8
N ) and the product c

8−Nα+(4−N)α
8 · |V (x)|∞ is small enough.

Then mα(c) = 0 and (1.2) has no minimizer.

We finally remark that if b = 0 and 2N+8
N is replaced with 2N+4

N in functional (1.3), then

minimization problem (1.2) is also L2-critical and has attracted recently much attention.

For instance, the authors in [6] proved the existence of threshold for the existence of

minimizers, moreover, some detailed blow-up phenomena were also studied in [6–8] for

different kind of potentials. Moreover, this manuscript is also motivated by [2, 10, 11],

where some L2-minimization problems for Schrödinger-Poisson system and quasi-linear

equations were studied.

In this paper, we denote by C the universal positive constant unless specified, Br ={
x ∈ RN : |x| < r

}
, and |u|p denotes the Lp-norm of u. The weak convergence and strong

convergence are denoted by “⇀” and “→”, respectively.

2. Proofs of Theorems 1.1 to 1.3

The main purpose of this section is to prove Theorem 1.1 to Theorem 1.3, and we first

establish the following lemma.

Lemma 2.1. For any fixed a > 0, c ∈ (0, c∗) and α ∈ [2, 8
N ), if mα(c) < 0, then

(2.1) mα(c) < mα(c0) +mα(c− c0), for any c0 ∈ (0, c).

Proof. Let {un} be any minimizing sequence of mα(c). Since α ∈ [2, 8
N ), it then follows

from the Hölder inequality that

(2.2)

∫
RN
|un|2+α dx ≤

(∫
RN
|un|

2N+8
N dx

)αN
8
(∫

RN
|un|2 dx

) 8−αN
8

.

This together with (1.4) implies that

Eα(un) ≥ a

2

∫
RN
|∇un|2 dx+

b

4

[
1−

( c
c∗

) 4−N
N

](∫
RN
|∇un|2 dx

)2

(2.3)

+
1

α+ 2

∫
RN

V (x)|un|α+2 dx

≥ b

4

[
1−

( c
c∗

) 4−N
N

](∫
RN
|∇un|2 dx

)2

− |V |∞
α+ 2

∫
RN
|un|α+2 dx

≥ b

4

[
1−

( c
c∗

) 4−N
N

](∫
RN
|∇un|2 dx

)2

− c
8−αN

8 |V |∞
α+ 2

(∫
RN
|un|

2N+8
N

)αN
8

≥ b

4

[
1−

( c
c∗

) 4−N
N

](∫
RN
|∇un|2 dx

)2

− C
(∫

RN
|∇un|2

)αN
4

.(2.4)
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Since c ∈ (0, c∗) and α ∈ [2, 8
N ), we can deduce from above that {un} is bounded in

H1(RN ), which indicates that mα(c) > −∞. This together with the assumption of

mα(c) < 0 gives that

(2.5) −∞ < mα(c) < 0 ∀ c ∈ (0, c∗).

Moreover, one can deduce from (2.3) that

(2.6) lim
n→∞

∫
RN

V (x)|un|α+2 dx < 0

Let ũn =
√
θun with θ > 1, then ũn ∈ Sθc. Noting that α ∈ [2, 8

N ), we can obtain from

(2.5) and (2.6) that

mα(θc) ≤ lim
n→∞

Eα(ũn) = lim
n→∞

Eα(
√
θun)

= θ2 lim
n→∞

[
a

2θ

∫
RN
|∇un|2 dx+

b

4

(∫
RN
|∇un|2 dx

)2

+
θ
α−2
2

α+ 2

∫
RN

V (x)|u|α+2 dx− Nθ
4−N
N

2N + 8

∫
R2

|u|
2N+8
N dx

]

≤ θ2 lim
n→∞

[
a

2

∫
RN
|∇un|2 dx+

b

4

(∫
RN
|∇un|2 dx

)2

+
1

α+ 2

∫
RN

V (x)|u|α+2 dx− N

2N + 8

∫
R2

|u|
2N+8
N dx

]
= θ2 lim

n→∞
Eα(un) = θ2mα(c) < θmα(c).

Then (2.1) follows from Lemma II.1 of [16].

Based on the above lemma, we are ready to prove Theorem 1.1.

Proof of Theorem 1.1. For any c ∈ (0, c∗), let {un} be a minimizing sequence of mα(c).

Similar to the proof of (2.4), one can easily check that {un} is bounded in H1(RN ). We are

going to prove the compactness of {un} by using the concentration-compactness principle

in [16,17]. For this purpose, let

ρn = |un|2, n ∈ N.

We first rule out the possibility of vanishing : indeed if vanishing occurs, it then follows

from [16, Lemma I.1] that there exists a subsequence of {un}, still denoted by {un}, such

that

lim
n→∞

sup
y∈RN

∫
y+BR

|un|2 = 0, for all R <∞.

It then follows from Lemma I.1 in [17] that

un → 0 strongly in Lp(RN ), p ∈ [2, 2∗).
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Thus∣∣∣∣∫
RN

V (x)|un|α+2 dx

∣∣∣∣ ≤ V∞ ∫
RN
|un|α+2 dx

n−→ 0 and

∫
RN
|un|

2N+8
N dx

n−→ 0.

This implies that

mα(c) = lim
n→∞

Eα(un) ≥ 0,

which however contradicts the assumption of mα(c) < 0. Hence, vanishing cannot occur.

We now prove that dichotomy does not occur. Otherwise, one can prove, similar

to [16, Lemma III.1], that there exist c0 ∈ (0, c) and H1(RN )-bounded sequences
{
u1
n

}
,{

u2
n

}
such that for any ε > 0,

∣∣un − u1
n − u2

n

∣∣
p
≤ δp(ε)

ε→0−→ 0 for p ∈ [2, 2∗);∣∣∣∣∫
RN
|u1
n|2 dx− c0

∣∣∣∣ ≤ ε, ∣∣∣∣∫
RN
|u2
n|2 dx− (c− c0)

∣∣∣∣ ≤ ε;
dist(suppu1

n, suppu2
n)

n−→∞;

lim
n→∞

∫
RN

[
|∇un|2 − |∇u1

n|2 − |∇u2
n|2
]
dx ≥ 0.

This implies that

mα(c) = lim
n→∞

Eα(un) ≥ lim
n→∞

[
Eα(u1

n) + Eα(u2
n)
]

+ δ(ε)

≥ mα(c0) +mα(c− c0) + δ(ε),

where δ(ε)
ε→0−→ 0. By taking ε→ 0 we obtain that

mα(c) ≥ mα(c0) +mα(c− c0),

this contradicts (2.1). Hence, dichotomy does not occur.

We now have the compactness of the minimizing sequence {un} in the following sense:

∀ ε > 0, there exist {yn} ⊂ RN and Rε > 0 such that∫
BRε (yn)

|un|2 dx ≥ c− ε.

If |yn|
n−→∞, since lim|x|→∞ V (x) = 0, we then have

(2.7) lim
ε→0

lim
n→∞

∫
BRε (yn)

V (x)|un|α+2 = 0.

Moreover, from (2.2) we also obtain that

lim
n→∞

∣∣∣∣∣
∫
RN\BRε (yn)

V (x)|un|α+2

∣∣∣∣∣ ≤ C
(∫

RN\BRε (yn)
|un|2 dx

) 8−αN
8

≤ Cε
8−αN

8
ε→0−→ 0.

(2.8)
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By passing ε→ 0, it then follows from (2.7) and (2.8) that

lim
n→∞

∫
RN

V (x)|un|α+2 = 0.

Since c ∈ (0, c∗), it then follows from (2.3) that

mα(c) = lim
n→∞

Eα(un) ≥ 0,

which also leads to a contradiction.

So, {yn} is bounded and there exists u ∈ H1(RN ) such that

un → u strongly in L2(RN ).

Thus, we have

lim
n→∞

∫
RN

V (x)|un|α+2 dx =

∫
RN

V (x)|u|α+2 dx,

lim
n→∞

∫
RN
|un|

2N+8
N dx =

∫
RN
|u|

2N+8
N dx

and

mα(c) ≤ Eα(u) ≤ lim
n→∞

Eα(un) = mα(c).

The above two inequalities indicate that

lim
n→∞

∫
RN
|∇un|2 dx =

∫
RN
|∇u|2 dx.

Therefore, un → u strongly in H1(RN ) and u is a minimizer of mα(c).

In the following, we are going to prove Theorem 1.2, which shows that the condition

mα(c) < 0 can be verified under suitable assumptions.

Proof of Theorem 1.2. Choose ϕ(x) ∈ C∞c (RN ) such that
∫
RN ϕ

2 dx = c and suppϕ ∈
B1(x0) with fixed |x0| = 2. Set

ϕτ (x) = τ
N
2 ϕ(τx), τ > 0.

Then

(2.9)

∫
RN
|∇ϕτ |2 dx = τ2

∫
RN
|∇ϕ|2 dx,

∫
RN
|ϕτ |2+ 8

N dx = τ4

∫
RN
|ϕ|2+ 8

N dx,

and it follows from (1.7) that∫
RN

V (x)|ϕτ |α+2 dx = τ
Nα
2

∫
B1(x0)

V
(x
τ

)
|ϕ|α+2 dx

≤ −Cτ
Nα
2

+β as τ → 0+.
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Therefore,

Eα(ϕτ ) ≤ aτ2

2

∫
RN
|∇ϕ|2 dx

+
bτ4

4

(∫
RN
|∇ϕ|2 dx

)2

− Nτ4

2N + 8

∫
R2

|ϕ|
2N+8
N dx− Cτ

Nα
2

+β︸ ︷︷ ︸
Iτ

.
(2.10)

(i) If N ≤ 3 and Nα
2 + β < 4, we can choose τ0 > 0 small enough such that Iτ0 < 0.

Furthermore, if we take 0 < a < − 2Iτ0
τ20

∫
RN |∇ϕ|2 dx

, then

mα(c) ≤ Eα(ϕτ0) < 0,

and (i) is proved.

(ii) If N = 1 and α
2 + β < 2, one can deduce from (2.10) that

mα(c) ≤ Eα(ϕτ ) < 0

if τ > 0 is small, and (ii) also holds.

In the end of this section, we intend to prove Theorem 1.3, which addresses some

non-existence results for problem (1.2).

Proof of Theorem 1.3. Let ϕτ be that as in the proof of Theorem 1.2. In view of (1.6),

we have ∣∣∣∣∫
RN

V (x)|ϕτ |α+2 dx

∣∣∣∣ = τ
Nα
2

∣∣∣∣∣
∫
B1(x0)

V
(x
τ

)
|ϕ|α+2 dx

∣∣∣∣∣→ 0 as τ → 0.

This together with (2.9) yields that

(2.11) mα(c) ≤ Eα(ϕτ )→ 0 as τ → 0.

Case (I). If V (x) ≥ 0 and c ∈ (0, c∗). It follows from (1.4) that for any u ∈ Sc,

Eα(u) ≥ a

2

∫
RN
|∇u|2 dx+

b

4

[
1−

( c
c∗

) 4−N
N

](∫
RN
|∇u|2 dx

)2

+
1

α+ 2

∫
RN

V (x)|u|α+2 dx.

(2.12)

Thus,

(2.13) Eα(u) > 0 for any fixed u ∈ Sc.

We then further have mα(c) = infu∈Sc Eα(u) ≥ 0, which together with (2.11) gives that

mα(c) = 0.
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This indicates that (1.2) has no minimizer. Otherwise, if there exists u0 ∈ Sc being a

minimizer of (1.2), then

Eα(u0) = mα(c) = 0,

which however contradicts (2.13).

Case (II). From (1.4) and (2.2), we see that for any u ∈ Sc,

(2.14)

∣∣∣∣∫
RN

V (x)|u|α+2 dx

∣∣∣∣ ≤
 N + 4

N |Q|
8
N
2

Nα
8

|V |∞c
8−Nα+(4−N)α

8

(∫
RN
|∇u|2 dx

)Nα
4

.

When α ∈ [ 4
N ,

8
N ), i.e., Nα4 ∈ [1, 2), one can easily check that if c

8−Nα+(4−N)α
8 |V |∞ is small,

then

1

α+ 2

 N + 4

N |Q|
8
N
2

Nα
8

|V |∞c
8−Nα+(4−N)α

8 t
Nα
4 <

a

2
t+

b

4

[
1−

( c
c∗

) 4−N
N

]
t2

for any t > 0. This together with inequalities (2.12) and (2.14) implies that

Eα(u) > 0 for any u ∈ Sc.

One can similarly to Case (I) deduce that mα(c) = 0 and (1.2) possesses no minimizer.
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