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Boundedness in Asymmetric Oscillations at Resonance in a Critical Situation

Shufang Zhang and Xinli Zhang*

Abstract. In this article, by using Moser’s twist theorem, we prove that all solutions

of the equation x′′ + ax+ − bx− + ϕ(x) = p(t) are bounded in the critical situation,

where p is a smooth periodic function, and ϕ is bounded one.

1. Introduction

In the past few decades, due to its background in applied sciences [7], the boundedness

problems for the asymmetric equations

(1.1) x′′ + ax+ − bx− = f(x, t)

have been extensively studied; see for examples [2–5, 8, 11, 12, 15] and references therein,

where x+ = max{x, 0}, x− = max{−x, 0}, a and b are different positive numbers. The

function f(x, t) is periodic in t.

Generally speaking, in the case of resonance, that is,

(1.2)
1√
a

+
1√
b

=
2

n
, n ∈ N,

the boundedness problems for (1.1) are more difficult to study than in non-resonance case.

Liu [8] obtained the boundedness of the solutions for (1.1) when f dependents only on

t and satisfies ∫ 2π

0
f(t)C(θ + t) dt 6= 0, θ ∈ R,

where C is the solution of the initial value problem

(1.3)

x′′ + ax+ − bx− = 0,

x(0) = 1, x′(0) = 0.

In [12], Wang proved the boundedness of solutions for the equation

(1.4) x′′ + ax+ − bx− + ϕ(x) = p(t)
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under the condition

(1.5)

∫ 2π

0
p(t)C(θ + t) dt 6= 2n

√
a

(
ϕ(+∞)

a
− ϕ(−∞)

b

)
, θ ∈ R

with ϕ(±∞) = limx→±∞ ϕ(x).

Fabry and Mawhin [4] obtained the boundedness result for (1.1) with f(x, t) = ϕ(x) +

g(x) + p(t) under the condition (1.5), where g is a sublinear primitive and bounded.

If a = b = n2, (1.4) becomes the symmetric equation

(1.6) x′′ + n2x+ ϕ(x) = p(t), n ∈ N.

It is obviously in the resonant case. Lazer and Leach [6] proved that (1.6) has at least one

periodic solution under the so-called Lazer–Leach condition

(1.7)

∣∣∣∣∫ 2π

0
p(t)e−int dt

∣∣∣∣ < 2

(
lim inf
x→+∞

ϕ− lim sup
x→−∞

ϕ

)
, ∀ θ ∈ [0, 2π].

In 1999, Liu [9] proved that each solution of the equation (1.6) is bounded with p ∈
C7(R/2πZ), ϕ ∈ C6(R) under the condition (1.7).

However, Alonso and Ortega [1] proved that if lim|x|→∞ ψ(x)/x = 0 and ϕ is bounded,

each solution of the semilinear equation

(1.8) x′′ + n2x+ ϕ(x) + ψ′(x) = p(t) = p(t+ 2π)

is unbounded with a large initial condition if∣∣∣∣∫ 2π

0
p(t)e−int dt

∣∣∣∣ > 2(H −K),

where H = max
{

lim supx→−∞ ϕ, lim supx→+∞ ϕ
}

and K = min
{

lim infx→−∞ ϕ,

lim infx→+∞ ϕ
}

.

In 2016, Wang, Wang and Piao [13] showed that if ψ oscillates periodically in x, the

Lazer–Leach condition (1.7) is sufficient and necessary for the boundedness of (1.8).

So we can ask a question: if the “ < ” in (1.6) is changed to “ = ” (critical situation),

can one obtain boundedness results for (1.6)?

Recently, Xing, Wang and Wang [14] succeeded in answer the question. They obtained

a certain sufficient and necessary condition for the boundedness for (1.6) in the critical

situation, that is, ∣∣∣∣∫ 2π

0
p(t)e−int dt

∣∣∣∣ = 2(ϕ(+∞)− ϕ(−∞)),

where ϕ(±∞) exit finitely and p is 2π-periodic in t.
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In this article, we are going to study the analogical problem of [14] for the asymmetric

equation (1.4). The corresponding critical situation should be

(1.9)

∫ 2π

0
p(t)C(t− θ) dt = 2n

√
a

(
ϕ(+∞)

a
− ϕ(−∞)

b

)
for some θ ∈ R.

We suppose that there exist two positive constants c± such that

(1.10) lim
x→±∞

xk−1+dΓ
(k)
± (x) = 0, 0 < k ≤ 11

with 0 < d < 1 and

(1.11) Γ±(x) =

∫ x

0
(ϕ(x)− ϕ(±∞)) dx− c± · (1 + x2)(1−d)/2.

Now we can state our main result as below.

Theorem 1.1. Suppose that p ∈ C6(R/2πZ), ϕ ∈ C10(R) satisfying

ϕ(±∞) := lim
x→±∞

ϕ(x)

are finite. Assume (1.2), (1.9)–(1.11) hold true, then all solutions of (1.4) are bounded.

Remark 1.2. Theorem 1.1 is applicable to many equations. Here we provide a concrete

example.

Let p(t) = 4 cos(nt), ϕ(x) = arctanx+ 2x(1 + x2)−2/3. Then we have∫ 2π

0
p(t)C(t− θ) dt

= 4 cos(nθ)

∫ 2π

0
cos(nt)C(t) dt− 4 sin(nθ)

∫ 2π

0
sin(nt)C(t) dt

= 8n cos(nθ)

(∫ π
2
√
a

0
cos(nt) cos(

√
at) dt−

√
a

b

∫ π

2
√
b

0
cos

(
n

(
t+

π

2
√
a

))
sin
√
bt dt

)

= 8n
√
a cos(nθ) cos

(
nπ

2
√
a

)(
1

a− n2
− 1

b− n2

)
.

Now we choose a = 36, b = 144, n = 8, which satisfy the condition (1.2). Meanwhile∫ 2π

0
p(t)C(t− θ) dt = 8n

√
a cos(nθ) cos

(
nπ

2
√
a

)(
1

a− n2
− 1

b− n2

)
=

324

35
cos(8θ),

2n
√
a

(
ϕ(+∞)

a
− ϕ(−∞)

b

)
=

5π

3
.

One can take θ = 1
8 arccos 175π

972 + 2kπ (k ∈ Z) such that the condition (1.9) holds. Then,

according to Theorem 1.1, we obtain the boundedness for the equation with d = 1/3,

c± = 3.

In fact, the conclusion of Theorem 1.1 is also true, if the conditions (1.2) and (1.9) are

replaced respectively by
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• 1√
a

+
1√
b

=
2m

n
, where m and n are relatively prime positive integers

and

•
∫ 2π

0
p(mt)C(mt− θ) dt =

2n
√
a

m

(
ϕ(+∞)

a
− ϕ(−∞)

b

)
for some θ ∈ R.

This paper is organized as follows. In Section 2, we give some technical lemmas. In

Section 3, we introduce a rotation transformation and make a series of canonical trans-

formations such that the new Hamiltonian system is closed to a nearly integrable one. In

Section 4, we first give a twist condition in some weak way, then prove the boundedness

of solutions of (1.4) by Moser’s twist theorem.

Throughout this paper, we denote by

[I](·) :=
1

2π

∫ 2π

0
I( · , θ) dθ

the average value of I( · , θ) over R/2πZ. We denote by C > 1, c < 1 two positive constants

without concerning their quantity.

2. Preliminaries

In this section, some technical lemmas will be given.

Introduce a new variable y as x′ = −y, then the equation (1.4) is equivalent to a planar

non-autonomous Hamiltonian system

(2.1) x′ = −∂H
∂y

(x, y, t), y′ =
∂H

∂x
(x, y, t),

where H(x, y, t) = 1
2y

2 + 1
2a(x+)2 + 1

2b(x
−)2 + Φ(x)− xp(t), Φ(x) =

∫ x
0 ϕ(s) ds.

Define S(t) = −C′(t). Then (C(t),S(t)) is the solution of the following system

x′ = −y, y′ = ax+ − bx−

with the initial condition (C(0),S(0)) = (1, 0) from (1.3). Hence

• C(−t) = C(t), S(−t) = −S(t);

• C(t) and S(t) are 2π
n -periodic functions;

• S2(t) + a(C+(t))2 + b(C−(t))2 ≡ a;

• C(t) can be given by

C(t) =

cos
√
at, 0 ≤ |t| ≤ π

2
√
a
,

−
√

a
b sin

√
b
(
t− π

2
√
a

)
, π

2
√
a
< |t| ≤ π

n .
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For r > 0, we make the transformation (r, θ)→ (x, y):

x = a−1/2r1/2C(θ), y = a−1/2r1/2S(θ),

then the Hamiltonian system (2.1) is changed into

(2.2)
dr

dt
= −∂h

∂θ
(r, θ, t),

dθ

dt
=
∂h

∂r
(r, θ, t),

where

(2.3) h(r, θ, t) = r + I1(r, θ) + I2(r, θ, t)

with I1(r, θ) = 2Φ(a−1/2r1/2C(θ)), I2(r, θ, t) = −2a−1/2r1/2C(θ)p(t).

Similar to [9], we can obtain the following estimates on I1(r, θ), I2(r, θ, t) by direct

calculations. We omit the proof here.

Lemma 2.1. For r � 1, it holds that

|I1(r, θ)| ≤ Cr1/2, |∂ir∂
j
θI1(r, θ)| ≤ Cr−i+

1
2

+ 1
2

(max(1,j)−1), i+ j ≤ 11.

Lemma 2.2. For r � 1, it holds that

|∂ir∂
j
θ∂

k
t I2(r, θ, t)| ≤ Cr−i+1/2, i+ j ≤ 11, k ≤ 6.

Lemma 2.3. Let

α(r) = [I1](r)− 2n

π
r1/2 ·

(
ϕ(+∞)

a
− ϕ(−∞)

b

)
.

Then α(r) satisfies

cr(1−d)/2−k ≤ α(k)(r) ≤ Cr(1−d)/2−k, k = 0, 1, 0 < d < 1,

|α(2)(r)| ≥ cr(1−d)/2−2, |α(k)(r)| ≤ cr(1−d)/2−k, k ≤ 11, 0 < d < 1.

Proof. By definition of [I1](r), one has

α(r) =
1

2π

∫ 2π

0
2Φ(a−1/2r1/2C(θ)) dθ − 2n

π
r1/2 ·

(
ϕ(+∞)

a
− ϕ(−∞)

b

)
.

By direct calculations, one has

α′(r) =
a−1/2r−1/2

2π

(∫ 2π

0
ϕ(a−1/2r1/2C(θ))C(θ) dθ − 2na1/2 ·

(
ϕ(+∞)

a
− ϕ(−∞)

b

))
=
a−1/2r−1/2

2π

n∑
k=1

(αk+(r) + αk−(r)),

(2.4)
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where

αk+(r) =

∫ 2kπ
n

+ π
2
√
a

2kπ
n
− π

2
√
a

(ϕ(a−1/2r1/2C(θ))− ϕ(+∞))C(θ) dθ,

αk−(r) =

∫ 2(k+1)π
n

− π
2
√
a

2kπ
n

+ π
2
√
a

(ϕ(a−1/2r1/2C(θ))− ϕ(−∞))C(θ) dθ.

(2.5)

By (1.10), as r →∞, there exists a positive constant C1(d) such that

(a−1r)d/2αk+(r) =

∫ 2kπ
n + π

2
√
a

2kπ
n −

π
2
√
a

(ϕ(a−1/2r1/2C(θ))− ϕ(+∞))(a−1/2r1/2C(θ))dC1−d(θ) dθ

→ C1(d)c+,

(a−1r)d/2αk−(r) =

∫ (2k+1)π
n − π

2
√
a

2kπ
n + π

2
√
a

(ϕ(a−1/2r1/2C(θ))− ϕ(−∞))(a−1/2r1/2C(θ))dC1−d(θ) dθ

→ C1(d)c−.

Then we have, as r →∞,

(a−1r)(d+1)/2α′(r)→ 1

2πa
C1(d)(c+ + c−),

which implies that

(2.6) cr(1−d)/2−1 ≤ α′(r) ≤ Ch(1−d)/2−1
3 .

The conclusion

cr(1−d)/2 ≤ α(r) ≤ Cr(1−d)/2

is a consequence of (2.6) by the rule of L’Hospital.

By (1.10) and (2.5), as r →∞, there exists a positive constant C2(d) such that

2(a−1r)d/2rα′k+(r) =

∫ 2kπ
n

+ π
2
√
a

2kπ
n
− π

2
√
a

ϕ′(a−1/2r1/2C(θ))(a−1/2r1/2C(θ))1+dC1−d(θ) dθ

→ −C2(d)c+d(1− d),

2(a−1r)d/2rα′k−(r) =

∫ (2k+1)π
n

− π
2
√
a

2kπ
n

+ π
2
√
a

ϕ′(a−1/2r1/2C(θ))(a−1/2r1/2C(θ))1+dC1−d(θ) dθ

→ −C2(d)c−d(1− d).

Thus

(2.7) (α′k+(r) + α′k−(r))→ −C2(d)(c+ + c−)d(1− d)
1

2
ad/2r−1−d/2.
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By (2.4), one has

α′′(r) = −a
−1/2r−3/2

4π

n∑
k=1

(αk+(r) + αk−(r)) +
a−1/2r−1/2

2π

n∑
k=1

(α′k+(r) + α′k−(r)),

which together with (2.6) and (2.7) implies |α′′(r)| ≥ cr(1−d)/2−2.

By direct calculations, one has for m ≤ 11 that

rm+d/2α
(m)
k+ (r) =

∫ 2kπ
n

+ π
2
√
a

2kπ
n
− π

2
√
a

m∑
i=1

cϕ(i)(a−1/2r1/2C(θ))(a−1/2r1/2C(θ))i+dC1−d(θ) dθ,

rm+d/2α
(m)
k− (r) =

∫ 2(k+1)π
n

− π
2
√
a

2kπ
n

+ π
2
√
a

m∑
i=1

cϕ(i)(a−1/2r1/2C(θ))(a−1/2r1/2C(θ))i+dC1−d(θ) dθ.

As r →∞ , we have

(2.8) |α(m)
k± (r)| ≤ Cr−m−d/2.

Thus we can obtain the last estimate from (2.4) and (2.8).

By (2.3), Lemmas 2.1 and 2.2, one has ∂rh > 0 for r � 1. Then by the implicit

function theorem, there exists a function R(h, t, θ) such that

r(h, t, θ) = h−R(h, t, θ),

where

R(h, t, θ) = I1(h−R, θ) + I2(h−R, θ, t) = I1(h, θ) + I2(h, θ, t)−R0(h, t, θ)

with R0(h, t, θ) =
∫ 1

0 ∂rI1(h− µR, θ)Rdµ+
∫ 1

0 ∂rI2(h− µR, θ, t)Rdµ.

Now h, t and θ are the new action, angle and time variables respectively. Moreover

R(h, t, θ) and R0(h, t, θ) satisfy the following estimates.

Lemma 2.4. For h� 1, it holds that

|∂ih∂
j
t ∂

k
θR| ≤ Ch−i+

1
2

+ 1
2
{max{1,k}−1}, i+ k ≤ 11, j ≤ 6,

|∂ih∂
j
t ∂

k
θR0| ≤ Ch−i+k/2, i+ k ≤ 10, j ≤ 6.(2.9)

The proof can be obtained by direct calculations similar to that of Lemma 3.1 in [14].

Thus we omit it here.

Now the Hamiltonian system (2.2) can be written

dh

dθ
= −∂r

∂t
(h, t, θ),

dt

dθ
=
∂r

∂h
(h, t, θ),

where

(2.10) r(h, t, θ) = h− I1(h, θ)− I2(h, θ, t) +R0(h, t, θ).
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3. Canonical transformations

In this section, we will make some canonical transformations such that the perturbation

satisfies desirable estimates. First, we eliminate the linear part of the Hamiltonian by a

rotation transformation.

Lemma 3.1. There exists a rotation transformation Ψ1 of the form

Ψ1 : h = h1, t = t1 + θ

such that the system with the Hamiltonian (2.10) is transformed into a sublinear system

with the following Hamiltonian

(3.1) r1(h1, t1, θ) = −I1(h1, θ)− I2(h1, θ, t1 + θ) +R1(h1, t1, θ),

where R1(h1, t1, θ) = R0(h, t1 + θ, θ) satisfies

(3.2) |∂ih1∂
j
t1
∂kθR1(h1, t1, θ)| ≤ Ch−i+k/21 , i+ k ≤ 10, j ≤ 6.

Proof. It is not difficult to obtain (3.1) and (3.2) from (2.10) and (2.9).

Lemma 3.2. There exists a canonical transformation Ψ2 given by

(3.3) Ψ2 : h1 = h2, t1 = t2 − ∂h2S2(h2, θ)

with

(3.4) S2(h2, θ) =

∫ θ

0
(I1(h2, θ)− [I1](h2)) ds

such that the Hamiltonian (3.1) is transformed into the following Hamiltonian

(3.5) r2(h2, t2, θ) = −[I1](h2)− I2(h2, θ, t2 + θ) +R2(h2, t2, θ),

where R2(h2, t2, θ) satisfies

(3.6) |∂ih2∂
j
t2
∂kθR2(h2, t2, θ)| ≤ Ch−i+k/22 , i+ k ≤ 10, j ≤ 5.

Proof. Under the transformation Ψ2, the transformed Hamiltonian is

r2(h2, t2, θ) = −I1(h2, θ)− I2(h2, θ, t2 − ∂h2S2 + θ) +R1(h2, t2 − ∂h2S2, θ) + ∂θS2

= −[I1](h2)− I2(h2, θ, t2 + θ) + [I1](h2)− I1(h2, θ) +R2(h2, t2, θ) + ∂θS2,

where

R2(h2, t2, θ) = R1(h2, t2 − ∂h2S2, θ) +

∫ 1

0
∂t1I2(h2, θ, t2 − µ∂h2S2 + θ)∂h2S2 dµ.
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By (3.4), one has

[I1](h2)− I1(h2, θ) + ∂θS2 = 0.

Thus we obtain the Hamiltonian (3.5). By Lemma 2.1, one has

(3.7) |∂ih2∂
j
θS2(h2, θ)| ≤ Ch

−i+ 1
2

+ 1
2

(max{1,j}−1)

2 , i+ j ≤ 11.

By (3.3), we have

|∂h2t1| ≤ Ch
−3/2
2 ,

1

2
≤ |∂t2t1| ≤ 2, |∂θt1| ≤ Ch

−1/2
2 ,(3.8)

|∂ih2∂
j
θ∂

k
t2t1| ≤ Ch

−i− 1
2

+ 1
2

(max{1,j}−1)

2 , i+ j + k ≥ 2, i+ j ≤ 10, k ≤ 6.(3.9)

By Leibniz’s rule, ∂ih2∂
j
t2
∂kθR1(h2, t2 − ∂h2S2, θ) is the summation of terms

∂mh1∂
s
t1∂

q
θR1 ·

s∏
l=1

∂ilh2∂
jl
t2
∂klθ t1

with 1 ≤ m+ s+ q ≤ i+ j + k, m+
∑s

l=1 il = i,
∑s

l=1 jl = j and q +
∑s

l=1 kl = k.

Combining (3.2), (3.8) with (3.9), we obtain

(3.10) |∂ih2∂
j
t2
∂kθR1(h2, t2 − ∂h2S2, θ)| ≤ Ch−i+k/22 , i+ k ≤ 10, j ≤ 6.

Similarly, we obtain

|∂ih2∂
j
t2
∂kθ (∂t1I2(h2, θ, t2 − µ∂h2S2 + θ))|

≤ Ch−i+
1
2

+ 1
2

(max{1,k}−1)

2 , i+ k ≤ 10, j ≤ 5.
(3.11)

By (3.7), (3.11) and Leibniz’s rule, one has

|∂ih2∂
j
t2
∂kθ (∂t1I2(h2, θ, t2 − µ∂h2S2 + θ) · ∂h2S2)|

≤ Ch−i−
1
2

+ 1
2

(max{1,k}−1)

2 , i+ k ≤ 10, j ≤ 5.
(3.12)

Then the estimate (3.6) follows from (3.10) and (3.12).

Without causing confusion, denote

[I2](h, t) =
1

2π

∫ 2π

0
I2(h, θ, t+ θ) dθ.

Lemma 3.3. There exists a canonical transformation Ψ3 given by

Ψ3 : h2 = h3 + ∂t2S3(h3, t2, θ), t3 = t2 + ∂h3S3(h3, t2, θ)

with

(3.13) S3(h3, t2, θ) =

∫ θ

0
(I2(h3, s, t2 + s)− [I2](h3, t2)) ds
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such that the Hamiltonian (3.5) is transformed into the following Hamiltonian

(3.14) r3(h3, t3, θ) = I(h3, t3) +R3(h3, t3, θ),

where R3(h3, t3, θ) and I(h3, t3) satisfy

|∂ih3∂
j
t3
∂kθR3(h3, t3, θ)| ≤ Ch−i+k/23 , i+ k ≤ 10, j ≤ 5,(3.15)

|∂kh3I(h3, t3)| ≥ ch(1−d)/2−k
3 , k = 0, 1, 2,(3.16)

|∂kh3∂
l
t3I(h3, t3)| ≤ Ch−k+1/2

3 , k ≤ 11, l ≤ 6.(3.17)

Proof. Under the transformation Ψ3, the transformed Hamiltonian is

r3(h3, t3, θ) = −[I1](h3 + ∂t2S3)− I2(h3 + ∂t2S3, θ, t2 + θ)

+R2(h3 + ∂t2S3, t3 − ∂h3S3, θ) + ∂θS3

= −[I1](h3)− [I2](h3, t3) + [I2](h3, t2)− I2(h3, θ, t2 + θ)

+ ∂θS3 +R3(h3, t3, θ),

where

R3(h3, t3, θ) = R2(h3 + ∂t2S3, t3 − ∂h3S3, θ)−
∫ 1

0
∂h2I2(h3 + µ∂t2S3, θ, t2 + θ)∂t2S3 dµ

+

∫ 1

0
∂t2 [I2](h3, t3 − µ∂h3S3)∂h3S3 dµ−

∫ 1

0
[I1]′(h3 + µ∂t2S3)∂t2S3 dµ.

By (3.13), one has

[I2](h3, t2)− I2(h3, θ, t2 + θ) + ∂θS3 = 0.

Denote I(h3, t3) = −[I1](h3) − [I2](h3, t3), then we obtain the Hamiltonian (3.14). By

Lemma 2.2, one has

|∂ih3∂
j
t2
∂kθS3(h3, t2, θ)| ≤ Ch−i+1/2

2 , i+ k ≤ 11, j ≤ 6.

From (3.3), we have

|∂h3t2| ≤ Ch
−3/2
3 ,

1

2
≤ |∂t3t2| ≤ 2, |∂θt2| ≤ Ch

−1/2
2 ,

|∂ih3∂
j
θ∂

k
t3t2| ≤ Ch

−i−1/2
2 , i+ j + k ≥ 2, i+ j ≤ 10, k ≤ 6,

1

2
≤ |∂h3h2| ≤ 2, |∂t3h2| ≤ Ch1/2

3 , |∂θh2| ≤ Ch1/2
3 ,

|∂ih3∂
j
θ∂

k
t3h2| ≤ Ch−i+1/2

3 , i+ j + k ≥ 2, i+ j ≤ 10, k ≤ 5.

Similar to the proof of (3.6), we can obtain (3.15).
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Notice that

−I(h3, t3) = [I1](h3) + [I2](h3, t3)

= α(h3) +
2h

1/2
3

π
·
(
nϕ(+∞)

a
− nϕ(−∞)

b
− 1

2
√
a

∫ 2π

0
C(t− θ)p(t) dt

)
,

which together with (1.9) and Lemma 2.3 implies (3.16) and (3.17).

Lemma 3.4. [14] Consider the system with Hamiltonian

(3.18) r̃ = Ĩ(h, t) + R̃(h, t, θ),

where Ĩ(h, t) satisfies (3.16) and (3.17) for k ≤ m, l ≤ n, and R(h, t, θ) satisfies

|∂jh∂
k
t ∂

l
θR| ≤ Ch−j−i/2+max{0,(l−i)/2}

for h large enough, j + l ≤ m1, k ≤ n1 (m1 ≤ m, n1 ≤ n). Then there exists a transfor-

mation Ψ+ of the form

h = h+ + ∂tS+(h+, t, θ), t+ = t+ ∂h+S+(h+, t, θ)

with

S+(h+, t, θ) = −
∫ θ

0
(R̃(h+, t, θ)− [R̃](h+, t, )) dθ

such that the Hamiltonian (3.18) is transformed to

r̃+(h+, t+, θ) = Ĩ+(h+, t+) + R̃+(h+, t+, θ),

where Ĩ+(h+, t+) = Ĩ(h+, t+) + [R̃](h+, t+) satisfies (3.16) and (3.17) for k ≤ m1, l ≤ n1.

Moreover for h+ � 1, l ≤ n1 − 1, k + j ≤ m1 − 1, it holds that

|∂jh+∂
l
t+∂

k
θ R̃+| ≤ Ch−j−(i+1)/2+max{0,(k−i−1)/2}

+ .

Lemma 3.5. There exists a canonical transformation Ψ4 given by

Ψ4 : h3 = h4 + U(h4, t4, θ), t3 = t4 + V (h4, t4, θ)

such that the Hamiltonian (3.14) is transformed into the following Hamiltonian

(3.19) r4(h4, t4, θ) = I(h4, t4) +R4(h4, t4, θ)

with I(h4, t4) and R4(h4, t4, θ) satisfying

|∂kh4I(h4, t4)| ≥ ch(1−d)/2−k
4 , k = 0, 1, 2,(3.20)

|∂kh4∂
l
t4I(h4, t4)| ≤ Ch−k+1/2

4 , k ≤ 5, l ≤ 1,(3.21)

|∂ih4∂
j
t4
∂kθR4(h4, t4, θ)| ≤ Ch−i−5/2

4 , i+ k ≤ 5.(3.22)
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Proof. We can prove this lemma by Lemma 3.3 and repeated applications of canonical

transformations given in Lemma 3.4.

Consider the Hamiltonian (3.19). Noting that ∂kh4I(h4, t4) ≥ ch
(1−d)/2−1
4 > 0 as h4 →

∞, we can solve (3.19) for large h4 as follows:

(3.23) h4(r4, θ, t4) = N(r4, t4) + P (r4, θ, t4),

where h4 = N(r4, t4) is the inverse function of r4 = I(h4, t4). By (3.19) and (3.23), one

has

r4 = I(N + P, t4) +R4(N + P, t4, θ)

= I(N, t4) +

∫ 1

0
∂h4I(N + µP, t4)P dµ+R4(N + P, t4, θ).

Note that r4 = I(h4, t4), thus

(3.24) 0 =

∫ 1

0
∂h4I(N + µP, t4)P dµ+R4(N + P, t4, θ),

that is,

P = − R4(N + P, t4, θ)∫ 1
0 ∂h4I(N + µP, t4) dµ

.

Lemma 3.6. For r4 large enough, it holds that

cr2
4 ≤ |N | ≤ Cr

2/(1−d)
4 , cNr−k4 ≤ |∂kr4N | ≤ CNr

−k
4 , k = 1, 2,(3.25)

|∂kr4N | ≤ CNr
−k
4 , k ≤ 6,(3.26)

|∂kr4∂
j
θP | ≤ Cr

−k−1
4 N |R4|, k + j ≤ 5.(3.27)

Proof. By r4 ≡ I(N(r4, t4), t4), one has

cr2
4 ≤ |N | ≤ Cr

2/(1−d)
4 , ∂h4I · ∂r4N = 1, ∂h4I · ∂t4N + ∂t4I = 0.

Then it follows that

∂r4h4 = ∂r4N = (∂h4I)−1 ∈ [chr−1
4 , Chr−1

4 ].

From (3.20) and (3.21), one has

(3.28) cr−1
4 N ≤ |∂r4N | ≤ Cr−1

4 N.

By direct computation, one has

∂2
r4N = −

∂2
h4
I · ∂r4h4

(∂h4I)2
= −

∂2
h4
I · ∂r4N

(∂h4I)2
.
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From (3.20), (3.21) and (3.28), one has

cr−2
4 N ≤ |∂2

r4N | ≤ Cr
−2
4 N.

Using Leibniz’s rule, for 2 ≤ k ≤ 6, ∂kr4N is the summation of terms

∂mh4

(
∂2
h4
I

(∂h4I)2

)
m∏
i=1

∂kir4N

with 0 ≤ m ≤ k,
∑m

i=1 ki = k−1, and ki ≥ 1, i = 1, 2, . . . ,m. By induction, we can obtain

(3.26) from (3.20), (3.21) and (3.25).

By (3.24), one has

|P | ≤ Cr−1
4 N |R4| ≤ C∂r4N |R4|.

Differentiating both sides of (3.24) on r4, one has

|∂r4P | =

∣∣∣∣∣∣−
(
∂h4R4 + P

∫ 1
0 ∂

2
h4
I(N + µP, t4) dµ

)
· ∂r4N∫ 1

0 ∂h4I(N + µP, t4) dµ+ P
∫ 1

0 ∂
2
h4
I(N + µP, t4)µdµ+ ∂h4R4

∣∣∣∣∣∣
≤ Cr−1

4 |R4| · |∂r4N |.

Differentiating both sides of (3.24) on θ, one has

|∂θP | =

∣∣∣∣∣ −∂θR4∫ 1
0 ∂h4I(N + µP, t4) dµ+ P

∫ 1
0 ∂

2
h4
I(N + µP, t4)µdµ+ ∂h4R4

∣∣∣∣∣
≤ C|R4| · |∂r4N |.

Similar to the proof of (3.26), by induction, we can prove (3.27) for 2 ≤ k + j ≤ 5 using

Leibniz’s rule.

4. Proof of Theorem 1.1

In this section, we will prove Theorem 1.1 by Moser’s small twist theorem. Without leading

to confusion, we denote (r4, h4, t4) by (ρ,H, τ) in (3.23). The system with Hamiltonian

(3.23) is

(4.1)
dθ

dτ
= ∂ρN(ρ, τ) + ∂ρP (ρ, θ, τ),

dρ

dτ
= −∂θP (ρ, θ, τ).

Integrate the system (4.1) by τ from 0 to 2π, the Poincaré map P of system (4.1) is

of the form

(4.2) θ1 = θ + Λ(ρ) + F1(ρ, θ), ρ1 = ρ+ F2(ρ, θ)
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with (ρ, θ) = (ρ(0), θ(0)), and

Λ(ρ) =

∫ 2π

0
∂ρN(ρ, τ) dτ,

F1(ρ, θ) =

∫ 2π

0
∂ρP (ρ(τ), θ(τ), τ) dτ +

∫ 2π

0
∂ρN(ρ(τ), τ) dτ −

∫ 2π

0
∂ρN(ρ, τ) dτ,

F2(ρ, θ) = −
∫ 2π

0
∂θP (ρ(τ), θ(τ), τ) dτ.

By Lemma 3.6, for k + j ≤ 4, F1(ρ, θ) and F2(ρ, θ) satisfy the following estimates

|∂kρ∂
j
θF1(ρ, θ)| ≤ C(N · ρ−2 + 1) · ρ−k−1N · |R4|,

|∂kρ∂
j
θF2(ρ, θ)| ≤ Cρ−k−1N · |R4|.

Moreover, the following estimates hold true for Λ(ρ):

cρ ≤ |Λ(ρ)| ≤ Cρ(1+d)/(1−d), c ≤ |Λ′(ρ)| ≤ Cρ2d/(1−d),

|Λ(k)(ρ)| ≤ Cρ(1+d)/(1−d)−k, k ≤ 5.
(4.3)

Denote by ρ(Λ) the inverse function of Λ(ρ). By (4.3), one has

(4.4) cΛ(1+d)/(1−d) ≤ ρ ≤ CΛ, |ρ(k)(Λ)| ≤ CΛ−k|ρ|, k ≤ 5.

The Poincaré map (4.2) can be rewritten in the following map

(4.5) θ1 = θ + Λ + F̂1(Λ, θ), Λ1 = Λ + F̂2(Λ, θ),

where

F̂1(Λ, θ) = F1(ρ(r), θ), F̂2(Λ, θ) =

∫ 1

0
Λ′(ρ+ λF2(ρ, θ))F2(ρ, θ) dλ.

By Leibniz’s rule, (3.22) and (4.4), one has

|∂kΛ∂
j
θF̂1| ≤

k∑
i=1

|∂iρ∂
j
θF1| · |ρ(k1)(r) · · · ρ(ki)(r)|

≤ CN2 · ρ−i−3|R4| · ρi · Λ−k

≤ Cρ−3 · Λ−k · |R4| ·N2

≤ Cρ−3, k + j ≤ 4

(4.6)

with
∑i

l=1 kl = k. Similarly, one has

(4.7) |∂kΛ∂
j
θF̂2| ≤ Cρ−3, k + j ≤ 4.

By (3.5), we have the estimate

|∂kh4∂
j
θ∂

l
t4R| ≤ Ch

−υ/2−k
4 , k ≤ 5, k + j ≤ 5, l ≤ 4.

Since N = h4, thus for j ≤ 5, k + j ≤ 4, (4.6) and (4.7) yield that

|∂kΛ∂
j
θF̂i| ≤ Cρ

−3, i = 1, 2.
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Proof of Theorem 1.1. The map (4.5) satisfies all the conditions of Moser’s small twist

theorem [10]. Thus we obtain the boundedness result of Theorem 1.1.
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