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Periodic Solutions to Differential Variational Inequalities of Parabolic-elliptic

Type

Thi Van Anh Nguyen

Abstract. In this work, we consider a model formulated by a dynamical system and

an elliptic variational inequality. We prove the solvability of initial value and periodic

problems. Finally, two illustrative examples are given to show the applicability of our

theoretical results.

1. Introduction

Let (X, ‖ · ‖X) be a Banach space and (Y, ‖ · ‖Y ) be a reflexive Banach space with the dual

Y ∗. We consider the following problem

x′(t) ∈ Ax(t) + F (t, x(t), y(t)), t > 0,(1.1)

By(t) + ∂φ(y(t)) 3 h(t, x(t), y(t)), t > 0,(1.2)

where (x(·), y(·)) takes values in X × Y ; φ : Y → (−∞,∞] is a proper, convex and lower

semicontinuous function with the subdifferential ∂φ ⊂ Y ×Y ∗. F is a multivalued function

defined on R+ × X × Y . In our system, A is a closed linear operator which generates a

C0-semigroup in X; B : Y → Y ∗ and h : R+ ×X × Y → Y ∗ are given maps which will be

specified in the next sections.

In this paper, we study the existence of a periodic solution for this problem, that is,

we prove the solvability of (1.1)–(1.2) with T -periodic condition

x(t) = x(t+ T ), ∀ t ≥ 0

for given T > 0.

When F and h are autonomous maps, the system (1.1)–(1.2) was investigated in [13].

In this work, the existence of solutions and the existence of a global attractor for m-

semiflow generated by solution set were proved. The application of such parabolic-elliptic

system has been employed to model different problems appeared in many recent works, for
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instance, in study the motion of bacteria by chemotaxic (e.g., [7]) and in image inpainting

(e.g., [8]).

In the case φ = IK , the indicator function of K with K being a closed convex subset

in Y , namely,

IK(x) =

0 if x ∈ K,

+∞ otherwise,

the problem (1.1)–(1.2) reads as follows:

(1.3)


x′(t) = Ax(t) + F (t, x(t), y(t)), t > 0,

y(t) ∈ K, ∀ t ≥ 0,

〈By(t), z − y(t)〉 ≥ 〈h(t, x(t), y(t)), z − y(t)〉, ∀ z ∈ K, t > 0,

where 〈 · , · 〉 stands for the duality pairing between Y ∗ and Y . In the latter model, we

have to mention that, when X = Rn, Y = Rm and F is single-valued, the problem (1.3)

becomes differential variational inequality studied by Anh and Ke [12], Liu, Loi and

Obukhovskii [11], Pang and Stewart [14], etc. Differential variational inequalities in fi-

nite dimensional spaces were a new modeling paradigm of variational analysis to treat

many applied dynamical problems in engineering, operations research, and physical sci-

ences such as mechanical impact problems, electrical circuits with ideal diodes, Coulomb

friction problems for contacting bodies, economical dynamics. For more details, one can

refer the interested reader to [5, 15] and references therein.

Considering (1.1)–(1.2) as a differential variational inequality associated with a convex

subdifferential, we aim at studying the solvability of initial value and periodic problems.

More precisely, we consider the periodic problems for semilinear systems described by

parabolic-elliptic differential variational inequalities with both single-valued and multi-

valued perturbations. Based on the techniques presented by Bothe in [3] and some fixed

point theorems, we treat (1.1)–(1.2) in the case that the semigroup generated by A is norm

continuous and exponentially stable in single-valued situations, adding the compactness

condition in multivalued situations. Our motivation for the present work is that, up to our

knowledge, no attempt has been made to establish the results concerning initial value and

periodic problems for the general model of differential equations/inclusions mixed elliptic

variational inequalities (1.1)–(1.2).

The paper is organized as follows. In the next section, we recall some notions and facts

related to measures of noncompactness, multivalued analysis. Section 3 is devoted to the

existence and uniqueness results of the problem (1.1)–(1.2) with periodic condition in case

of single valued perturbations. In Section 4, we prove that there exists a periodic solution

of (1.1)–(1.2) in multivalued cases. In Section 5 we give two examples, which illustrate
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the obtained results for partial differential equations/inclusions with obstacle constraints

and lattice differential variational inequalities.

2. Preliminaries

2.1. Measure of non-compactness

Let E be a Banach space. Denote

P(E) = {B ⊂ E : B 6= ∅} and B(E) = {B ∈ P(E) : B is bounded}.

We give here the definition of measure of noncompactness (see [1]).

Definition 2.1. A function β : B(E)→ R+ is called a measure of noncompactness (MNC)

in E if

β(co Ω) = β(Ω) for every Ω ∈ B(E),

where co Ω is the closure of the convex hull of Ω. An MNC β is called

(i) monotone if Ω0,Ω1 ∈ B(E), Ω0 ⊂ Ω1 implies β(Ω0) ⊂ β(Ω1);

(ii) nonsingular if β({a} ∪ Ω) = β(Ω) for any a ∈ E, Ω ∈ B(E);

(iii) invariant with respect to union with compact set if β(K ∪ Ω) = β(Ω) for every

relatively compact set K ⊂ E and Ω ∈ B(E);

(iv) algebraically semi-additive if β(Ω0 + Ω1) ≤ β(Ω0) + β(Ω1) for any Ω0,Ω1 ∈ B(E);

(v) regular if β(Ω) = 0 is equivalent to the relative compactness of Ω.

An important example of MNC is the Hausdorff MNC χ(·), which is defined as follows:

χ(Ω) = inf{ε : Ω has a finite ε-net}.

In particular, it is known that the Hausdorff MNC on C([θ, T ];E) given by (see [1])

χT (D) = lim
δ→0

sup
x∈D

max
t,s∈[θ,T ]
|t−s|<δ

‖x(t)− x(s)‖+ sup
t∈[θ,T ]

e−Ltχ(D(t)).

Based on Hausdorff MNC χ, one can define the sequential MNC χ0 as follows:

χ0(Ω) = sup{χ(D) : D ∈ ∆(Ω)},

where ∆(Ω) is the collection of all at-most-countable subset of Ω (see [1]). We know that

1

2
χ(Ω) ≤ χ0(Ω) ≤ χ(Ω)

for all bounded set Ω ⊂ E. Then the following property is evident.
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Proposition 2.2. Let χ be the Hausdorff MNC in E and Ω ⊂ E be a bounded set. Then

for every ε > 0, there exists a sequence {xn} ⊂ Ω such that

χ(Ω) ≤ 2χ({xn}) + ε.

If Ω ⊂ L1(J ;E) such that, for all f ∈ Ω, ‖f(t)‖ ≤ ν(t) for a.e. t ∈ J , where ν ∈
L1(J) := L1(J ;R), then we say that Ω is integrably bounded.

Proposition 2.3. [9] If {wn} ⊂ L1([0, T ];E) is integrably bounded, then we have

χ

({∫ t

0
wn(s) ds

})
≤ 2

∫ t

0
χ({wn(s)}) ds

for t ∈ [0, T ].

Using Propositions 2.2 and 2.3, we have the following statement [10, Proposition 2.5].

Proposition 2.4. Let D ⊂ L1(0, T ;E) such that

(1) ‖ξ(t)‖ ≤ ν(t) for all ξ ∈ D and for a.e. t ∈ [0, T ],

(2) χ(D(t)) ≤ q(t) for a.e. t ∈ [0, T ],

where ν, q ∈ L1(0, T ;R). Then

χ

(∫ t

0
D(s) ds

)
≤ 4

∫ t

0
q(s) ds,

here
∫ t

0 D(s) ds =
{ ∫ t

0 ξ(s) ds : ξ ∈ D
}

.

2.2. Set-valued analysis

We make use of some notions of set-valued analysis. Let Y be a metric space, and P(E)

be the collection of all nonempty subsets of E.

Definition 2.5. A multi-valued map (multimap) F : Y → P(E) is said to be:

(i) upper semi-continuous (u.s.c.) if F−1(V ) = {y ∈ Y : F(y) ∩ V 6= ∅} is a closed

subset of Y for every closed set V ⊂ E;

(ii) weakly upper-semicontinuous (weakly u.s.c.) if F−1(V ) is closed subset of Y for all

weakly closed set V ⊂ E;

(iii) closed if its graph ΓF = {(y, z) : z ∈ F(y)} is a closed subset of Y × E;

(iv) compact if its range F(Y ) is relatively compact in E;
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(v) quasi-compact if its restriction to any compact subset A ⊂ Y is compact.

The following results will be used.

Lemma 2.6. [9, Theorem 1.1.12] Let G : Y → P(E) be a closed quasi-compact multimap

with compact values. Then G is u.s.c.

Lemma 2.7. [3, Proposition 2] Let E be a Banach space and Ω be a nonempty subset of

another Banach space. Assume that G : Ω → P(E) is a multimap with weakly compact,

convex values. Then G is weakly u.s.c. if and only if {xn} ⊂ Ω with xn → x0 ∈ Ω and

yn ∈ G(xn) implies yn ⇀ y0 ∈ G(x0) up to a subsequence.

Definition 2.8. A subset D ∈ L1(0, T ;X) is said to be semicompact if it is integrably

bounded and the set D(t) = {f(t) : f ∈ D} is relatively compact in X for a.e. t ∈ [0, T ].

We known that if a sequence {fn} ⊂ L1(0, T ;X) is semicompact, then it is weakly

compact (e.g., [9]). We recall some well-known fixed point theorems for multivalued maps.

Theorem 2.9. Let E be a Banach space and D ⊂ E be a nonempty compact convex

subset. If the multimap F : D → P(D) has closed graph with convex values, then F has a

fixed point.

Theorem 2.10. Let M be a bounded convex and closed subset of a Banach space E, and

let F : M → P(M) be a compact, u.s.c. multimap with compact convex values. Then

Fix(F) := {x ∈ E : x ∈ F(x)} is a nonempty compact set.

3. In case of single-valued perturbation

In this section, we consider the system (1.1)–(1.2) when F is a single valued map. By

some suitable hypotheses imposed on given functions, we obtain the results concerning the

solvability of (1.1)–(1.2) under initial value condition and periodic condition. Particularly,

we consider the problem as follows:

x′(t) = Ax(t) + F (t, x(t), y(t)),(3.1)

y′(t) +By(t) + ∂(y(t)) 3 h(t, x(t), y(t)).(3.2)

3.1. The existence of solution with initial condition

We consider differential variational inequality (3.1)–(3.2) with initial datum

(3.3) x(0) = x0.

To get the solvability results, we need the following assumptions.
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(A) A is a closed linear operator generating a C0-semigroup (S(t))t≥0 in X.

(B) B is a linear continuous operator from Y to Y ∗ defined by

〈u,Bv〉 = b(u, v), ∀u, v ∈ Y,

where b : Y × Y → R is a bilinear continuous function on Y × Y such that

b(u, u) ≥ ηB‖u‖2Y .

(F) F : R+ ×X × Y → X satisfies

‖F (t, x, y)− F (t, x′, y′)‖X ≤ a(t)‖x− x′‖X + b(t)‖y − y′‖Y ,

where a, b ∈ L1
loc(R+;R+).

(H) h : R+ ×X × Y → Y ∗ is a Lipschitz continuous map. In particular, there exist two

positive constants η1h, η2h and a positive continuous function ηh( · , · ), ηh(t, t) = 0

such that

‖h(t, x1, u1)− h(t1, x2, u2)‖∗ ≤ ηh(t, t1) + η1h‖x1 − x2‖X + η2h‖u1 − u2‖Y

for all t ∈ R+, x1, x2 ∈ X; u1, u2 ∈ Y , where ‖ · ‖∗ is the norm in dual space Y ∗.

Letting T > 0, we mention here the definition of a mild solution of the problem (3.1)–

(3.3).

Definition 3.1. A pair of continuous functions (x, y) is said to be a mild solution of

(3.1)–(3.3) on [0, T ] if

x(t) = S(t)x0 +

∫ t

0
S(t− s)F (t, x(s), y(s)) ds, t ∈ [0, T ],

By(t) + ∂φ(y(t)) 3 h(t, x(t), y(t)), ∀ z ∈ Y, a.e. t ∈ (0, T ).

We firstly are concerned with the elliptic variational inequality (1.2). Consider the

EVI(g) problem: find y ∈ X with given g ∈ Y ∗ satisfying

(3.4) By + ∂φ(y) 3 g.

We recall a remarkable result which can be seen in [2] or in [4].

Lemma 3.2. If B satisfies (B) and g ∈ X∗, then the solution of (3.4) is unique. More-

over, the corresponding

S : Y ∗ → Y, g 7→ y

is Lipschitzian.
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Proof. By [2, Theorem 2.3], we obtain that the solution of (3.4) is unique. In order to

prove the map g → y is Lipschitz continuous from Y ∗ to Y , let y1, y2 be the solutions of

two elliptic variational inequalities with respect to given data g1, g2, namely,

By1 + ∂φ(y1) 3 g1, By2 + ∂φ(y2) 3 g2,

or equivalent to

b(y1, y1 − v) + φ(y1)− φ(v) ≤ 〈y1 − v, g1〉, ∀ v ∈ Y,(3.5)

b(y2, y2 − v) + φ(y2)− φ(v) ≤ 〈y2 − v, g2〉, ∀ v ∈ Y.(3.6)

Choosing v = y2 and replacing to (3.5), choosing v = y1 and replacing to (3.6), then

combining them, we have

b(y1 − y2, y1 − y2) ≤ 〈y1 − y2, g1 − g2〉.

Hence,

‖y1 − y2‖Y ≤
1

ηB
‖g1 − g2‖∗,

or

(3.7) ‖S(g1)− S(g2)‖Y ≤
1

ηB
‖g1 − g2‖∗

thanks to (B). The lemma is proved.

Now, for each (τ, x) ∈ R+ ×X, consider the original form of (1.2)

(3.8) By + ∂φ(y) 3 h(τ, x, y).

Using the last lemma, we obtain the following existence result and property of solution

map for (3.8).

Lemma 3.3. Let (B) and (H) hold. In addition, suppose that ηB > η2h. Then for each

(τ, x) ∈ R+ × X, there exists a unique solution y ∈ Y of (3.8). Moreover, the solution

mapping

VI : [0,∞)×X → Y, (τ, x) 7→ y

is Lipchizian, more precisely

(3.9) ‖VI(τ, x1)− VI(τ, x2)‖Y ≤
η1h

ηB − η2h
‖x1 − x2‖X .
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Proof. Let (τ, x) ∈ R+×X be fixed. We consider the composition map S◦h(τ, x, · ) : Y →
Y . Employing (3.7), we have

‖S(h(τ, x, y1))− S(h(τ, x, y2))‖Y ≤
1

ηB
‖h(τ, x, y1)− h(τ, x, y2)‖∗

≤ η2h

ηB
‖y1 − y2‖Y .

Because η2h < ηB and y 7→ S(h(τ, x, · )) is a contraction map, S◦h(τ, x, · ) admits a unique

fixed point, which is a unique solution of (3.8).

It remains to show that the map (τ, x) 7→ y is Lipschitz continuous with respect to the

second variable. Let VI(τ, x1) = y1, VI(τ, x2) = y2. Then, one has

‖y1 − y2‖Y = ‖S(h(τ, x1, y1))− S(h(τ, x2, y2))‖Y

≤ 1

ηB
‖h(τ, x1, y1)− h(τ, x2, y2)‖∗

≤ η1h

ηB
‖x1 − x2‖X +

η2h

ηB
‖y1 − y2‖Y .

Therefore,

‖y1 − y2‖Y ≤
η1h

ηB − η2h
‖x1 − x2‖X ,

which leads to the conclusion of lemma.

In order to solve (1.1)–(1.2), we convert it to a differential equation. We consider the

following map:

G(t, x) := F (t, x,VI(t, x)), (t, x) ∈ R+ ×X.

One sees that G : R+ ×X → X. Moreover, by assumption (F) and the continuity of VI,
we deduce that the map G(t, · ) is continuous for each t ≥ 0. By the estimate (3.9), and

the Hausdorff MNC property, one has

χY (VI(t,Ω)) ≤ η1h

ηB − η2h
χX(Ω),

where χY is the Hausdorff MNC in Y . In the case the semigroup S(·) is non-compact, we

have

χX(G(t,Ω)) = χX(F (t,Ω,VI(t,Ω))) ≤ a(t)χX(Ω) + b(t)χY (VI(t,Ω))

≤ a(t)χX(Ω) + b(t)

(
η1h

ηB − η2h
χX(Ω)

)
≤
(
a(t) +

b(t)η1h

ηB − η2h

)
χX(Ω)

= pG(t)χX(Ω),

where pG(t) =
(
a(t) + b(t)η1h

ηB−η2h

)
.
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Concerning the growth condition of G, by (F2) we arrive at

‖G(t, x)‖X ≤ a(t)‖x‖X + b(t)‖VI(t, x)‖Y + ‖F (t, 0, 0)‖X

≤ a(t)‖x‖X + b(t)
η1h

ηB − η2h
‖x‖X + ‖VI(t, 0)‖Y + ‖F (t, 0, 0)‖X .

By a process similar to that in Lemma 3.3, we obtain

‖VI(t, x)‖ ≤ ηh(t, 0)

ηB − η2h
+

η1h

ηB − η2h
‖x‖+ ‖VI(0, 0)‖.

Thus, we obtain

‖G(t, x)‖X ≤ ηG(t)‖x‖X + d(t),

where ηG(t) :=
(
a(t)+ b(t)η1h

ηB−η2h

)
and d(t) = ηh(t,0)

ηB−η2h +‖VI(0, 0)‖+‖F (t, 0, 0)‖X . In addition,

we also get that

‖G(t, x)−G(t, x′)‖X = ‖F (t, x,VI(t, x))− F (t, x′,VI(t, x′))‖X
≤ a(t)‖x− x′‖X + b(t)‖VI(t, x)− VI(t, x′)‖Y

≤ a(t)‖x− x′‖X +
b(t)η1h

ηB − η2h
‖x− x′‖X

≤
(
a(t) +

b(t)η1h

ηB − η2h

)
‖x− x′‖X

≤ γ(t)‖x− x′‖X ,

(3.10)

where γ(t) =
(
a(t) + b(t)η1h

ηB−η2h

)
.

By the aforementioned setting, the problem (3.1)–(3.2) is converted to

x′(t)−Ax(t) = G(t, x(t)), t ∈ [0, T ].

Now we see that, a pair of functions (x, y) solution of (3.1)–(3.2) with initial value

x(0) = x0 if and only if

x(t) = S(t)x0 +

∫ t

0
S(t− s)G(s, x(s)) ds, t ∈ [0, T ],(3.11)

y(t) = VI(t, x(t)).(3.12)

Consider the Cauchy operator

W : L1(0, T,X)→ C([0, T ];X), W(f)(t) =

∫ t

0
S(t− s)f(s) ds.

For a given x0 ∈ X, we introduce the mild solution operator

F : C([0, T ];X)→ C([0, T ];X), F(x) = S(·)x0 +W(G( · , x(·))).

It is evident that x is a fixed point of F if and only if x is the first component of the mild

solution of (3.1)–(3.3). In order to prove the existence result for problem (3.1)–(3.3), we

make use of the Schauder fixed point theorem.
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Lemma 3.4. Let E be a Banach space and D ⊂ E be a nonempty compact convex subset.

If the map F : D → D is continuous, then F has a fixed point.

We have the following result related to the operator W (see [9]).

Proposition 3.5. Let (A) hold. If D ⊂ L1(0, T ;X) is semicompact, then W(D) is

relatively compact in C(J ;X). In particular, if sequence {fn} is semicompact and fn ⇀ f∗

in L1(0, T ;X) then W(fn)→W(f∗) in C([0, T ];X).

Theorem 3.6. Let the hypotheses (A), (B), (F) and (H) hold. Then the problem (3.1)–

(3.3) has at least one mild solution (x(·), y(·)) for given x0 ∈ X.

Proof. We now show that there exists a nonempty convex subsetM0 ⊂ C([0, T ];X) such

that F(M0) ⊂M0.

Let z = F (x), then we have

‖z(t)‖X ≤ ‖S(t)x0‖X +

∥∥∥∥∫ t

0
S(t− s)G(s, x(s)) ds

∥∥∥∥
X

≤M‖x0‖X +

∫ t

0
‖S(t− s)‖L(X)‖‖G(s, x(s))‖X ds

≤M‖x0‖X +M

∫ t

0
(ηG(s)‖x(s)‖X + d(s)) ds,

where M = sup{‖S(t)‖L(X) : t ∈ [0, T ]}.
Denote

M0 = {x ∈ C([0, T ];X) : ‖x(t)‖X ≤ κ(t), ∀ t ∈ [0, T ]},

where κ is the unique solution of the integral equation

κ(t) = M‖x0‖X +M

∫ t

0
(ηG(s)κ(s) + d(s)) ds.

It is obvious that M0 is a closed, convex subset of C([0, T ];X) and F(M0) ⊂ M0.

Set

Mk+1 = coF(Mk), k = 0, 1, 2, . . .

here, the notation co stands for the closure of convex hull of a subset in C([0, T ];X). We

see that Mk is a closed convex set and Mk+1 ⊂Mk for all k ∈ N.

Let M =
⋂∞
k=0Mk. In order to get M 6= ∅, we will first show that µk(t) =

χX(Mk(t))→ 0 as k →∞.

If {S(t)} is a compact semigroup, we get µk(t) = 0, ∀ t ≥ 0. On the other hand, if

{S(t)} is noncompact, we have

µk+1(t) ≤ χX
(∫ t

0
S(t− s)G(s,Mk(s)) ds

)
≤ 4M

∫ t

0
χX(G(s,Mk(s))) ds ≤ 4M

∫ t

0
pG(s)χ(Mk(s)) ds.
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Hence,

µk+1(t) ≤ 4M

∫ t

0
pG(s)µk(s) ds.

Putting µ∞(t) = limk→∞ µk(t) and passing to the limit, we obtain

µ∞(t) ≤ 4M

∫ t

0
pG(s)µ∞(s) ds.

By using the Gronwall inequality, it follows that µ∞(t) = 0 for all t ∈ J .

Now, let xk ∈Mk, k ≥ 1 as follows:

x0 = 0 ∈M0, x1 = F(x0), . . . , xk+1 = F(xk).

Then, we have

χ({xk(t) : k ∈ N}) = χ({xk(t) : k ∈ N, k ≥ N}), ∀N ∈ N,

χ({xk(t) : k ∈ N, k ≥ N}) ≤ χ(MN (t))→ 0 as N →∞.

Thus,

χ({xk(t) : k ∈ N}) = 0.

On the other hand, {xk} is integrably bounded due to the integrable boundedness ofM0.

Then, by applying Proposition 3.5, W({xk : k ∈ N}) is relatively compact in C([0, T ];X).

We deduce that F({xk : k ∈ N}) = S(t)x0 +W({xk : k ∈ N}) is relatively compact as

well. Therefore, one can take a subsequence of {xk}k≥1 (which is still denoted by {xk})
such that xk → x∗ as k →∞ in C([0, T ];X). Thus x∗ ∈M, so M 6= ∅.

It is easily seen that M is a closed convex subset of C([0, T ];X) and F(M) ⊂ M.

Moreover, for each k ≥ 0, G(s,Mk(s)) is integrably bounded by the growth property of

G. Thus, M is also integrably bounded.

As µ∞(t) = 0 for all t ∈ J , we deduce that M(t) is relatively compact for all t ∈ J .

By the Proposition 3.5, W(M) is relatively compact in C([0, T ];X). Then F(M) is a

relatively compact subset in C([0, T ];X) as well.

Denote

D = co Φ(M).

It is easy to see that D is a nonempty compact convex subset of C([0, T ];X) and F(D) ⊂ D
because F(D) = F(coF(M)) ⊂ F(M) ⊂ coF(M) = D.

We now consider F : D → D. In order to apply the fixed point principle given by

Lemma 3.4, one can show that F is a continuous map. Let xn ∈ D with xn → x∗ and

yn ∈ F(xn) with yn → y∗. Then yn(t) = S(t)x0 +
∫ t

0 S(t − s)G(s, xn(s)) ds. By the

continuity of G we can pass to the limit to get that

x∗(t) = S(t)x0 +

∫ t

0
S(t− s)G(s, x∗(s)) ds.
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Then F has a fixed point x. Therefore, let y(·) = VI( · ,x(·)), we conclude that (x,y) is

a mild solution of our problem.

Theorem 3.7. Under the assumptions (A), (B), (F) and (H), the system (1.1)–(1.2) has

a unique mild solution for each initial datum x0.

Proof. Let (x1, y1) and (x2, y2) be two mild solutions of (1.1)–(1.2), x1(0) = x2(0) = x0.

We have

x1(t) = S(t)x0 +

∫ t

0
S(t− s)G(s, x1(s)) ds,

x2(t) = S(t)x0 +

∫ t

0
S(t− s)G(s, x2(s)) ds.

Then subtracting two last equations, we have

x1(t)− x2(t) =

∫ t

0
S(t− s)(G(s, x1(s))−G(s, x2(s))) ds.

By estimate of G, we obtain that

‖x1(t)− x2(t)‖X ≤
∫ t

0
‖S(t− s)‖L(X)‖G(s, x1(s))−G(s, x2(s))‖X ds

≤M
∫ t

0
γ(s)‖x1(s)− x2(s)‖X ds.

Using the Gronwall inequality, this implies the result of theorem.

3.2. The existence of mild periodic solution

In this section, let T > 0 be a given positive time. We replace (A), (F), (H) by the

following assumptions:

(A∗) A satisfies (A) and the semigroup S(t) is exponentially stable with exponent α, that

is,

‖S(t)‖L(X) ≤Me−αt, ∀ t ≥ 0.

(F∗) F satisfies (F) with a(t) ≡ a and b(t) ≡ b. Moreover,

F (t, x, y) = F (t+ T, x, y), ∀ t ≥ 0, x ∈ X, y ∈ Y.

(H∗) h satisfies (H) and

h(t, x, y) = h(t+ T, x, y), ∀ t ≥ 0, x ∈ X, y ∈ Y.
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Definition 3.8. A pair of continuous functions (x, y) is called a mild T -periodic solution

of (1.1)–(1.2) if and only if
x(t) = S(t− s)x(s) +

∫ t
s S(t− s)F (s, x(s), y(s)) ds, ∀ t ≥ s ≥ 0,

x(t) = x(t+ T ), ∀ t ≥ 0,

By(t) + ∂(φ(y(t))) 3 h(t, x(t), y(t)) for a.e. t ≥ 0.

By Theorem 3.7, due to the unique solvability of (3.11)–(3.12), we are in a position to

define the following map.

G : X → X, G(x0) = S(T )x0 +

∫ T

0
S(T − s)G(s, x(s)) ds,

where x is a mild solution of (3.11) with x(0) = x0.

Theorem 3.9. Under the assumptions (A∗), (B), (F∗) and (H∗), the system (1.1)–(1.2)

has a unique mild T -periodic solution, provided that ηB > η2h and

α > M

(
a+

bη1h

ηB − η2h

)
,(3.13)

M exp

(
−
(
α−M

(
a+

bη1h

ηB − η2h

))
T

)
< 1.(3.14)

Proof. First of all, we prove that G has a fixed point. For any ξ1, ξ2 ∈ X, let x1 = x1( · ; ξ1),

x2 = x2( · ; ξ2) be the mild solutions of (3.11) with initial data ξ1, ξ2, respectively. We

have

G(ξ1)− G(ξ2) = S(T )(ξ1 − ξ2) +

∫ T

0
S(T − s)(G(s, x1(s))−G(s, x2(s))) ds.

By the integral formula of mild solution, one gets

x1(t)− x2(t) = S(t)(ξ1 − ξ2) +

∫ t

0
S(t− s)(G(s, x1(s))−G(s, x2(s))) ds.

Then employing (3.10), we obtain

‖x1(t)− x2(t)‖X

≤ ‖S(t)‖L(X)‖ξ1 − ξ2‖X +

∫ t

0
‖S(t− s)‖L(X)‖G(s, x1(s))−G(s, x2(s))‖X ds

≤Me−αt‖ξ1 − ξ2‖X +M

∫ t

0
e−α(t−s)γ‖x1(s)− x2(s)‖X ds,

where γ = a+ bη1h
ηB−η2h . Hence,

eαt‖x1(t)− x2(t)‖X ≤M‖ξ1 − ξ2‖X +Mγ

∫ t

0
eαs‖x1(s)− x2(s)‖X ds.
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The Gronwall inequality shows that

eαt‖x1(t)− x2(t)‖X ≤M‖ξ1 − ξ2‖XeMγt.

Therefore,

‖x1(t)− x2(t)‖X ≤M‖ξ1 − ξ2‖Xe−(α−Mγ)t.

This implies that

‖G(ξ1)− G(ξ2)‖X ≤Me−αT ‖ξ1 − ξ2‖X +

∫ T

0
Me−α(T−s)γ‖x1(s)− x2(s)‖X ds

≤Me−αT ‖ξ1 − ξ2‖X +

∫ T

0
Me−α(T−s)γM‖ξ1 − ξ2‖Xe−(α−Mγ)s ds

= Me−(α−Mγ)T ‖ξ1 − ξ2‖X .

Then, by the estimations (3.13)–(3.14), one gets the fact that G has a unique fixed point

x∗ in X, i.e., G(x∗) = x∗. By the definition of G, there exists a unique mild solution x(t)

satisfying

x(t) = S(t)x∗ +

∫ t

0
S(t− s)G(s, x(s)) ds,

and x(0) = x(T ) = x∗. This fixed point is the initial value from which the mild T -periodic

solution starts. Then, we define x as follows:

x(t) = x(t− kT ), t ∈ [kT, (k + 1)T ], k = 0, 1, 2, . . .

and we define y so that

y(t) = VI(t,x(t)), t ≥ 0,

which yields that (x,y) is a mild T -periodic solution of (3.1)–(3.2).

Remark 3.10. If the semigroup S(t) satisfies (A∗) with M = 1, that is,

S(t) ≤ e−αt, ∀ t ≥ 0.

Then the conclusion of Theorem 3.9 holds with independent period T . In particular, the

problem (3.1)–(3.2) has a mild T -periodic solution provided that

α > a+
bη1h

ηB − η2h
.
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4. In case of multivalued perturbation

In this section, we consider a multivalued version of the differential variational inequalities

of parabolic-elliptic type. We consider the system as follows:

x′(t) ∈ Ax(t) + F (t, x(t), y(t)), t > 0,(4.1)

By(t) + ∂φ(y(t)) 3 h(t, x(t), y(t)), t ≥ 0.(4.2)

Clearly, in this model, the perturbation F of dynamic system (4.1) is multivalued. The

multivalued map F in (4.1) can be seen as a regularization of a discontinuous nonlinearity

by the means of Filippov [6]. We will show that under suitable conditions imposed on F ,

the problem (4.1)–(4.2) has a mild solution satisfying

(4.3) x(0) = x0,

and under time periodic condition of the multivalued map F , we will prove that (4.1)–(4.2)

has a mild solution satisfying

(4.4) x(t) = x(t+ T )

for some fixed constant time T > 0.

We need the following assumption imposed on the multivalued map F to get solvability

of initial value problem (4.1)–(4.2).

(F) F : R+ ×X × Y → P(X) has nonempty, convex, weakly compact and

(1) For each (x, y) ∈ X × Y , F ( · , x, y) : R+ → P(X) is strongly measurable.

(2) For each t, F (t, · , · ) : X × Y → P(X) is upper semicontinuous.

(3) There exist a(·), b(·), c(·) ∈ L1
loc(R+;R+) such that

‖F (t, x, y)‖ := sup{‖ξ‖ : ξ ∈ F (t, x, y)} ≤ a(t)‖x‖X + b(t)‖y‖Y + c(t).

If S(t) is noncompact, there exist p(·), q(·) ∈ L1
loc(R+;R+) such that

χXF (t, C,D) ≤ p(t)χX(C) + q(t)χY (D).

Let SF be a multimap defined by

SF : C([0, T ];X)× L1(0, T ;X)→ P(L1(0, T ;X)),

SF (x, y) = {f ∈ L1(0, T ;X) : f(t) ∈ F (t, x(t), y(t)) for a.e. t ∈ (0, T )}.

We have the notion of mild solution to the problem (4.1)–(4.2) with initial condi-

tion (4.3).



1512 Thi Van Anh Nguyen

Definition 4.1. A pair of continuous functions (x, y) for almost everywhere t ∈ [0, T ],

is a mild solution of (4.1)–(4.2) with condition (4.3) if there exists an integral selection

f ∈ SF (x, y) such thatx(t) = S(t)x0 +
∫ t

0 S(t− s)f(s) ds, t ∈ [0, T ],

By(t) + ∂φ(y(t)) 3 h(t, x(t), y(t)), t ∈ [0, T ].

By similar to the setting of previous section, we can transfer the problem (4.1)–(4.2)

to the differential inclusion as follows:

x′(t) ∈ Ax(t) + F (t, x(t),VI(t, x(t))).

Letting F (t, x,VI(t, x)) := G(t, x), ∀ (t, x) ∈ R+ ×X, we get

(4.5) x′(t) ∈ Ax(t) +G(t, x(t)).

Then, G has nonempty weakly compact, convex values. In addition, G( · , x) is strongly

measurable for each x ∈ X and G(t, · ) is u.s.c. in X. In the sequel, we estimate the

sublinear growth of G and the noncompactness of measurable of G(t,Ω), where Ω is a

bounded subset in X. In fact, we have

‖G(t, x)‖ = sup{‖ξ‖X : ξ ∈ G(t, x)} ≤ a(t)‖x‖X + b(t)‖VI(t, x)‖Y + c(t)

≤ a(t)‖x‖X +
b(t)η1h

ηB − η2h
‖x‖X + ‖VI(t, 0)‖Y + c(t)

≤
(
a(t) +

b(t)η1h

ηB − η2h

)
‖x‖X +

ηh(t, 0)

ηB − η2h
+ ‖VI(0, 0)‖+ c(t).

Denoting

â(t) = a(t) +
b(t)η1h

ηB − η2h
, b̂(t) =

ηh(t, 0)

ηB − η2h
+ ‖VI(0, 0)‖+ c(t),

then

(4.6) ‖G(t, x)‖ ≤ â(t)‖x‖X + b̂(t).

Moreover, if S(t) is noncompact, we have

χX(G(t,Ω)) ≤ p(t)χX(Ω) + q(t)χY (VI(t,Ω)) ≤ p(t)χX(Ω) +
q(t)η1h

ηB − η2h
χX(Ω).

So,

χX(G(t,Ω)) ≤ p̂(t)χX(Ω),

where

p̂(t) = p(t) +
q(t)η1h

ηB − η2h
.
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We define

PG : C([0, T ];X)→ P(L1(0, T ;X)),

PG(x) = {f ∈ L1(0, T ;X) : f(t) ∈ G(t, x(t)) for a.e. t ∈ (0, T )}.

Lemma 4.2. Under assumption (B), (F) and (H), PG is well-defined and weakly u.s.c.

with weakly compact and convex values. In particular, PG is a weakly quasicompact mul-

timap.

Proof. The first statement is proved similar to [3, Theorem 1]. Let O be a compact subset

of C([0, T ];X). We prove that PG(O) be a weakly compact subset of L1(0, T ;X).

In fact, let {fn} ∈ PG(O), then there exist xn ∈ O such that fn(t) ∈ G(t, xn(t)), for

a.e. t ∈ (0, T ). By the compactness of O, we can assume that xn → x∗ in C([0, T ];X). By

the estimate (4.6), it yields that {fn} is integrably bounded. Moreover, the set {fn(t)}
satisfying fn(t) ∈ C(t) = G(t, {xn(t)}). By using [3, Proposition 2(b)], we obtain that

C(t) is weakly compact in X. Then, we may assume fn ⇀ f∗ in L1(0, T ;X). The proof

is complete.

Theorem 4.3. Under assumptions (A), (B), (F) and (H), then the initial value prob-

lem (4.1)–(4.3) has a mild solution on [0, T ].

Proof. We introduce the multivalued solution operator

Q : C([0, T ];X)→ P(C([0, T ];X)), Q(x) = {S(t)x0 +W(f) : f ∈ PG(x)}.

By the formulation of Q, we have

Q(x) = S(t)x0 +Q ◦ PG(x).

For each x ∈ C([0, T ];X), PG(x) is a weakly compact set in L1(0, T ;X). So W ◦PG(x) is

compact in C([0, T ];X) due to Proposition 3.5. In addition, PG(x) is a convex subset of

X. That is, the multimap Q has compact and convex values.

We now show that there exists a nonempty convex subsetM0 ⊂ C([0, T ];X) such that

F(M0) ⊂M0. Let y ∈ Q(x), then there exists f ∈ PG(x) such that

‖y(t)‖X ≤ ‖S(t)x0‖X +

∥∥∥∥∫ t

0
S(t− s)f(s) ds

∥∥∥∥
X

≤M‖x0‖X +

∫ t

0
‖S(t− s)‖L(X)‖f(s)‖X ds

≤M‖x0‖X +M

∫ t

0
[â(s)‖x(s)‖X + b̂(s)] ds.
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Similar to the proof of Theorem 3.6, we can construct a subset D ⊂ X such that D is

compact and Q maps D to P(D).

We now consider Q : D → P(D). In order to apply the fixed point principle given by

Theorem 2.9, it remains to show that Q has a closed graph. Let {yn} ⊂ D with yn → y∗

and zn ∈ Q(yn) with zn → z∗. We have

zn(t) ∈ S(t)x0 +W ◦ PG(yn)(t).

Let fn ∈ PG(yn) such that

(4.7) zn(t) = S(t)x0 +W(fn)(t).

Because PG is weakly u.s.c., we can employ Lemma 2.7 to state that fn ⇀ f∗ in L1(0, T ;X)

and f∗ ∈ PG(u∗). Moreover, let K(t) := G(t, {yn(t)}) for a.e. t ∈ [0, T ] with K(t) being

compact in X thanks to the fact that G is u.s.c. Taking into account (4.6), we see that

{fn} is integrably bounded. Therefore, {fn} is a semicompact sequence. Now, applying

Proposition 3.5 yields the compactness of {W(fn)} in C([0, T ];X). Thus, one can pass

to the limit in (4.7) to obtain z∗(t) = S(t)x0 +W(f∗)(t), where f∗ ∈ PG(y∗). Thus,

z∗ ∈ Q(y∗), and the proof is complete.

In the sequel of this section, we present the existence results of problem (4.1)–(4.2). As

it is usual in the frame of the abstract Cauchy problem, we consider the following concept

of a mild periodic solution of (4.1)–(4.2).

Definition 4.4. A pair of continuous functions (x, y) is a mild T -periodic solution of

(4.1)–(4.2) if (4.4) holds and there exists an integral selection f ∈ SF (x, y) such thatx(t) = S(t)x(s) +
∫ t
s S(t− τ)f(τ) dτ for all 0 ≤ s ≤ t,

By(t) + ∂φ(y(t)) 3 h(t, x(t), y(t)), t ≥ 0.

We consider the problem as follows:

(4.8)

x′(t) = Ax(t) + k(t), t > 0,

x(t) = x(t+ T ), ∀ t ≥ 0

thanks to Theorem 3.9, the periodic problem (4.8) has a unique mild solution if k is a

T -periodic function in L1(0,∞;X).

In order to obtain the existence of a mild periodic solution to (4.1)–(4.2), we replace

(A) and (F) by the stronger assumptions:

(A∗) A satisfies the assumption (A) and A generates a norm continuous, compact semi-

group {S(t)} in X.
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(F∗) The assumption (F) is satisfied with a(t) ≡ a, b(t) ≡ b, where a, b are positive

constants, c(·) is nonnegative T -periodic real-valued. In addition, the multivalued

function F is T -periodic with respect to the first variable, that is, F (t + T, x, y) =

F (t, x, y), ∀ t ≥ 0, x ∈ X, y ∈ Y .

The following theorem shows the main result of this section.

Theorem 4.5. Under assumptions (A∗), (B), (F∗) and (H∗), the problem (4.1)–(4.2)

has a mild T -periodic solution provided that ηB > η2h and

α > M

(
a+

bη1h

ηB − η2h

)
,

1−Me−αT −Me−(α−Mâ)T > 0, here â = a+
bη1h

ηB − η2h
.

Proof. First of all, we estimate a priori bound of periodic solution for converted differential

inclusion (4.5). Let x be a mild T -periodic solution of differential inclusion (4.5), i.e.,

x(0) = x(T ). Then there exists a measurable function f(t) ∈ G(t, x(t)) for a.e. t ∈ (0, T )

such that

x(t) = S(t)x(s) +

∫ t

s
S(t− s)f(s) ds.

In particular, we have

x(0) = S(T )x(0) +

∫ T

0
S(T − s)f(s) ds.

Because {S(t)} is an exponentially stable semigroup, then 1 does not belong to the spec-

trum of S(T ). We get

x(0) = x(T ) = (I − S(T ))−1

∫ T

0
S(T − s)f(s) ds,

‖x(0)‖ = ‖x(T )‖ ≤
∥∥∥∥(I − S(T ))−1

∫ T

0
S(T − s)f(s) ds

∥∥∥∥
≤ ‖(I − S(T ))−1‖

∫ T

0
Me−α(T−s)‖f(s)‖X ds

≤M‖(I − S(T ))−1‖
∫ T

0
e−α(T−s)(â‖x(s)‖+ b̂(s)) ds,

where â = a+ bη1h
ηB−η2h and b̂ is determined by the estimate (4.6).

On the other hand, by the integral formula of x(·), we have

‖x(t)‖X ≤ ‖S(t)‖‖x(0)‖X +

∥∥∥∥∫ t

0
S(t− s)f(s) ds

∥∥∥∥
X

≤Me−αt‖x(0)‖X +M

∫ t

0
e−α(t−s)(â‖x(s)‖X + b̂(s)) ds

≤Me−αt‖x(0)‖X +M

∫ t

0
e−α(t−s)b̂(s) ds+Mâ

∫ t

0
e−α(t−s)‖x(s)‖X ds.
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Then,

eαt‖x(t)‖X ≤M‖x(0)‖X +M

∫ t

0
eαsb̂(s) ds+Mâ

∫ t

0
eαs‖x(s)‖X ds.

By using the Gronwall inequality, one gets

eαt‖x(t)‖ ≤M‖x(0)‖X +M

∫ t

0
eαsb̂(s) ds

+

∫ t

0
Mâ

(
M‖x(0)‖X +M

∫ s

0
eατ b̂(τ) dτ

)
eMâ(t−s) ds.

Suppose that nT ≤ t ≤ (n+ 1)T , and by using the T -periodic property of b̂, one gets the

following estimate for the second term of the last right-hand side∫ t

0
eαsb̂(s) ds ≤

∫ T

0
eαsb̂(s) ds+

∫ 2T

T
eαsb̂(s) ds+ · · ·+

∫ t

nT
eαsb̂(s) ds

≤
∫ T

0
eαsb̂(s) ds+ eαT

∫ T

0
eαsb̂(s) ds+ · · ·+ enαT

∫ t−nT

0
eαsb̂(s) ds

≤
∫ T

0
eαsb̂(s) ds+ eαT

∫ T

0
eαsb̂(s) ds+ · · ·+ enαT

∫ T

0
eαsb̂(s) ds

= (1 + eαT + · · ·+ enαT )

∫ T

0
eαsb̂(s) ds

=
e(n+1)αT − 1

eαT − 1

∫ T

0
eαsb̂(s) ds.

Hence, for all t > 0 we get

e−αt
∫ t

0
eαsb̂(s) ds ≤ e((n+1)T−t)α − e−αt

eαT − 1

∫ T

0
eαsb̂(s) ds

≤ e(nT−t)α eαT

eαT − 1

∫ T

0
eαsb̂(s) ds

<
eαT

eαT − 1

∫ T

0
eαsb̂(s) ds.

Then, we have

‖x(t)‖X ≤M‖x(0)‖Xe−αt +M
eαT

eαT − 1

∫ T

0
eαsb̂(s) ds

+Me−(α−Mâ)t‖x(0)‖X +Me−(α−Mâ)t eαT

eαT − 1

∫ T

0
eαsb̂(s) ds.

Letting t = T and using x(0) = x(T ), we obtain

(1−Me−αT −Me−(α−Mâ)T )‖x(0)‖X ≤M
eαT (1 + e−(α−Mâ)T )

eαT − 1

∫ T

0
eαsb̂(s) ds.
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So we arrive at

‖x(0)‖X ≤ a,

where

a = M
eαT (1 + e−(α−Mâ)T )

(eαT − 1)(1−Me−αT −Me−(α−Mâ)T )

∫ T

0
eαsb̂(s) ds.

From that, we have an estimate for ‖x(t)‖X

‖x(t)‖X ≤ 2Ma + 2M
eαT

eαT − 1

∫ T

0
eαsb̂(s) ds.

By letting Θ = max
{
a; 2Ma + 2M eαT

eαT−1

∫ T
0 eαsb̂(s) ds

}
, we obtain that

‖x(t)‖ ≤ Θ, ∀ t ∈ [0, T ].

Now, consider the following multifunction

Ĝ(t, x) =

G(t, x) if ‖x‖ ≤ Θ,

G
(
t, Θx
‖x‖
)

if ‖x‖ > Θ.

It is easy to see that, the corresponding (t, x)→ Ĝ(t, x) is measurable and x→ Ĝ(t, x) is

u.s.c. for each t ∈ (0, T ). Furthermore,

‖Ĝ(t, x)‖ ≤ â(t) + b̂(t)Θ := Λ(t),

where Λ ∈ L1(0, T ;X). Let

B(Λ) = {h ∈ L1(0, T ;X) : ‖h(t)‖ ≤ Λ(t) a.e. t ∈ (0, T )},

which is bounded in L1(0, T ;X).

For each h ∈ B(Λ), we consider the problem

x′(t) = Ax(t) + h(t),(4.9)

x(t) = x(t+ T ), t ≥ 0,(4.10)

and let x(h)(·) is a unique mild solution of (4.9)–(4.10). We denote

U = {x(h)(·) : x(h) is a mild solution of (4.9)–(4.10), h ∈ B(Λ)}.

We prove that U is a relatively compact set in C([0, T ];X) by showing two arguments as

follows:
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(1) U is equicontinuous. In fact, for any x ∈ U and 0 ≤ t ≤ t′ ≤ T , we have

‖x(t)− x(t′)‖ ≤ ‖S(t)− S(t′)‖‖x(0)‖+

∫ t′

t
‖S(t− s)‖‖f(s)‖ ds

≤ ‖S(t)− S(t′)‖Θ +M

∫ t′

t
(â(s)‖x(s)‖+ b̂(s)) ds

≤ ‖S(t)− S(t′)‖Θ +M

∫ t′

t
(â(s)Θ + b̂(s)) ds.

Thus, by the norm-continuity of the semigroup {S(t)} and the uniform integrability of â,

b̂, we deduce that U is equicontinuous.

(2) U(t) is relatively compact in C([0, T ];X).

U is uniformly bounded. In fact, for any x ∈ U , we have ‖x(t)‖ ≤ c1 + c2‖Λ‖1 for

all t ∈ [0, T ]. Moreover, by employing the representation of the mild T -periodic

solution, one gets

U(t) =

{
S(t)(I − S(T ))−1

∫ T

0
S(T − s)h(s) ds+

∫ t

0
S(t− s)h(s) ds : h ∈ B(Λ)

}
.

Thus, due to the compactness and boundedness of S(t) and B(Λ), respectively, we

deduce that U(t) is relatively compact in X for each t ∈ [0, T ].

Therefore, by Arzela-Ascoli theorem, U is relatively compact.

For any h ∈ B(Λ), we consider the multimap

G : B(Λ)→ U , G(h) = x, x is a unique mild periodic solution of (4.9)–(4.10).

We show that G is continuous from w-B(Λ) into U . In fact, for any hn, hn ∈ B(Λ) with

hn ⇀ h in L1(0, T ;X), we only need to prove that G(hn) → G(h) in C([0, T ];X). Let

xn = G(hn) and x = G(h). Since xn ∈ U there exists a subsequence of {xn} (still denoted

by {xn}) and x̂ such that xn → x̂ in C([0, T ];X). By the definition of U , we have

xn(t) = S(t)xn(s) +

∫ t

s
S(t− s)hn(s) ds.

Taking limits to the last equation, we have

x̂(t) = S(t)x̂(s) +

∫ t

s
S(t− s)h(s) ds.

And obviously,

x̂(0) = x̂(T ).

Thus, x̂ = G(h) and this implies that x̂ ∈ U , so G(hn)→ G(h) in C([0, T ];X).
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Consider the following multimap

P
Ĝ
◦ G : B(Λ)→ P(B(Λ)), h 7→ P

Ĝ
(G(h)).

By the same argument as in the proof of Lemma 4.2, we can obtain that P
Ĝ

is an weakly

upper continuous with nonempty convex and weakly compact in L1(0, T ;X). Therefore,

P
Ĝ
◦G is a u.s.c. multimap from B(Λ) to w-B(Λ), and due to Lemma 2.7 again, P

Ĝ
◦G maps

a bounded subset to a relatively compact subset in w-B(Λ). This yields the compactness

of P
Ĝ
◦ G. Then using Theorem 2.10, there exists a fixed point h ∈ B(Λ) such that

h ∈ P
Ĝ

(G(h)). Let x = G(h), by construction of the selection multimap P
Ĝ

, we get

h(t) ∈ Ĝ(t, x(t)) a.e. on (0, T ). By the definition of Ĝ, we yield h(t) ∈ G(t, x(t)) a.e. on

[0, T ]. On the other hand, x is a mild periodic solution of (4.9) with h = h, i.e.,

x(t) = S(t)x(s) +

∫ t

s
S(t− s)h(s) ds, x(0) = x(T ).

Therefore, x is a periodic of differential inclusion (4.5). We denote

y(t) = VI(t, x(t)),

which implies that (x, y) is a mild solution of generalized differential variational inequal-

ity (4.1)–(4.2) in [0, T ] and satisfies

x(0) = x(T ), y(0) = y(T ).

By letting

x(t) = x(t− kT ), t ∈ [kT, (k + 1)T ], k = 0, 1, 2, . . . ,

y(t) = VI(t,x(t)), t ≥ 0,

then (x,y) is a mild T -periodic solution of (4.1)–(4.2). The proof is complete.

Remark 4.6. As a special case, we mention the problem (1.1)–(1.2) in finite dimensional

spaces, which was considered systematically by Pang and Stewart in [14]. In this situation,

A is a bounded linear operator and etA is a compact semigroup. Moreover, under coercive

condition of the operator −A, that is, 〈−Ax, x〉 ≥ α‖x‖2, ∀x ∈ Rn for some α > 0, then

etA is an exponentially stable semigroup. We also obtain the periodic solvability for a such

class of differential variational inequalities. Noting that, the considering solutions become

classical solutions due to the differentiable property of semigroup etA. As mentioned

previously, the system (1.1)–(1.2) considered in Euclidean spaces has been studied recently,

with some results related to the long time behaviour in terms of global attractors and decay

solutions in [13]; the existence and global bifurcation for periodic solutions in [11].
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5. Applications

5.1. Dynamic systems with obstacle constraints

As an application of our results, we consider the partial differential equation/inclusion

mixed an elliptic variational inequality. Let Ω ⊂ Rn be a bounded domain with smooth

boundary. Consider the following problem

∂Z

∂t
(t, x)−∆xZ(t, x) = f(t, x, Z(t, x), u(t, x)),(5.1)

−∆xu(t, x) + β(u(t, x)− ψ(x)) 3 h(t, x, Z(t, x), u(t, x))(5.2)

with the periodic condition

Z(t, x) = Z(t+ T, x), ∀x ∈ Ω, t ∈ R+,

where T > 0 is given. The maps f, h : Ω×R→ R are continuous functions, ψ is in H2(Ω)

and β : R→ 2R is a maximal monotone graph

β(r) =


0 if r > 0,

R− if r = 0,

∅ if r < 0.

Note that, the elliptic variational inequality (5.2) reads as follows:

−∆xu(t, x) = h(x, Z(t, x)) in {(t, x) ∈ Q := (0, T )× Ω : u(t, x) ≥ ψ(x)},

−∆xu(t, x) ≥ h(x, Z(t, x)) in Q,

u(t, x) ≥ ψ(x), ∀ (t, x) ∈ Q,

which represents a rigorous and efficient way to treat diffusion problems with a free or

moving boundary. A simple physical model for the obstacle problem is that of an elastic

membrane that occupies a plane domain Ω and is limited from below by a rigid obstacle

ψ while it is under the pressure of a vertical force field of density h. This model is called

the obstacle elliptic problem (see [2]).

Let X = L2(Ω), Y = H1
0 (Ω), the norm in X and Y is given by

|u| =

√∫
Ω
u2(x) dx, u ∈ L2(Ω).

The norm in H1
0 (Ω) is given by

‖u‖ =

√∫
Ω
|∇u(x)|2 dx, u ∈ H1

0 (Ω).
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Define the abstract function

F : R+ ×X × Y → P(X), F (t, Z, u) = f(t, x, Z(x), u(x)),

and the operator

A = ∆: D(A) ⊂ X → X, D(A) = {H2(Ω) ∩H1
0 (Ω)}.

Then (5.1) can be reformulated as

Z ′(t)−AZ(t) = F (t, Z(t), u(t)),

where Z(t) ∈ X, u(t) ∈ Y such that Z(t)(x) = Z(t, x) and u(t)(x) = u(t, x). It is known

in [16] that the semigroup S(t) generated by A is compact and exponentially stable, that

is,

‖S(t)‖L(X) ≤ e−λ1t,

then the assumption (A∗) is satisfied.

We assume, in addition, that there exist nonnegative functions a(·), b(·) ∈ L∞(Ω) such

that

|f(t, x, p, q)− f(t, x, p′, q′)| ≤ a(x)|p− p′|+ b(x)|q − q′|,

and moreover, we suppose f(t, x, p, q) = f(t+ T, x, p, q) for all t ≥ 0, x ∈ Ω, p, q ∈ R.

By the setting of function F , it is easy to see that F is continuous and

‖F (t, Z, u)− F (t, Z, u)‖ ≤ ‖a‖∞‖Z − Z‖X +
‖b‖∞√
λ1
‖u− u‖Y .

Thus, (F) holds.

Consider the elliptic variational inequality (5.2), putting B = −∆, where −∆ stands

for the Laplace operator

〈u,−∆v〉 :=

∫
Ω
∇u(x)∇v(x) dx,

then 〈Bu, u〉 = ‖u‖2U . So, the assumption (B) takes place with ηB = 1.

As far as the nonlinear function h is concerned, we assume that the map h : R+×Ω×
R× R→ R satisfies h(t, x, p, q) = h(t+ T, x, p, q), ∀x ∈ Ω, t ≥ 0, p, q ∈ R and

|h(t, x, p, q)− h(t, x, p′, q′)| ≤ η(t, t) + c(x)|p− p′|+ d(x)|q − q′|, ∀x ∈ Ω, p, q ∈ R,

where c(·), d(·) are the nonnegative functions in L∞(Ω) and η( · , · ) : R+ × R+ → R+ is a

nonnegative continuous function.

Let h : R+ ×X × Y → L2(Ω), h(t, Z, u)(x) = h(t, x, Z(x), u(x)), we obtain

|h(t, Z, u)− h(t, Z, u)| ≤ ‖c‖∞‖Z − Z‖X +
‖d‖∞√
λ1
‖u− u‖Y + η(t, t)|Ω|.
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Then the EVI (5.2) reads as

Bu(t) + ∂IK(u(t)) 3 h(t, Z(t), u(t)),

where

K = {u ∈ H1
0 (Ω) : u(y) ≥ ψ(x) for a.e. x ∈ Ω},

∂IK(u) =

{
u ∈ H1

0 (Ω) :

∫
Ω
u(x)(v(x)− z(x)) dx ≥ 0,∀ z ∈ K

}
= {u ∈ H1

0 (Ω) : u(x) ∈ β(v(x)− ψ(x)) for a.e. x ∈ Ω}.

It follows that (H) is testified.

We have the following result due to Theorem 3.9.

Theorem 5.1. If ‖d‖2∞ < λ1 and

‖a‖∞ +
‖b‖∞‖c‖∞√
λ1 − ‖d‖∞

< λ1,

then the problem (5.1)–(5.2) has a unique mild T -periodic solution (Z,u).

In case of multivalued perturbation, we replace (5.1) with a partial differential inclusion

as follows:

∂Z

∂t
(t, x)−∆xZ(t, x) = f(t, x),(5.3)

f(t, x) = λf1(t, x, Z(t, x), u(t, x))

+ (1− λ)f2(t, x, Z(t, x), u(t, x)), λ ∈ [0, 1], t > 0, x ∈ Ω,
(5.4)

where f1, f2 : R+ × Ω × R × R → R are T -periodic continuous functions with respect to

their first variables. Define the multivalued function

F : R+ ×X × Y → P(X),

F (t, Z, u)(x) = {λf1(t, x, Z(x), u(x)) + (1− λ)f2(t, x, Z(x), u(x))}.

It is easily seen that F is a multimap with closed convex, compact values and F (t+ T ) =

F (t), ∀ t ≥ 0. Suppose that there exist nonnegative functions a1(·), a2(·), b1(·), b2(·) ∈
L∞(Ω) and c1(t, · ), c2(t, · ) ∈ L2(Ω) for each t > 0 such that

|f1(t, x, p, q)| ≤ a1(x)|p|+ b1(x)|q|+ c1(t, x), ∀ t ≥ 0, x ∈ Ω, p, q ∈ R,

|f2(t, x, p, q)| ≤ a2(x)|p|+ b2(x)|q|+ c2(t, x), ∀ t ≥ 0, x ∈ Ω, p, q ∈ R.

Because f1 and f2 are continuous, the fact that F has a closed graph can be testified by

a simple argument. Furthermore, if {Zn} ⊂ X, {un} ⊂ Y are convergent sequences, then
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one can find a sequence {fn}, fn ∈ F ( · , Zn, un) that is convergent in X by using the

Lebesgue dominated convergence theorem. So F is quasi-compact. By Lemma 2.6, F is a

u.s.c. multimap. Moreover,

‖F (t, Z, u)‖ ≤ max{‖a1‖∞, ‖a2‖∞}‖Z‖X +
1√
λ1

max{‖b1‖∞, ‖b2‖∞}‖u‖Y

+ max{‖c1(t)‖X , ‖c2(t)‖X}.

Then, (F∗) is testified.

Applying Theorem 4.5, we arrive at the last result in this subsection related to the

existence of periodic solutions of (5.3)–(5.4) mixed the elliptic variational inequality (5.2).

Theorem 5.2. If ‖d‖2∞ < λ1 and

γ := λ1 −max{‖a1‖∞, ‖a2‖∞}+
max{‖b1‖∞, ‖b2‖∞}‖c‖∞√

λ1 − ‖d‖∞
> 0,

then the problem (5.2)–(5.4) has a mild T -periodic solution (Z,u) provided that

1− e−T − e−γT > 0.

5.2. Lattice differential variational inequalities

We consider the lattice differential variational inequalities of the following form:

(5.5)


d
dtZi(t) = (AZ(t))i + fi(t, Zi(t), ui(t)), t > 0,

−(Au(t))i + ∂φi(ui(t)) 3 hi(t, Zi(t), ui(t)), t > 0,

Zi(t) = Zi(t+ T ), ∀ t ≥ 0,

where Z = (Zi) : [0,∞)→ `2, u = (ui) : [0,∞)→ `2 are unknown functions, A : `2 → `2 is

a linear operator defined by

(Av)i = vi+1 − (2 + λ)vi + vi−1, v ∈ `2

for some λ > 0, where `2 is the space of sequences (vi)i∈Z satisfying
∑

i∈Z v
2
i <∞, which

becomes a Hilbert space with the inner product (u, v)`2 =
∑

i∈Z uivi.

Lattice differential systems like (5.5) can be seen as a model of semi-discretization for

the differential variational inequality

(5.6)

 d
dtZ(t, x) = ∂2

∂x2
Z(t, x)− λZ(t, x) + f(t, Z(t, x), u(t, x)), x ∈ R, t > 0,

− ∂2

∂x2
u(t, x) + λu(t, x) + ∂φ(u(t, x)) 3 h(t, Z(t, x), u(t, x)), t > 0,

where the discretizing is made in spatial variable x. Here, f = (fi), h = (hi), φ = (φi).
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Let B : `2 → `2 be the linear operator defined by (Bv)i = vi+1 − vi, then its adjoint

operator B∗ is given by (B∗v)i = vi−1 − vi. In addition, if A : `2 → `2 is the operator

defined by (Av)i = vi+1 − 2vi + vi−1 then

−A = BB∗ = B∗B.

It should be note that A = A − λI is a bounded operator on `2. Then the semigroup

{etA : t ≥ 0} is uniformly continuous (see, e.g., [16]) and hence norm continuous. However,

this semigroup is non-compact, since it can be extended to a group {etA : t ∈ R} and the

identity operator I = etAe−tA is noncompact.

To obtain the exponential stability of {etA : t ≥ 0}, we consider the system

dv(t)

dt
= Av(t)− λv(t), v(t) ∈ `2.

Multiplying both sides of the latter equation by v(t), we get

1

2

d

dt
‖v(t)‖2 = (Av(t), v(t))− λ‖v(t)‖2 = −(B∗Bv(t), v(t))− λ‖v(t)‖2

= −‖Bv(t)‖2 − λ‖v(t)‖2 ≤ −λ‖v(t)‖2.

Then the Gronwall lemma yields

‖v(t)‖ ≤ e−λt‖v(0)‖,

and, therefore, one has the estimate ‖etA‖ ≤ e−λt, t ≥ 0, then the semigroup {etA : t ≥ 0}
is exponentially stable. The assumption (A∗) is verified.

By setting B := −A+ λI, one gets

(Bu, u) ≥ λ‖u‖2,

which satisfies the assumption (B) with ηB = λ.

Now, we give the following assumptions:

(H1) The functions fi : R+ × R2 → R, i ∈ Z are Lipschitz continuous and satisfy

|fi(t, x, y)− fi(t, x′, y′)| ≤ a(|x− x′|+ |y − y′|)

for some a > 0, bi : R+ → R+, b(t) = (bi(t))i∈Z ∈ `2 for all t ≥ 0. Moreover, fi, bi

are T -periodic in t for some given T > 0.

(H2) The functions hi : R+×R2 → R, i ∈ Z are Lipschitz continuous, i.e., there exist two

positive numbers ζ1, ζ2 and the continuous functions ηi, η(t, t′) = (ηi(t, t
′))i∈Z ∈ `2

for all t, t′ ≥ 0 such that

|hi(t, x, y)− hi(t′, x′, y′)|2 ≤ η2
i (t, t

′) + ζ2
1 |x− x′|2 + ζ2

2 |y − y′|2.
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Let F, h : R+ × `2 × `2 → `2 be functions defined by

F (t, u, v) = (fi(t, ui, vi))i∈Z, h(t, u, v) = (hi(t, ui, vi))i∈Z.

Then, one can check that f1, f2, h are continuous. Furthermore, it follows from (H1),

(H2) that

‖F (t, u, v)− F (t, u′, v′)‖ ≤ a(‖u− u′‖+ ‖v − v′‖),

‖h(t, u, v)− h(t′, u′, v′)‖2 ≤ ‖η(t, t′)‖2 + ζ2
1‖u‖2 + ζ2

2‖v‖2,

then (H) and (F) are testified.

Now we suppose that

(H3) φi : R → (−∞;∞], i ∈ Z is proper, lower semicontinuous, convex. Moreover, we

assume that

(φi(ui))i∈Z ∈ `1

for all (ui)i∈Z ∈ `2.

We consider

φ : `2 → (−∞,∞], φ(u) =
∑
i∈Z

φi(ui),

then φ is a convex, l.s.c., proper function in `2. Moreover, it is easy to see that (∂φi)i∈Z =

∂φ.

The system (5.5) can now be rewritten as
Z ′(t) = AZ(t) + F (t, Z(t), u(t)), t > 0,

−Au(t) + ∂φ(t) 3 h(t, Z(t), u(t)), t > 0,

Z(t) = Z(t+ T ).

By the above description for (5.5), we can apply Theorem 3.9 to get the existence and

uniqueness of time periodic solutions.

Theorem 5.3. Let (H1), (H2) and (H3) hold. Then the problem (5.6) has a unique mild

T -periodic solution provided that ζ2 < λ and

λ > a

(
1 +

ζ1

λ− ζ2

)
.
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[7] W Jäger and S. Luckhaus, On explosions of solutions to a system of partial differential

equations modelling chemotaxis, Trans. Amer. Math. Soc. 329 (1992), no. 2, 819–824.

[8] Z. Jin and X. Yang, Weak solutions of a parabolic-elliptic type system for image

inpainting, ESAIM Control Optim. Calc. Var. 16 (2010), no. 4, 1040–1052.

[9] M. Kamenskii, V. Obukhovskii and P. Zecca, Condensing Multivalued Maps and Semi-

linear Differential Inclusions in Banach Spaces, De Gruyter Series in Nonlinear Anal-

ysis and Applications 7, Walter de Gruyter, Berlin, 2001.

[10] T. D. Ke and D. Lan, Global attractor for a class of functional differential inclusions

with Hille-Yosida operators, Nonlinear Anal. 103 (2014), 72–86.

[11] Z. Liu, N. V. Loi and V. Obukhovskii, Existence and global bifurcation of periodic

solutions to a class of differential variational inequalities, Internat. J. Bifur. Chaos

Appl. Sci. Engrg. 23 (2013), no. 7, 1350125, 10 pp.

[12] A. Nguyen Thi Van and T. D. Ke, Asymptotic behavior of solutions to a class of

differential variational inequalities, Ann. Polon. Math. 114 (2015), no. 2, 147–164.



Periodic Solutions to DVIs of Parabolic-elliptic Type 1527

[13] T. V. A. Nguyen and D. K. Tran, On the differential variational inequalities of

parabolic-elliptic type, Math. Methods Appl. Sci. 40 (2017), no. 13, 4683–4695.

[14] J.-S. Pang and D. E. Stewart, Differential variational inequalities, Math. Program.

113 (2008), no. 2, Ser. A, 345–424.

[15] D. E. Stewart, Dynamics with Inequalities: Impacts and hard constraints, Society for

Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2011.

[16] I. I. Vrabie, Compactness Methods for Nonlinear Evolutions, Pitman Monographs and

Surveys in Pure and Applied Mathematics 32, John Wiley & Sons, New York, 1987.

Thi Van Anh Nguyen

Department of Mathematics, Hanoi National University of Education, 136 Xuan Thuy,

Cau Giay, Hanoi, Vietnam

E-mail address: anhntv.ktt@hnue.edu.vn


	Introduction
	Preliminaries
	Measure of non-compactness
	Set-valued analysis

	In case of single-valued perturbation
	The existence of solution with initial condition
	The existence of mild periodic solution

	In case of multivalued perturbation
	Applications
	Dynamic systems with obstacle constraints
	Lattice differential variational inequalities


