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Godunov-type Numerical Scheme for the Shallow Water Equations with

Horizontal Temperature Gradient

Nguyen Xuan Thanh, Mai Duc Thanh* and Dao Huy Cuong

Abstract. We present a Godunov-type scheme for the shallow water equations with

horizontal temperature gradient and variable topography. First, the exact solutions of

the Riemann problem in a computational form are given, where algorithms for com-

puting these solutions are described. Second, a Godunov-type scheme is constructed

relying on exact solutions of the local Riemann problems. Computing algorithms for

the scheme are given. The scheme is shown to be well-balanced and preserve the

positivity of the water height. Numerical tests show that the scheme is convergent

with a good accuracy, even for the resonant phenomenon, where the exact solutions

contain several distinct waves propagating with the same shock speed. Furthermore,

the scheme also provides us with good results for the solution of the wave interaction

problem.

1. Introduction

In this paper we will construct a Godunov-type scheme for the one-dimensional shallow

water equations with variable topography and horizontal temperature gradient (the Ripa

system, see [23,24]). The Ripa system was used to model ocean currents, and was derived

from the Saint-Venant system of shallow water equations, in which the horizontal water

temperature fluctuations are taken into account. Precisely, the governing equations are

given by

(1.1) ∂th+∂x(hu) = 0, ∂t(hu)+∂x

(
hu2 +

gh2θ

2

)
= −ghθ∂xa, ∂t(hθ)+∂x(huθ) = 0,

where h = h(x, t), u = u(x, t), and θ = θ(x, t) denote the water depth, the depth-averaged

horizontal velocity, and the potential temperature field, respectively; g is the gravitational

constant, and a = a(x) is the bottom topography.

Observe that the right-hand side of the system (1.1) contains a nonconservative term.

In general, nonconservativeness in system of balance laws, including multi-phase flow
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models, often causes lots of inconvenience for standard numerical schemes. For example,

oscillations can be produced immediately, or the errors may become larger when the mesh

sizes get smaller. Numerical approximations for nonconservative systems have therefore

attracted many authors.

Fortunately, supplementing (1.1) with the trivial equation

(1.2) ∂ta = 0.

one can obtain a system of balance laws in nonconservative form

∂tU +A(U)∂xU = 0.

Therefore, basic properties of the system, and furthermore, the Riemann problem can be

studied, see [31]. Motivated by the later work, we will construct in this paper a Godunov-

type scheme for (1.1). The scheme is based on exact Riemann solvers for different types

of configurations of Riemann solutions. Recall that the Riemann problem for (1.1)–(1.2)

is the Cauchy problem where the initial data are piecewise constant and are of the form

(h, u, θ, a)(x, 0) =

(hL, uL, θL, aL) if x < 0,

(hR, uR, θR, aR) if x > 0.

In this work, we will first develop the argument in [31] and deliver explicit construc-

tions of exact Riemann solvers in computational form for the system (1.1)–(1.2) in both

resonant and non-resonant regions. That is, left-hand and right-hand states of elementary

waves in solutions of the Riemann problem are constraint to nonlinear algebraic equa-

tions. Computing roots of these nonlinear algebraic equations by a suitable numerical

method will provide us with computational Riemann solutions. These Riemann solvers

then provide us with solutions to local Riemann problems which we can use to design a

Godunov-type scheme. Then, we prove that the scheme possesses very interesting prop-

erties: first, it is well-balanced in the sense that it can capture exactly stationary waves;

second, it preserves the positivity of the water height. Numerical experiments are con-

ducted for both kinds of subcritical and supercritical regions. The errors are computed

for different mesh sizes. These results show that the scheme is convergent in all the cases

of subcritical or supercritical regions. The scheme still converges in the resonant cases,

where the exact solution contain multiple waves propagating with the same shock speed.

Furthermore, a wave interaction problem is investigated, and the Godunov-type scheme

gives us good approximations of the solution of the wave interaction problem.

We note that numerical approximations for nonconservative systems of balance laws

have been attractive for many authors. Numerical schemes for a single conservation law

with a nonconservative source term were studied in [3, 5, 6]. Various numerical schemes
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for shallow water equations with variable topography and nonconservative systems were

proposed in [8, 12–14, 16, 20–22, 25]. Godunov-type schemes for multi-phase flow models

and other hyperbolic systems of balance laws in nonconservative forms are considered

in [2, 10, 19, 27]. Several numerical schemes for the Ripa system were constructed in

[7, 15,26,32,33]. See also the references therein.

Well-balanced schemes for the model of a fluid flow in a nozzle with variable cross-

section were constructed in [18]. Numerical schemes for two-phase flow models were pre-

sented in [1,4,9,28]. The Riemann problem for other hyperbolic systems in nonconservative

form were considered in [17,29,30]. See also the references therein.

This paper is organized as follows. In Section 2, we recall basic properties of the

system (1.1)–(1.2). Then, computing algorithms for stationary contact waves are given.

In Section 3, computational forms of the exact solutions of the Riemann problem are

provided. Section 4 is devoted to the construction of the Godunonv-type scheme for (1.1).

Properties of the scheme are also established. In Section 5 we present numerical tests.

Finally, several conclusions and discussions are given in Section 6.

2. Preliminaries

2.1. Wave curves

For smooth solutions, the system (1.1)–(1.2) can be re-written as a nonconservative system

as

(2.1) ∂tU +A(U)∂xU = 0,

where

U =


h

u

θ

a

 , A(U) =


u h 0 0

gθ u gh/2 gθ

0 0 u 0

0 0 0 0

 .

The matrix A(U) has four real eigenvalues

λ1(U) = u− c, λ2(U) = u, λ3(U) = u+ c, λ4(U) = 0,

together with the corresponding right eigenvectors which can be chosen as

(2.2) r1(U) =


h

−c

0

0

 , r2(U) =


h

0

−2θ

0

 , r3(U) =


h

c

0

0

 , r4(U) =


c2

−guθ

0

u2 − c2

 ,
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where c =
√
ghθ. The system is strictly hyperbolic on the sets G1, G2, G3 and G4, where

G1 = {U : λ4(U) < λ1(U)}, G2 = {U : λ1(U) < λ4(U) < λ2(U)},

G3 = {U : λ2(U) < λ4(U) < λ3(U)}, G4 = {U : λ3(U) < λ4(U)}.

The first and the fourth characteristic speeds λ1(U) and λ4(U) coincide on the surface

C+ = {U : λ1(U) = λ4(U)}.

The second and the fourth characteristic speeds λ2(U) and λ4(U) coincide on the surface

C0 = {U : λ2(U) = λ4(U)}.

The third and the fourth characteristic speeds λ3(U) and λ4(U) coincide on the surface

C− = {U : λ3(U) = λ4(U)}.

Let us define the generalized Froude number

Fr(U) =
|u|
c
.

This means that a supercritical state is the one at which Fr(U) > 1; a subcritical state is

the one at which Fr(U) < 1; and a critical state is the one at which Fr(U) = 1.

It is easy to see that the first and third characteristic fields (λ1, r1), (λ3, r3) are gen-

uinely nonlinear, since

−∇λ1 · r1 = ∇λ3 · r3 =
3c

2
,

and that the second and fourth characteristic fields (λ2, r2), (λ4, r4) are linearly degenerate,

since

∇λ2 · r2 = ∇λ2 · r4 = 0.

Let us recall that a discontinuity wave of (1.1)–(1.2) is a weak solution of the form

(2.3) U(x, t) =

U− if x < σt,

U+ if x > σt,

where U−, U+ are the left-hand and right-hand states, respectively, and σ = σ(U−, U+) is

the speed of the discontinuity wave.

The Rankine-Hugoniot relation associated with (1.2) takes the form

(2.4) − σ[a] = 0,

where σ denotes the speed of the discontinuity wave, [a] = a+−a− is the jump of the quan-

tity a across the discontinuity wave. Let us fix a left-hand state U− = U0 = (h0, u0, θ0, a0),

and look for all right-hand states U = U+ of the shock, as discussed in [31], across a dis-

continuity wave there are two possibilities:
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(i) either the bottom topography a remains constant or

(ii) the speed σ = 0 = λ4(U±), so this is the 4-contact discontinuity wave, so called the

stationary contact discontinuity, since this wave is independent of time.

Let us consider the first case (i), where the system (1.1)–(1.2) is reduced to the usual

shallow water equations with flat bottom

(2.5) ∂th+ ∂x(hu) = 0, ∂t(hu) + ∂x

(
hu2 +

gh2θ

2

)
= 0, ∂t(hθ) + ∂x(huθ) = 0.

The Rankine-Hugoniot relations associated with (2.5) are given by

(2.6) − σ[h] + [hu] = 0, −σ[hu] +

[
hu2 +

gh2θ

2

]
= 0, −σ[hθ] + [huθ] = 0.

These above equations yield

[θ](u0 − σ) = 0,

which means that either θ = θ0 = constant, or σ = u0.

Consider first the case θ = θ0 = constant. A shock wave (2.3) is the ith-Lax shock

(i = 1, 3) if it satisfies the Lax shock inequalities

λi(U+) < σ(U−, U+) < λi(U−), i = 1, 3.

Given a left-hand state U0, the set of all right-hand states that can be connected to

U0 by 1st-Lax shock forms a curve, denoted by S1(U0),

S1(U0) : a = a0, θ = θ0, u = u0 −
√
gθ0
2

(h− h0)
√

1

h
+

1

h0
, h > h0.

In a backward way, given a right-hand state U0, the set of all left-hand states that can be

connected to U0 by 3rd-Lax shock forms a curve, denoted by SB3 (U0)

SB3 (U0) : a = a0, θ = θ0, u = u0 +

√
gθ0
2

(h− h0)
√

1

h
+

1

h0
, h > h0,

see [31].

It is interesting that the shock speeds in the non-linear characteristic fields may coincide

with the characteristic speed of the linearly degenerate field as stated in the following

lemma.

Lemma 2.1. [19, Lemma 2.1] Consider the projection on the (h, u)-plan. To every

UL = (hL, uL) ∈ G1 there exists exactly one point U# ∈ S1(UL)∩G2 such that the 1-shock

speed σ1(UL, U
#) = 0. The state U# = (h#, u#) is defined by

h# =
−hL +

√
h2L + 8hLu2L/(gθL)

2
, u# =

uLhL
h#

.
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Moreover, for any U ∈ S1(UL), the shock speed σ1(UL, U) > 0 if and only if U is located

above U# on S1(UL).

Now, let us consider the case σ = u0. The relations (2.6) yield

σ = u0 = u = λ2(U0) = λ2(U),

so this is the 2-contact discontinuity wave, so called as the material contact discontinuity.

Moreover, the curve of 2-contact discontinuities issuing from a given state U0 can be

parameterized by h as follows:

W2(U0) : a = a0, u = u0, θ =
h20θ0
h2

, h > 0.

Next, let us consider rarefaction waves, which are piecewise smooth self-similar solu-

tions of (1.1)–(1.2), i.e.,

U(x, t) = V (ξ), ξ =
x

t
, x ∈ R, t > 0.

Substituting this into (2.1), we can see that rarefaction waves are solutions of the following

initial-value problem for ordinary differential equations

(2.7)
dV (ξ)

dξ
= rj(V (ξ)), ξ ≥ λj(U0), V (λj(U0)) = U0, j = 1, 3,

where the eigenvectors r1 and r3 are given by (2.2). In particular, it holds along the

integral curves that
dθ(ξ)

dξ
=
da(ξ)

dξ
= 0,

which means that the temperature and the bottom topography a remain constant through

any rarefaction fan.

Furthermore, it holds from (2.7) for i = 1 that

du

dh
= −

√
gθ0
h
.

This implies that the integral curve associated with the first characteristic field passing

through a given point U0 is given by

u = u0 − 2
√
gθ0
(√
h−

√
h0
)
.

Since the characteristic speed should be increasing through a rarefaction fan, 1-rarefaction

waves correspond to the part h ≥ h0, on the integral curve. Thus, we can define the forward

curve of 1-rarefaction waves R1(U0) issuing from a given left-hand state U0, which consists
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of all the right-hand states U that can be connected to U0 by a rarefaction wave associated

with the first characteristic field by

R1(U0) : u = u0 − 2

√
gθ0
2

(√
h−

√
h0
)
, h < h0.

Similarly, the backward curve of 3-rarefaction waves RB3 (U0) issuing from a given right-

hand state U0 consisting if all the left-hand states U that can be connected to U0 by a

rarefaction wave associated with the third characteristic field by

RB3 (U0) : u = u0 + 2

√
gθ0
2

(√
h−

√
h0
)
, h < h0.

From above analysis, we can define the wave curves

(2.8) W1(U0) = S1(U0) ∪R1(U0), WB
3 (U0) = SB3 (U0) ∪RB3 (U0).

From (2.8), we can show that the curves W1(U0), WB
3 (U0) can be parameterized as

W1(U0) : u = ω1(U0, h) =

u0 −
√

gθ0
2 (h− h0)

√
1
h + 1

h0
if h > h0,

u0 − 2
√

gθ0
2

(√
h−
√
h0
)

if h < h0,

WB
3 (U0) : u = ωB3 (U0, h) =

u0 +
√

gθ0
2 (h− h0)

√
1
h + 1

h0
if h > h0,

u0 + 2
√

gθ0
2

(√
h−
√
h0
)

if h < h0.

(2.9)

Suppose that U ∈ W3←2(UR) implies that consists of all left-hand state U which can

be reached from UR using a combination of a 3-wave from right-hand state UR to some

left-hand state UM , preceded by a 2-wave from the right-hand state UM to the left-hand

state U , UM =W2(U) ∩WB
3 (UR), where

U = (h, u, θ, a), UM = (hM , uM , θM , aM ),

we have u = uM = ωB3 (UR, h) because U connects to UM by 2-contact discontinuities.

Accordingly, for each U = (h, u, θ, a), we define φ3←2(UR, U) as follows:

φ3←2(UR, U) = u− ωB3 (UR, h),

where the function ωB3 (UR, h) is defined as in (2.9). Obviously, φ3←2(UR, U) = 0 for U ∈
W3←2(UR). Moreover, φ3←2(UR, U) > 0 for U is above W3←2(UR) and φ3←2(UR, U) < 0

for U is below W3←2(UR).
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2.2. Stationary contact discontinuities

In this subsection we will define a new kind of waves, called stationary contact waves, cor-

responding to the case (ii) of (2.4). They are weak solutions of (1.1) that are independent

of time. To see that they are weak solutions, we first consider stationary smooth solutions

of (1.1), which are independent of time. Then, the system (1.1) for smooth stationary

solutions becomes

(hu)′ = 0,
(
hu2 +

g

2
h2θ
)′

+ ghθa′ = 0, (huθ)′ = 0,

where (·)′ = d(·)/dx.

Theorem 2.2. (a) Any solution of the following system of ordinary differential equa-

tions

(2.10) (hu)′ = 0,

(
u2

2
+ gθ(h+ a)

)′
= 0, θ′ = 0

is a stationary smooth solution of (1.1).

(b) Any discontinuity (2.3) with speed σ = 0 satisfying the jump relations

(2.11) [hu] = 0,

[
u2

2
+ gθ(h+ a)

]
= 0, [θ] = 0

is a weak solution of (1.1) in sense of non-conservative product corresponding the

path s ∈ [0, 1] 7→ φ(s) := (h(s), u(s), θ(s), a(s)) defined by (2.10) such that φ(0) =

(h−, u−, θ−, a−) and φ(1) = (h+, u+, θ+, a+), see [11].

(c) The integral curve associated with the characteristic field (λ4, r4) is a solution of

(2.10).

Proof. (a) From the 1st equation and the 3rd equation of (2.10), we have

(huθ)′ = (hu)′θ + (hu)θ′ = 0.

From the 2nd equation, we obtain(
hu2 +

g

2
h2θ
)′

+ ghθa′ = (hu)u′ + gθhh′ + ghθa′ = h

(
u2

2
+ gθ(h+ a)

)′
= 0.

Thus, any solution of (2.10) is a stationary smooth solution of (1.1).

(b) Consider the functions U ε defined by

U ε(x, t) =


U− if x < −ε,

φ
(
x+ε
2ε

)
if −ε ≤ x ≤ ε,

U+ if x > ε.
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It is obvious that U ε are weak solutions of (1.1) and converge almost everywhere to

the discontinuity (2.3) with speed σ = 0, when ε → 0+. By the stability result of non-

conservative product, we imply that any the discontinuity (2.3) with speed σ = 0 satisfying

the jump relations (2.11) is a weak solution of (1.1) in sense non-conservative product,

see [11].

(c) Consider the integral curve associated with the characteristic field (λ4, r4), i.e.,

dU

dξ
= r4(U(ξ)),

where U(ξ) = (h(ξ), u(ξ), θ(ξ), a(ξ)). From (2.2), we have

h′ = ghθ, u′ = −guθ, θ′ = 0, a′ = u2 − ghθ.

Therefore, we obtain

(hu)′ = h′u+ hu′ = (ghθ)u+ h(−guθ) = 0

and (
u2

2
+ gθ(h+ a)

)′
= uu′ + gθ′(h+ a) + gθ(h′ + a′)

= u(−guθ) + gθ
(
ghθ + (u2 − ghθ)

)
= 0.

Thus, the integral curve associated with the characteristic field (λ4, r4) is a solution of

(2.10).

We call the discontinuity (2.3) with speed σ = 0 satisfying the jump relations (2.11)

the 4-contact wave.

Definition 2.3. The elementary waves of (1.1) are

• k-Lax shock waves, k = 1, 3;

• k-rarefaction waves, k = 1, 3;

• 2-contact waves;

• 4-contact waves satisfying the jump relations (2.11).
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2.3. Properties of stationary contact discontinuities

Given a state U0 and bottom levels on both sides of the stationary contact a 6= a0, we

solve for the water height h in terms of other known quantities from the 2nd equation of

(2.11). Multiplying both sides of this equation by 2gθ0h
2, and then re-arranging terms,

we obtain

(2.12) ϕ(h) = 2gθ0h
3 + (2gθ0(a− a0 − h0)− u20)h2 + h20u

2
0 = 0.

It holds that

ϕ(0) = h20u
2
0 ≥ 0,

ϕ′(h) = 6gθ0h+ 2(2gθ0(a− a0 − h0)− u20)h,

ϕ′′(h) = 12gθ0h+ 2(2gθ0(a− a0 − h0)− u20).

Solving

ϕ′(h) = 0, h > 0

gives us a unique critical point of ϕ

h = h∗ =
u20 + 2gθ0(a0 + h0 − a)

3gθ0
.

If h∗ < 0, or equivalently,

a > a0 + h0 +
u20
2g
,

then ϕ′(h) > 0 for h > 0. Since ϕ(0) = h20u
2
0, (2.12) has two roots h1 ≤ h2, if

ϕ(h∗) = −gh3∗ + h20u
2
0 ≤ 0,

or

(2.13) h∗ ≥ hm :=

(
h20u

2
0

gθ0

)1/3

.

Moreover, the inequality (2.13) is equivalent to

a ≤ amax(U0) := a0 + h0 +
u20

2gθ0
− 3

2(gθ0)1/3
(h0u0)

2/3

= a0 +
1

2gθ0

(
(gθ0h0)

1/3 − u2/30

)2(
2(gθ0h0)

1/3 + u
2/3
0

)
.

(2.14)

The formula (2.14) implies amax(U0) ≥ a0 and the equality holds only if U0 belongs to the

non-strictly hyperbolic surfaces. Note that if the inequality in (2.14) is strict, i.e., a <

amax(U0), then the two roots are distinct: h1(a) < h∗ < h2(a). Consequently, whenever

(2.14) holds, there are two states U+ = Ui so that a stationary contact discontinuity from

U− = U0 is possible. The locations of these states can be determined in the following

lemma:
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Lemma 2.4. [31, Lemma 3.1] Assume that a < amax(U0), where amax(U0) is defined by

(2.14). The function ϕ defined by (2.12) admits two distinct roots h1 < h2. Moreover, the

state U1 using the smaller root h1 belongs to G1 if u0 > 0 and belongs to G4 if u0 < 0; the

state U2 using the larger root h2 lies in G2 if u0 > 0 and lies in G3 if u0 < 0.

To select a unique Riemann solution, the following admissibility criterion for stationary

contact discontinuities is imposed:

(MC) Along any stationary curve W4(U0), the bottom level a is monotone as a function of

h. The total variation of the bottom level component of any Riemann solution must

not exceed |aL − aR|, where aL, aR are left-hand and right-hand bottom levels.

A similar criterion was used [17,19].

Lemma 2.5. [31, Lemma 3.2] Assume that a < amax(U0), where amax(U0) is defined

by (2.14). The Monotonicity Criterion selects the following admissible stationary contact

wave.

(i) If U0 ∈ G1 ∪ G4, then only the stationary contact using the smaller root h1 of ϕ

defined by (2.12) is selected.

(ii) If U0 ∈ G2∪G3, then only the stationary contact using the larger root h2 of ϕ defined

by (2.12) is selected.

We therefore define elementary waves as follows:

Definition 2.6. [31, Definition 3.3] The admissible elementary waves for the system

(1.1) and (1.2) are the following ones: Shock waves, rarefaction waves, material conact

discontinuities, and admissible stationary contact discontinuities.

3. The Riemann problem revisited

Observe that by the transformation x 7→ −x, u 7→ −u, a left-hand (right-hand) state U =

(h, u, θ, a) in G3 (in G4∪C−) will be transformed to the right-hand (left-hand, respectively)

state V = (h,−u, θ, a) in G2 (in G1 ∪ C+, respectively). Thus, the construction of wave

curves and therefore the Riemann solutions for Riemann data around C− can be obtained

from the one for Riemann data around C+. Thus, without loss of generality, in the sequel

we consider only the case where Riemann data are in G1 ∪ C+ ∪G2.

Notations. We will use the following notations in the sequel:

(i) Wi(U1, U2): An i-wave connecting a state U1 and a state U2, where W = S: Lax

shock, W = R: rarefaction wave, W2 = Z, i = 1, 2, 3, 4;
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(ii) Wi(U1, U2) → Wj(U2, U3): an i wave from the left-hand state U1 to the right-hand

state U2 is followed by a j-wave from the left-hand state U2 to the right-hand state

u3;

(iii) Wi(U1, U2) ← Wj(U2, U3): an i wave from the right-hand state u1 to the left-hand

state U2 is preceded by a j-wave from the right-hand state U2 to the left-hand state

U3;

(iv) The (forward) curve Wi→j(U0) consists of all right-hand states U which can be

reached from U0 using an i-wave from the left-hand state U0 to some intermediate

right-hand state U1 ∈ Wi(U0), followed by a j-wave from the left-hand state U1 to

the right-hand state U ;

(v) The (backward) curve Wi←j(U0) consists of all left-hand states U which can be

reached from U0 using an i-wave from the right-hand state U0 to some intermediate

left-hand state U1 ∈ Wi(U0), preceded by a j-wave from the right-hand state U1 to

the left-hand state U ;

(vi) U s, U b denote the states resulted by stationary contact discontinuity wave from U ;

(vii) U# denotes the state resulting from a zero-speed shock wave from U ;

(viii) U± =W1(UL) ∩ C±;

(ix) U0 =W1(UL) ∩ C0.

3.1. Case A: UL ∈ G1 ∪ C+

In this section we build three constructions A1, A2, and A3. In each construction, UL

starts from G1.

Construction A1: Supercritical left-hand state and supercritical right-hand state.

First, the solution begins with a stationary wave from UL to the state U1 = U sL using

smaller root of ϕ(UL, aR) = 0 to shift aL to aR, where

U sL = (hsL, u
s
L, θL, aR), hsL is a solution of ϕ(UL, aR) = 0.

Second, we continue with the wave curve W1(U1). Let U2 ∈ W1(U1) and U2 ∈ W3←2(UR):

{U2} =W1(U1) ∩W3←2(UR),

we can compute U2 from the equation

(3.1) φ3←2(UR, U2) = 0,
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and get U2 = (h2, u2, θL, aR). The equation (3.1) admits a solution when U#
1 is below

wave curve W3←2(UR) and U1 is above wave curve W3←2(UR) or

φ3←2(UR, U
#
1 ) · φ3←2(UR, U1) < 0,

where we can determine U#
1 = (h#1 , u

#
1 , θL, aR) and h#1 , u#1 are defined as in Lemma 2.1.

Third, we can determine U3 ∈ W2(U2), so U3 =
(√

h22θL/θR, u2, θR, aR
)
. Consequently,

the Riemann problem for (1.1) has a solution of the form

(3.2) W4(UL, U1)→W1(U1, U2)→W2(U2, U3)→W3(U3, UR).

See Figure 3.1.

Figure 3.1: A Riemman solution of the form (3.2) in Construction A1.

Remark 3.1. Note that the left-hand state U− and right-hand state U+ of a 2-contact wave

in a Riemann solution are related by

u+ = u−, θRh
2
+ = θLh

2
−.

Construction A2: Supercritical left-hand state and subcritical right-hand state.

First, the solution begins with 1-shock wave from UL to a state U1, where

U1 ∈ S1(UL), σ1(UL, U1) ≤ 0.

So, U1 is located between U#
L and U0 on S1(UL), where

U#
L = (h#L , u

#
L , θL, aL) and h#L , u#L are defined as in Lemma 2.1,

U0 = S1(UL) ∩ C0.

Second, the next part of the solution is a stationary wave from U1 to U2 to shift aL to

aR, where

{U2} =W1→4(UL) ∩W3←2(UR).
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We solve equation φ3←2(UR, U2) = 0 to find h1, U1, U2, which exists solution when U1 is

above wave curve W3←2(UR) and U b1 is below wave curve W3←2(UR) or

φ3←2(UR, U1) · φ3←2(UR, U
b
1) < 0,

where

U1 = (h1, u1, θL, aL) ∈ S1(UL),

U2 = U b1 = (hb1, u
b
1, θL, aR), hb1 is the bigger root of ϕ(U1, aR) = 0.

Third, we can determine U3 ∈ W2(U2), so U3 =
(√

h22θL/θR, u2, θR, aR
)
. Consequently,

the Riemann problem for (1.1) has a solution of the form

(3.3) W1(UL, U1)→W4(U1, U2)→W2(U2, U3)→W3(U3, UR).

See Figure 3.2.

Figure 3.2: A Riemman solution of the form (3.3) in Construction A2.

Construction A3: A resonant case. Supercritical left-hand state and right-hand

state near critical curve. In this case, one can see a very interesting phenomenon that the

exact solution contains three waves which propagate with the same zero speed. This is

the so-called resonant phenomenon.

First, for each bottom high level a1 ∈ [aL, aR], the solution begins with a stationary

wave from UL to U1 using smaller root of ϕ(UL, a1) = 0 to shift aL to a1, where

U1 = (h1, u1, θL, a1) ∈ W4(UL), h1 is the smaller root of ϕ(UL, a1) = 0.

Second, the next part of the solution is a zero-speed 1-shock from U1 to U2 = U#
1 , where

U#
1 = (h#1 , u

#
1 , θL, a1) and h#1 , u#1 are defined as in Lemma 2.1.

Third, the next part of the solution is a stationary wave from U2 to U3 to shift a2 to

aR, where

{U3} =W4→1→4(UL) ∩W3←2(UR).
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We solve the equation φ3←2(UR, U3) = 0 to find a1, U1, U2, U3. This equation admits a

solution when U b2 is below wave curve W3←2(UR) and U2 is above wave curve W3←2(UR).

That is,

φ3←2(UR, U
b
2) · φ3←2(UR, U2) < 0,

where

U1 = (h1, u1, θL, a1), U2 = U#
1 = (h#1 , u

#
1 , θL, a1),

U3 = U b2 = (hb2, u
b
2, θL, aR) when φ3←2(UR, U

b
2) = 0,

hb2 is the bigger root of ϕ(U2, aR) = 0.

Fourth, we can determine U4 ∈ W2(U3), so U4 =
(√

h23θL/θR, u3, θR, aR
)
. Consequently,

the Riemann problem for (1.1) has a solution of the form

(3.4) W4(UL, U1)→W1(U1, U2)→W4(U2, U3)→W2(U3, U4)→W3(U4, UR).

See Figure 3.3.

Figure 3.3: A Riemman solution of the form (3.4) in Construction A3.

3.2. Case B: UL ∈ G2

Similar to Case A, in this section we build three constructions B1, B2, and B3. But in

each construction, UL starts from G2.

Construction B1: Subcritical left-hand state and supercritical right-hand state.

First, the solution begins with a 1-rarefaction wave from UL to U1 = U+, where

U+ = (h+, u+, θL, aL) = R1(UL) ∩ C+.

Second, the next part of the solution is a stationary wave from U1 to U2 = U s1 using

smaller root of ϕ(U1, aR) = 0 to shift a1 to aR, where

U s1 = (hs1, u
s
1, θL, aR) ∈ W4(U1), hs1 is the smaller root of ϕ(U1, aR) = 0.
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Third, the next part of the solution is 1-wave from U2 to U3, where

{U3} =W1(U2) ∩W3←2(UR).

We solve equation φ3←2(UR, U3) = 0 to find U3 = (h3, u3, θL, aR). A solution of this

equation exists when U#
2 is below wave curve W3←2(UR) and U2 is above wave curve

W3←2(UR). That yields

φ3←2(UR, U
#
2 ) · φ3←2(UR, U2) < 0,

where U#
2 = (h#2 , u

#
2 , θL, aR) and h#2 , u#2 are defined as in Lemma 2.1.

Fourth, we can determine U4 ∈ W2(U3), so U4 =
(√

h23θL/θR, u3, θR, aR
)
. Conse-

quently, the Riemann problem for (1.1) has a solution of the form

(3.5) W1(UL, U1)→W4(U1, U2)→W1(U2, U3)→W2(U3, U4)→W3(U4, UR).

See Figure 3.4.

Figure 3.4: A Riemman solution of the form (3.5) in Construction B1.

Construction B2: Subcritical left-hand state and subcritical right-hand state.

First, the solution begins with the 1-wave from UL to U1, where

U1 = (h1, u1, θL, aL) ∈ W1(UL).

Obviously, U1 is located between U+ and U0 on W1(UL), where

U+ =W1(UL) ∩ C+, U0 =W1(UL) ∩ C0.

Second, the next part of the solution is a stationary wave from U1 to U2 to shift aL to aR,

where

{U2} =W1→4(UL) ∩W3←2(UR).
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We solve equation φ3←2(UR, U2) = 0 to find h1, U1, U2, which has a solution when U1 is

above wave curve W3←2(UR) and U b1 is below wave curve W3←2(UR). This means that

φ3←2(UR, U1) · φ3←2(UR, U
b
1) < 0,

where

U1 = (h1, u1, θL, aL) ∈ W1(UL),

U2 = U b1 = (hb1, u
b
1, θL, aR) when φ3←2(UR, U

b
1) = 0,

hb1 is the bigger root of ϕ(U1, aR) = 0.

Third, we can determine U3 ∈ W2(U2), so U3 =
(√

h22θL/θR, u2, θR, aR
)
. Consequently,

the Riemann problem for (1.1) has a solution of the form

(3.6) W1(UL, U1)→W4(U1, U2)→W2(U2, U3)→W3(U3, UR).

The construction (3.6) makes sense if u2 ≥ 0, see Figure 3.5.

Figure 3.5: A Riemman solution of the form (3.6) in Construction B2.

Construction B3: A resonant case. Subcritical left-hand state and right-hand

state near critical curve. Again, the resonant phenomenon may occur for these data,

where the exact solution contains three waves which propagate with the same zero speed.

Indeed, the solution first begins with a 1-rarefaction wave from UL to U1 = U+, where

U+ = (h+, u+, θL, aL) = R1(UL) ∩ C+.

Second, for each bottom high level a2 ∈ [aL, aR], the solution begins with a stationary

wave from U1 to U2 using the smaller root of ϕ(U1, a2) = 0 to shift a1 to a2, where

U2 = (h2, u2, θL, a2) ∈ W4(U1), h2 is a smaller root of ϕ(U1, a2) = 0.

Third, the next part of the solution is a zero-speed 1-shock from U2 to U3 = U#
2 , where

U#
2 = (h#2 , u

#
2 , θL, a2) and h#2 , u#2 are defined as in Lemma 2.1.
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Fourth, the next part of the solution is a stationary wave from U3 to U4 to shift a3 to

aR, where

{U4} =W4→1→4(U1) ∩W3←2(UR).

We solve equation φ3←2(UR, U4) = 0 to find a2, U2, U3, U4, which admits a solution when

U b3 is below wave curve W3←2(UR) and U3 is above wave curve W3←2(UR). That is,

φ3←2(UR, U
b
3) · φ3←2(UR, U3) < 0,

where

U2 = (h2, u2, θL, a2) ∈ W4(U1), U3 = U#
2 = (h#2 , u

#
2 , θL, a2),

U4 = U b3 = (hb3, u
b
3, θL, aR) when φ3←2(UR, U

b
3) = 0,

hb3 is the bigger root of ϕ(U3, aR) = 0.

Fifth, we can determine U5 ∈ W2(U4), so U5 =
(√

h24θL/θR, u4, θR, aR
)
. Consequently,

the Riemann problem for (1.1) has a solution of the form

(3.7)

W1(UL, U1)→W4(U1, U2)→W1(U2, U3)→W4(U3, U4)→W2(U4, U5)→W3(U5, UR).

See Figure 3.6.

Figure 3.6: A Riemman solution of the form (3.7) in Construction B3.

4. A Godunov-type scheme

Relying on the constructions of Riemann solutions in the previous section, we are now in

a position to build up a Godunov-type scheme for the system (1.1). Let us set

U =


h

hu

hθ

a

 , F (U) =


hu

hu2 + gh2θ
2

huθ

0

 , H(U) =


0

−ghθ

0

0

 .
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Then, the system (1.1)–(1.2) can be written in form

(4.1) ∂tU + ∂xF (U) = H(U)∂xa.

Accordingly, given the initial condition

U(x, 0) = U0(x), x ∈ R,

then, the discrete initial values U0 = (U0
j )j∈Z are given by

U0
j =

1

∆x

∫ xj+1/2

xj−1/2

U0(x) dx, j ∈ Z.

Suppose that Un = (Unj )j∈Z is known. We define the approximation Un+1 = (Un+1
j )j∈Z

of U( · , tn+1) as follows:

(i) We extend the sequence Un as a piecewise constant function Up.con( · , tn) defined by

Up.con(x, tn) = Unj , xj−1/2 < x < xj+1/2, j ∈ Z.

(ii) We solve the local Riemann problems for (4.1) with the initial condition

U(x, 0) = Up.con(x, tn)

to find the solution U( · ,∆t). This solution is obtained by solving a juxtaposition

of local Riemann problems, so

U(x, t) = Uexact

(
x− xj+1/2

t
;Unj , U

n
j+1

)
, xj < x < xj+1, j ∈ Z,

where Uexact(x/t;UL, UR) denote the exact solution of the Riemann problem for (4.1)

corresponding to the Riemann data (UL, UR).

(iii) We project (L2-projection) the exact solution U( · ,∆t) onto the piecewise constant

functions, i.e.,

Un+1
j =

1

∆x

∫ xj+1/2

xj−1/2

U(x,∆t) dx.

Provided we assume the C.F.L. condition

∆t

∆x
max{|λk(Unj )| : k = 1, 2, 3, 4} ≤ 1

2
,

so that the waves issued from the points xj−1/2 and xj+1/2 do not interact. Since the

a-component is constant in each interval (xj−1/2, xj+1/2), then the right-hand side of (4.1)

vanishes. The Godunov-type scheme is defined by

(4.2) Un+1
j = Unj −

∆t

∆x

(
F (Uexact(0−;Unj , U

n
j+1))− F (Uexact(0+;Unj−1, U

n
j ))
)
.
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To complete the Godunov-type scheme (4.2), we will specify the values

Uleft := Uexact(0−;UL, UR), Uright := Uexact(0+;UL, UR)

as follows:

Construction Uleft Uright

A1 (3.2) UL U1

A2 (3.3) U1 U2

A3 (3.4) UL U3

B1 (3.5) U1 U2

B2 (3.6) U1 U2

B3 (3.7) U1 U4

Riemann solver (A1). The Riemann solver (A1) relying on Construction A1 yields

(4.3) Uexact(0−;UL, UR) = UL, Uexact(0+;UL, UR) = U1(UL, UR),

where U1(UL, UR) = U sL = (hsL, u
s
L, θL, aR) ∈ W4(UL), hsL is the smaller root of the

nonlinear (2.12), usL = uLhL/h
s
L. This implies that the Godunov scheme (4.2) using the

Riemann solver (A1) becomes

Un+1
j = Unj −

∆t

∆x

(
F (Unj )− F (U1(U

n
j−1, U

n
j ))
)
,

where U1(U
n
j−1, U

n
j ) is defined as in (4.3).

Riemann solver (A2). The Riemann solver (A2) relying on Construction A2 yields

(4.4) Uexact(0−;UL, UR) = U1(UL, UR), Uexact(0+;UL, UR) = U2(UL, UR).

We can determine U1(UL, UR) and U2(UL, UR) as follows:

Step 1.

- Set h1 = h#L , where h#L is defined as in Lemma 2.1.

- Set h2 = h0, where U0 = (h0, u0, θL, aL) =W1(UL) ∩ C0.

Step 2.

- Estimate hT = (h1 + h2)/2.

- Compute UT = (hT , uT , θL, aL) ∈ W1(UL).
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- Compute U bT = (hbT , u
b
T , θL, aR) ∈ W4(UT ), where hbT is the bigger root of the non-

linear equation (2.12), ubT = uThT /h
b
T .

Step 3.

- If U bT ∈ W3←2(UR), terminate the computation and set U1(UL, UR) = UT , U2(UL,

UR) = U bT .

- If U bT is above the curve W3←2(UR), set h1 = h and return Step 2.

- If U bT is below the curve W3←2(UR), set h2 = h and return Step 2.

This implies that the Godunov scheme (4.2) using the Riemann solver (A2) becomes

Un+1
j = Unj −

∆t

∆x

(
F (U1(U

n
j , U

n
j+1))− F (U2(U

n
j−1, U

n
j ))
)
,

where U1(U
n
j , U

n
j+1), U2(U

n
j−1, U

n
j ) are defined as in (4.4).

Riemann solver (A3). The Riemann solver (A3) relying on Construction A3 yields

(4.5) Uexact(0−;UL, UR) = UL, Uexact(0+;UL, UR) = U3(UL, UR).

We can determine U3(UL, UR) as follows:

Step 1. Set a1 = aL, a2 = aR.

Step 2.

- Estimate a = (a1 + a2)/2.

- Compute U sL = (hsL, u
s
L, θL, a) where hsL is the smaller root of the nonlinear equa-

tion (2.12), usL = uLhL/h
s
L.

- Compute U s#L = (hs#L , us#L , θL, a) where hs#L , us#L are defined as in Lemma 2.1.

- Compute U s#bL = (hs#bL , us#bL , θL, aR) where hs#bL is the bigger root of the nonlinear

equation (2.12), us#bL = us#L hs#L /hs#bL .

Step 3.

- If U s#bL ∈ W3←2(UR), terminate the computation and set U3(UL, UR) = U s#bL .

- If U s#bL is above the curve W3←2(UR), set a2 = a and return Step 2.

- If U s#bL is below the curve W3←2(UR), set a1 = a and return Step 2.
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This implies that the Godunov scheme (4.2) using the Riemann solver (A3) becomes

Un+1
j = Unj −

∆t

∆x

(
F (Unj )− F (U3(U

n
j−1, U

n
j ))
)
,

where U3(U
n
j−1, U

n
j ) is defined as in (4.5).

Riemann solver (B1). The Riemann solver (B1) relying on Construction B1 yields

(4.6) Uexact(0−;UL, UR) = U1(UL, UR), Uexact(0+;UL, UR) = U2(UL, UR),

where

U1(UL, UR) = U+ = (h+, u+, θL, aL) =W1(UL) ∩ C+,

U2(UL, UR) = U+s = (h+s, u+s, θL, aR),

h+s is the smaller root of the nonlinear equation (2.12) and u+s = u+h+/h+s. This implies

that the Godunov scheme (4.2) using the Riemann solver (B1) becomes

Un+1
j = Unj −

∆t

∆x

(
F (U1(U

n
j , U

n
j+1))− F (U3(U

n
j−1, U

n
j ))
)
,

where U1(U
n
j , U

n
j+1), U3(U

n
j−1, U

n
j ) are defined as in (4.6).

Riemann solver (B2). The Riemann solver (B2) relying on Construction B2 yields

(4.7) Uexact(0−;UL, UR) = U1(UL, UR), Uexact(0+;UL, UR) = U2(UL, UR).

We can determine U1(UL, UR) and U2(UL, UR) as follows:

Step 1.

- Set h1 = h+, where U+ = (h+, u+, θL, aL) =W1(UL) ∩ C+.

- Set h2 = h0, where U0 = (h0, u0, θL, aL) =W1(UL) ∩ C0.

Step 2.

- Estimate hT = (h1 + h2)/2.

- Compute UT = (hT , uT , θL, aL) ∈ W1(UL).

- Compute U bT = (hbT , u
b
T , θL, aR) ∈ W4(UT ), where hbT is the bigger root of the non-

linear equation (2.12), ubT = uThT /h
b
T .

Step 3.

- If U bT ∈ W3←2(UR), terminate the computation and set U1(UL, UR) = UT , U2(UL,

UR) = U bT .
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- If U bT is above the curve W3←2(UR), set h1 = h and return Step 2.

- If U bT is below the curve W3←2(UR), set h2 = h and return Step 2.

This implies that the Godunov scheme (4.2) using the Riemann solver (B2) becomes

Un+1
j = Unj −

∆t

∆x

(
F (U1(U

n
j , U

n
j+1))− F (U2(U

n
j−1, U

n
j ))
)
,

where U1(U
n
j , U

n
j+1), U2(U

n
j−1, U

n
j ) are defined as in (4.7).

Riemann solver (B3). The Riemann solver (B3) relying on Construction B3 yields

(4.8) Uexact(0−;UL, UR) = U1(UL, UR), Uexact(0+;UL, UR) = U4(UL, UR).

We can determine U1(UL, UR) and U4(UL, UR) as follows:

Step 1. U1(UL, UR) = U+ = (h+, u+, θL, aL) =W1(UL) ∩ C+.

Step 2. Set a1 = aL, a2 = aR.

Step 3.

- Estimate a = (a1 + a2)/2.

- Compute U+s = (h+s, u+s, θL, a) where h+s is the smaller root of the nonlinear

equation (2.12), u+s = u+h+/h+s.

- Compute U+s# = (h+s#, u+s#, θL, a) where h+s#, u+s# are defined as in Lemma 2.1.

- Compute U+s#b = (h+s#b, u+s#b, θL, aR) where h+s#b is the bigger root of the

nonlinear equation (2.12), u+s#b = u+s#h+s#/h+s#b.

Step 4.

- If U+s#b ∈ W3←2(UR), terminate the computation and set U4(UL, UR) = U+s#b.

- If U+s#b is above the curve W3←2(UR), set a2 = a and return Step 3.

- If U+s#b is below the curve W3←2(UR), set a1 = a and return Step 3.

This implies that the Godunov scheme (4.2) using the Riemann solver (B3) becomes

Un+1
j = Unj −

∆t

∆x

(
F (U1(U

n
j , U

n
j+1))− F (U4(U

n
j−1, U

n
j ))
)
,

where U1(U
n
j , U

n
j+1), U4(U

n
j−1, U

n
j ) are defined as in (4.8).

Theorem 4.1 (Properties). The Godunov-type scheme (4.2) possesses the following prop-

erties:



202 Nguyen Xuan Thanh, Mai Duc Thanh and Dao Huy Cuong

(i) It is a well-balanced scheme, that is, it is capable of capturing stationary waves

exactly.

(ii) It preserves the positivity of the water height.

Proof. (i) Suppose that Un is a stationary wave, then on each cell xj−1/2 < x < xj+1/2,

tn < t ≤ tn+1, the exact Riemann solution is constant, j ∈ Z, n = 0, 1, 2, . . .. This implies

that

Uexact

(
x− xj+1/2

t
;Unj , U

n
j+1

)
=

Unj if x < xj+1/2,

Unj+1 if x > xj+1/2,

Uexact

(
x− xj−1/2

t
;Unj−1, U

n
j

)
=

Unj−1 if x < xj−1/2,

Unj if x > xj−1/2,

so

Uexact(0−;Unj , U
n
j+1) = Uexact(0+;Unj−1, U

n
j ),

which yields

Un+1
j = Unj , ∀ j ∈ Z, n = 0, 1, 2, . . . .

So, if the initial data U0 corresponds to a stationary wave, then it also holds that

Unj = U0
j , ∀ j ∈ Z, n = 0, 1, 2, . . . .

This establishes (i).

(ii) To prove this, we need to find Uexact(0−;Unj , U
n
j+1), Uexact(0+;Unj−1, U

n
j ) in the

Godunov-type scheme through on 6 constructions in Section 3, so we have 36 pairs of

constructions as {A1-A1; A1-A2; . . . } to determine exact solutions. In each pair, we show

that high of water and temperature water always are positive. We need only to choose a

pair to prove this, since the other cases are similar.

Let us choose Case B2-A3 and suppose that hnj > 0, unj > 0, θnj > 0 (∀ j ∈ Z), we have

Un+1
j = Unj −

∆t

∆x

(
F (Uexact(0−;Unj , U

n
j+1))− F (Uexact(0+;Unj−1, U

n
j ))
)

= Unj −
∆t

∆x

(
F (U1(U

n
j , U

n
j+1))− F (U3(U

n
j−1, U

n
j ))
)
,

(4.9)

where U1(U
n
j , U

n
j+1) = (Unj )W1 ∈ W1(U

n
j ) and U3(U

n
j−1, U

n
j ) = (Uj−1)

s#b are defined by

Construction B2, Construction A3, respectively.

First, we point out that hn+1
j > 0, ∀ j ∈ Z. It holds from (4.9) that

hn+1
j = hnj −

∆t

∆x

(
(hnj )W1(unj )W1 − (hnj−1)

s#b(unj−1)
s#b
)

= hnj −
∆t

∆x
(hnj )W1(unj )W1 +

∆t

∆x
(hnj−1)

s#b(unj−1)
s#b.

(4.10)
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If (Unj )W1 = (Unj )rare ∈ R1(U
n
j ) then (hnj )rare < hnj , we set (hnj )rare = hnj · q, (0 < q < 1),

we have

hn+1
j = hnj

(
1− ∆t

∆x
· q · (unj )rare

)
+

∆t

∆x

(
(hnj−1)

s#b(unj−1)
s#b
)
.

Next, the C.F.L. condition

∆t

∆x
max{|λk(Unj )rare| : k = 1, 2, 3, 4} ≤ 1

2

implies that

(4.11) 1− ∆t

∆x
· q · (unj )rare > 0.

If (Unj )W1 = (Unj )shock ∈ S1(Unj ) then (hnj )shock > hnj , applying the Rankine-Hugoniot

relations, we have

hn+1
j = hnj −

∆t

∆x
(hnj )shock(unj )shock +

∆t

∆x

(
(hnj−1)

s#b(unj−1)
s#b
)

= hnj

(
1− ∆t

∆x
(unj )

)
− ∆t

∆x
σ
(
Unj , (U

n
j )shock

)(
(hnj )shock − hnj

)
+

∆t

∆x

(
(hnj−1)

s#b(unj−1)
s#b
)(4.12)

where
∆t

∆x
max{|λk(Unj )| : k = 1, 2, 3, 4} ≤ 1

2
, σ

(
Unj , (U

n
j )shock

)
< 0,

so that

hnj

(
1− ∆t

∆x
(unj )

)
− ∆t

∆x
σ
(
Unj , (U

n
j )shock

)(
(hnj )shock − hnj

)
> 0.

Besides, it holds that

(4.13)

(hnj−1)
s#b(unj−1)

s#b = (hnj−1)
s#(unj−1)

s# (Stationary wave)

= (hnj−1)
s(unj−1)

s (Lemma 2.1)

= hnj−1u
n
j−1 > 0. (Stationary wave)

From (4.10), (4.11), (4.12), (4.13), we conclude that hn+1
j > 0.

Second, we prove θn+1
j > 0, ∀ j ∈ Z, beginning with hθ component in scheme (4.9):

hn+1
j θn+1

j = hnj θ
n
j −

∆t

∆x

(
(hnj )W1(unj )W1(θnj )W1 − (hnj−1)

s#b(unj−1)
s#b(θnj−1)

s#b
)

= hnj θ
n
j −

∆t

∆x

(
(hnj )W1(unj )W1θnj − (hnj−1)

s#b(unj−1)
s#bθnj−1

)
= θnj

(
hnj −

∆t

∆x
(hnj )W1(unj )W1

)
+ θnj−1

∆t

∆x
(hnj−1)

s#b(unj−1)
s#b.

(4.14)

Arguing similarly as above, we obtain

(4.15) hnj −
∆t

∆x
(hnj )W1(unj )W1 > 0,

∆t

∆x
(hnj−1)

s#b(unj−1)
s#b > 0.

From (4.14) and (4.15), we conclude that θn+1
j > 0. This establishes (ii).
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5. Numerical experiments

This section is devoted to numerical tests by using MATLAB, which demonstrate the

advantages of our scheme (4.2). For each test, we compare the approximate solution Uh

corresponding to the mesh size h with the exact solution U by computing the accuracy

in the L1-norm. By using the stability condition CFL = 0.5, and we plot the solution Uh

and U for x ∈ [−1, 1], t = 0.05.

5.1. Test 1: Well-balanced

5.1.1. Test 1.1: Well-balanced with discontinuous topography

This test is aimed to demonstrate that the Godunov-type scheme (4.2) is capable of

maintaining equilibrium states when topography is discontinuous. Let

U0(x) =

UL = (hL, uL, θL, aL) if x < 0,

UR = (hR, uR, θR, aR) if x > 0,

where the left-hand and the right-hand states of a stationary wave. Here they are chosen

to be by

(hL, uL, θL, aL) = (3, 0.5, 3, 1), (hR, uR, θR, aR) = (2.799369, 0.535835, 3, 1.2).

Figure 5.1: A stationary contact wave is captured exactly by Godunov method using our

Riemann solver with 800 mesh points in Test 1.1.
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See Figure 5.1, and Table 5.1 shows that the stationary contact is well captured by

Godunov method using our exact Riemann solver for x ∈ [−1, 1] with 800 mesh points

and at time t = 0.05.

N ‖Uh − U‖L1

400 0.0015

800 7.2967× 10−4

Table 5.1: Errors of numerical approximations for different mesh sizes for Test 1.1.

5.1.2. Test 1.2: Well-balanced with flat topography

This test is aimed to demonstrate that the Godunov-type scheme (4.2) is capable of

maintaining equilibrium states when topography is flat and velocity of water equals zero.

Figure 5.2: A stationary contact wave is captured exactly by Godunov method using our

Riemann solver with 800 mesh points in Test 1.2.

Let

U0(x) =

UL = (hL, uL, θL, aL) if x < 0,

UR = (hR, uR, θR, aR) if x > 0,
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where the left-hand and the right-hand states of a stationary wave. Here they are chosen

to be by

(hL, uL, θL, aL) = (3, 0, 0.2, 2), (hR, uR, θR, aR) = (4.2426, 0, 0.1, 2).

See Figure 5.2, and Table 5.2 shows that the stationary contact is well captured by

Godunov method using our exact Riemann solver for x ∈ [−1, 1] with 800 mesh points

and at time t = 0.05.

N ‖Uh − U‖L1

400 2.8377× 10−17

800 2.8066× 10−17

Table 5.2: Errors of numerical approximations for different mesh sizes for Test 1.2.

5.1.3. Test 1.3: Well-balanced with continuous topography

This test is aimed to demonstrate that the Godunov-type scheme (4.2) is capable of

maintaining equilibrium states when topography is continuous. Let us take the smooth

topography as a(x) = 2− tan−1(x) and the initial data as (h0, u0, θ0, a0) = (0.5, 4, 3, 2).

Figure 5.3: A stationary contact wave is captured exactly by Godunov method using our

Riemann solver with 800 mesh points in Test 1.3.
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See Figure 5.3, and Table 5.3 shows that the stationary contact is well captured by

Godunov method using our exact Riemann solver for x ∈ [−1, 1] with 800 mesh points

and at time t = 0.05.

N ‖Uh − U‖L1

400 2.3946× 10−5

800 6.4209× 10−5

Table 5.3: Errors of numerical approximations for different mesh sizes for Test 1.3.

5.2. Test 2: Construction A1

In this test we approximate a Riemann solution of Construction A1. The Riemann data

are given by

U0(x) =

UL = (hL, uL, θL, aL) = (0.01, 4, 3, 1.2) ∈ G1 if x < 0,

UR = (hR, uR, θR, aR) = (0.02, 2, 4, 1) ∈ G1 if x > 0.

According to Construction A1, the exact solution is a stationary wave from UL to U1,

followed by a 1-shock wave from U1 to U2, followed by a 2-contact wave from U2 to U3,

then followed by a 3-shock wave from U3 to UR, where UL, U1, U2, U3, UR are reported

in Table 5.4.

UL U1 U2 U3 UR

h 0.01 0.007573 0.055304 0.047894 0.02

u 4.0 5.282064 3.039743 3.039743 2.0

θ 3.0 3.0 3.0 4.0 4.0

a 1.2 1.0 1.0 1.0 1.0

Table 5.4: States that separate the elementary waves of the exact solution of the Riemann

problem in Test 2: Construction A1.

The errors of solution and orders of accuracy for Test 2 are reported in Table 5.5.

Figure 5.4 shows that the approximate solutions get closer to the exact solution when

the mesh sizes get smaller. Notably, Table 5.5 shows that the errors become smaller

and orders of accuracy are good as the mesh size gets smaller. Besides that, when the

initial height of water is very small and nearly zero, our scheme still ensures that height is

greater than zero. So, Test 2 demonstrates the convergence of the approximate solutions

by Godunov-type scheme to the exact solution and the positive height of water.
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N ‖Uh − U‖L1 Order

100 0.1127

200 0.0799 0.50

400 0.0450 0.83

800 0.0277 0.70

1600 0.0170 0.70

Table 5.5: Errors of numerical approximations and orders of accuracy for different mesh

sizes for Test 2.

Figure 5.4: Exact solution and approximate solutions for different mesh sizes for Test 2.

5.3. Test 3: Construction A2

In this test we approximate a Riemann solution of Construction A2. We consider the

Riemann data to be

U0(x) =

UL = (hL, uL, θL, aL) = (0.5, 4, 3, 1.5) ∈ G1 if x < 0,

UR = (hR, uR, θR, aR) = (1.2, 1.5, 4, 1) ∈ G2 if x > 0.

According to Construction A2, the exact solution is a 1-shock wave from UL to U1, followed

by a stationary wave from U1 to U2, followed by a 2-contact wave from U2 to U3, then
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followed by a 3-rarefaction wave from U3 to UR, where UL, U1, U2, U3, UR are reported

in Table 5.6.

UL U1 U2 U3 UR

h 0.5 0.780210 1.327153 1.149348 1.2

u 4.0 2.053781 1.207381 1.207381 1.5

θ 3.0 3.0 3.0 4.0 4.0

a 1.5 1.5 1.0 1.0 1.0

Table 5.6: States that separate the elementary waves of the exact solution of the Riemann

problem in Test 3: Construction A2.

Figure 5.5: Exact solution and approximate solutions for different mesh sizes for Test 3.

The errors of solution and orders of accuracy for Test 3 are reported in Table 5.7.

Figure 5.5 shows that the approximate solutions get closer to the exact solution when

the mesh sizes get smaller. Notably, Table 5.7 shows that the errors become smaller and

orders of accuracy are good as the mesh size gets smaller. So, Test 3 demonstrates the

convergence of the approximate solutions by Godunov-type scheme to the exact solution

when the initial data belong to Supercritical and subcritical.
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N ‖Uh − U‖L1 Order

100 0.1016

200 0.0672 0.60

400 0.0371 0.86

800 0.0232 0.68

1600 0.0152 0.61

Table 5.7: Errors of numerical approximations and orders of accuracy for different mesh

sizes for Test 3.

5.4. Test 4: A resonant phenomenon case (Construction A3)

In this test we approximate a Riemann solution of Construction A3, where the Riemann

data are given by

U0(x) =

UL = (hL, uL, θL, aL) = (0.5, 4, 3, 1.5) ∈ G1 if x < 0,

UR = (hR, uR, θR, aR) = (1, 3.5, 4, 1) ∈ G2 if x > 0.

According to Construction A3, the exact solution is a stationary wave from UL to U1,

followed by a 1-shock wave with zero-speed from U1 to U2, followed by a stationary wave

from U2 to U3, followed by a 2-contact wave from U3 to U4, then followed by a 3-rarefaction

wave from U4 to UR, where UL, U1, U2, U3, U4, UR are reported in Table 5.8.

UL U1 U2 U3 U4 UR

h 0.5 0.262427 0.895486 0.922220 0.798666 1.0

u 4.0 7.621172 2.233425 2.168679 2.168679 3.5

θ 3.0 3.0 3.0 3.0 4.0 4.0

a 1.5 1.021888 1.021888 1.0 1.0 1.0

Table 5.8: States that separate the elementary waves of the exact solution of the Riemann

problem in Test 4: Construction A3.

One can see from the configuration of the exact solution (3.4) that the exact solution

contains three waves propagating with the same zero speed. The errors of solution and

orders of accuracy for Test 4 are reported in the Table 5.9.
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N ‖Uh − U‖L1 Order

100 0.1496

200 0.0972 0.62

400 0.0612 0.67

800 0.0391 0.65

1600 0.0252 0.63

Table 5.9: Errors of numerical approximations and orders of accuracy for different mesh

sizes for Test 4.

Figure 5.6 shows that the approximate solutions get closer to the exact solution when

the mesh sizes get smaller. Notably, Table 5.9 shows that the errors become smaller and

orders of accuracy are good as the mesh size gets smaller. So, Test 4 demonstrates the

convergence of the approximate solutions by Godunov-type scheme to the exact solution

when the initial data even for the resonant phenomenon, where several waves travel with

a coinciding speed.

Figure 5.6: Exact solution and approximate solutions for different mesh sizes for Test 4.
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5.5. Test 5: Construction B1

In this test we approximate a Riemann solution of Construction B1 with the Riemann

data

U0(x) =

UL = (hL, uL, θL, aL) = (0.5, 2, 4, 1.5) ∈ G2 if x < 0,

UR = (hR, uR, θR, aR) = (0.3, 6.5, 2, 1) ∈ G1 if x > 0.

According to Construction B1, the exact solution is a 1-rarefaction wave from UL to U1,

followed by a stationary wave from U1 to U2, followed by a 1-shock wave from U2 to U3,

followed by a 2-contact wave from U3 to U4, then followed by a 3-shock wave from U4 to

UR, where UL, U1, U2, U3, U4, UR are reported in Table 5.10.

UL U1 U2 U3 U4 UR

h 0.5 0.333950 0.147735 0.240767 0.340497 0.3

u 2.0 3.618124 8.178626 6.817442 6.817442 6.5

θ 4.0 4.0 4.0 4.0 2.0 2.0

a 1.5 1.0 1.0 1.0 1.0 1.0

Table 5.10: States that separate the elementary waves of the exact solution of the Riemann

problem in Test 5: Construction B1.

The errors of solution and orders of accuracy for Test 5 are reported in Table 5.11.

N ‖Uh − U‖L1 Order

100 0.2869

200 0.1821 0.66

400 0.1157 0.65

800 0.0744 0.64

1600 0.0477 0.64

Table 5.11: Errors of numerical approximations and orders of accuracy for different mesh

sizes for Test 5.

Figure 5.7 shows that the approximate solutions get closer to the exact solution when

the mesh sizes get smaller. Notably, Table 5.11 shows that the errors become smaller and

orders of accuracy are good as the mesh size gets smaller. So, Test 5 demonstrates the

convergence of the approximate solutions by Godunov-type scheme to the exact solution.



Godunov Scheme for Shallow Water with Temperature 213

Figure 5.7: Exact solution and approximate solutions for different mesh sizes for Test 5.

5.6. Test 6: Construction B2

In this test we approximate a Riemann solution of Construction B2 with the Riemann

data

U0(x) =

UL = (hL, uL, θL, aL) = (0.6, 3, 4, 1.5) ∈ G2 if x < 0,

UR = (hR, uR, θR, aR) = (1.5, 2.4, 3, 1) ∈ G2 if x > 0.

UL U1 U2 U3 UR

h 0.6 0.518204 1.156671 1.335608 1.5

u 3.0 3.685363 1.651092 1.651092 2.4

θ 4.0 4.0 4.0 3.0 3.0

a 1.5 1.5 1.0 1.0 1.0

Table 5.12: States that separate the elementary waves of the exact solution of the Riemann

problem in Test 6: Construction B2.

According to Construction B2, the exact solution is a 1-rarefaction wave from UL to

U1, followed by a stationary wave from U1 to U2, followed by a 2-contact wave from U2 to
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U3, then followed by a 3-rarefaction wave from U3 to UR, where UL, U1, U2, U3, UR are

reported in Table 5.12.

The errors of solution and orders of accuracy for Test 6 are reported in Table 5.13.

N ‖Uh − U‖L1 Order

100 0.1399

200 0.0906 0.63

400 0.0579 0.65

800 0.0374 0.63

1600 0.0241 0.63

Table 5.13: Errors of numerical approximations and orders of accuracy for different mesh

sizes for Test 6.

Figure 5.8 shows that the approximate solutions get closer to the exact solution when

the mesh sizes get smaller. Notably, Table 5.13 shows that the errors become smaller and

orders of accuracy are good as the mesh size gets smaller. So, Test 6 demonstrates the

convergence of the approximate solutions by Godunov-type scheme to the exact solution.

Figure 5.8: Exact solution and approximate solutions for different mesh sizes for Test 6.
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5.7. Test 7: A resonant phenomenon case (Construction B3)

In this test we approximate a Riemann solution of Construction B3 with the Riemann

data

U0(x) =

UL = (hL, uL, θL, aL) = (0.5, 2, 4, 1.5) ∈ G2 if x < 0,

UR = (hR, uR, θR, aR) = (0.9, 1.5, 3, 1) ∈ G2 if x > 0.

According to Construction B3, the exact solution is a 1-rarefaction wave from UL to U1,

followed by a stationary wave from U1 to U2, followed by a 1-shock wave with zero-speed

from U2 to U3, followed by a stationary wave U3 to U4,followed by a 2-contact wave from

U4 to U5, then followed by a 3-shock wave from U5 to UR, where UL, U1, U2, U3, U4, U5,

UR are reported in Table 5.14.

UL U1 U2 U3 U4 U5 UR

h 0.5 0.333950 0.168242 0.586556 0.785290 0.906775 0.9

u 2.0 3.618124 7.181757 2.059946 1.538632 1.538632 1.5

θ 4.0 4.0 4.0 4.0 4.0 3.0 3.0

a 1.5 1.5 1.174806 1.174806 1.0 1.0 1.0

Table 5.14: States that separate the elementary waves of the exact solution of the Riemann

problem in Test 7: Construction B3.

As we have seen by (3.7), the exact solution contains three waves propagating with

the same zero speed. The errors of solution and orders of accuracy for Test 7 are reported

in Table 5.15.

N ‖Uh − U‖L1 Order

100 0.1033

200 0.0670 0.62

400 0.0425 0.66

800 0.0269 0.66

1600 0.0171 0.65

Table 5.15: Errors of numerical approximations and orders of accuracy for different mesh

sizes for Test 7.

Figure 5.9 shows that the approximate solutions get closer to the exact solution when
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the mesh sizes get smaller. Notably, Table 5.15 shows that the errors become smaller and

orders of accuracy are good as the mesh size gets smaller. So, Test 7 demonstrates the

convergence of the approximate solutions by Godunov-type scheme to the exact solution

in this very interesting resonant case, where the exact solutions contains several waves

corresponding to different characteristic fields, which propagate with a coinciding shock

speed.

Figure 5.9: Exact solution and approximate solutions for different mesh sizes for Test 7.

5.8. Test 8: Wave interaction problem

In this test we consider the Cauchy problem where the initial data consist of three constant

states UL, UM and UR with a jump discontinuity at two different points x1 < x2, says,

x1 = 0 and x2 = 1. At the beginning, the Cauchy problem can be seen as two separated

Riemann problems centered at x1 and x2. After a certain time t = t1, the wave with

highest speed in the solution of the Riemann problem centered at x1 interacts with the

wave with lowest speed in the solution of the Riemann problem centered at x2. New

waves will be generated after the wave interaction at t1. We will calculate the time of

wave interaction t1 and will compute the approximate solution by the scheme after this

time and compare with the exact solution. It is interesting to see the interaction of waves

where the bottom level suffers a jump. Therefore, we will consider the interaction of a

3-shock starting from x1 with a 4-stationary contact discontinuity along x2. This two
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waves meet at (x, t) = (x2, t1). New waves are generated from this wave interaction, and

they are merely elementary waves of the local Riemann problem centered at (x2, t1).

Precisely, we consider the Cauchy problem with the following initial condition

(5.1)

U0(x) =


UL = (hL, uL, θL, aL) = (0.5, 4, 3, 1.5) ∈ G1 if x < 0,

UM = (hM , uM , θM , aM ) = (0.3, 3.5, 4, 1) ∈ G1 if 0 < x < 1,

UR = (hR, uR, θR, aR) = (0.152633, 6.879229, 4, 0.7) ∈ G1 if x > 1,

see Figure 5.10.

Figure 5.10: The initial condition (5.1).

It holds that the Riemann data (UL, UM ) at x = 0 satisfies Construction A1 and the

Riemann data (UM , UR) at x = 1 satisfies (2.11). So, while t < t1, the Riemann solution

at x = 0 is

W4(UL, U1)⊕ S1(U1, U2)⊕W2(U2, U3)⊕ S3(U3, UM ),

and the Riemann solution at x = 1 is just the 4-contact stationary wave

W4(UM , UR),

see Figure 5.11. A wave interaction occurs when the 3-shock wave S3(U3, UM ) from x = 0

meets the 4-stationary contact wave W4(UM , UR) at (x = 1, t1). The time t1 is determined
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by equating

x = σ3(U3, UR)t = 1, or t1 ≈ 0.1204.

Observe that the 2-contact W2(U2, U3) starting at x = 0 may meet the 4-contact W4(UM ,

UR) at a larger time t2, when the line x = σ2(U2, U3)t cuts the line x = 1. It is easy to

check that t2 ≈ 0.1927.

Figure 5.11: The exact solution for Test 8 at time t1 < t < t2.

We will conduct the test at a time t∗ between these two values t1 and t2. For example,

we take

t∗ = 0.15.

Note that after the first wave interaction between the 3-shock wave S3(U3, UM ) and

the 4-stationary contact wave W4(UM , UR), new waves are generated and form a solution

of the local Riemann problem centered at (x = 1, t1) with the with data (U3, UR). It is

easy to see that after the first wave interaction and before the second wave interaction,

that is,

t1 < t < t2,

the exact solution of this local Riemann problem centered at (x = 1, t1) with the initial

data (U3, UR) is given by

W4(U3, U4)⊕R1(U4, U5)⊕ S3(U5, UR).

Overall, the exact solution for (1.1) with initial data (5.1) at the time t = 0.15 is

W4(UL, U1)⊕ S1(U1, U2)⊕W2(U2, U3)⊕W4(U3, U4)⊕R1(U4, U5)⊕ S3(U5, UR),

see Figure 5.11, where the states U1, U2, U3, U4 and U5 are reported in Table 5.16.
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U1 U2 U3 U4 U5

h 0.259147 0.534519 0.462907 0.302650 0.261204

u 7.717632 5.190415 5.190415 7.938793 8.427843

θ 3.0 3.0 4.0 4.0 4.0

a 1.0 1.0 1.0 0.7 0.7

Table 5.16: States that separate the elementary waves of the exact solution of the wave

interaction problem in Test 8.

N ‖Uh − U‖L1 Order

100 0.3577

200 0.2184 0.71

400 0.1337 0.71

800 0.0834 0.68

1600 0.0504 0.73

Table 5.17: Errors of numerical approximations and orders of accuracy for different mesh

sizes for Test 8.

Figure 5.12: Approximations by the Godunov-type scheme at the time t∗ = 0.15 after the

time waves interact t1 ≈ 0.1204 for Test 8.
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The errors of solution and orders of accuracy for Test 8 are reported in Table 5.17.

Figure 5.12 shows that the approximate solutions get closer to the exact solution when

the mesh sizes get smaller. Table 5.17 shows that the errors become smaller and orders of

accuracy are good as the mesh size gets smaller. So, Test 8 demonstrates the convergence

of the approximate solutions by Godunov-type scheme to the exact solution.

6. Conclusions

The fact that the Ripa system (1.1) is nonconservative makes it hard for existing schemes.

Therefore, the study of numerical approximations for solutions of the system has been a

very challenging issue. Here, we aim to employ the idea of the Godunov scheme for con-

servation laws by using exact solutions of the local Riemann problem. For this purpose,

we first present exact solutions of the Riemann problem for (1.1)–(1.2) in a computa-

tional form such that the states determining elementary waves can be computed from

the nonlinear algebraic equations. In particular, this provides us with the exact Riemann

solvers, which can be used to build up a Godunov-type scheme. Interesting properties

of this scheme are established, where we show that the scheme is well-balanced, and it

preserves the positivity of the water height. The accuracy is computed for all the numer-

ical tests, which shows the convergence of the scheme where the initial data belong to the

supercritical region, or subcritical region, or both. Especially, approximate solutions by

our scheme still converge to the exact solutions even in the resonant phenomenon, where

the exact solutions contain several distinct waves propagating with the same shock speed.

Furthermore, the approximations by the Godunov-type scheme of the solution of the wave

interaction problem are considered and give very suitable results.
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