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Finite-time stability and stabilization problem is first investigated for continuous-time polynomial fuzzy systems. The concept
of finite-time stability and stabilization is given for polynomial fuzzy systems based on the idea of classical references. A sum-
of-squares- (SOS-) based approach is used to obtain the finite-time stability and stabilization conditions, which include some
classical results as special cases. The proposed conditions can be solved with the help of powerful Matlab toolbox SOSTOOLS
and a semidefinite-program (SDP) solver. Finally, two numerical examples and one practical example are employed to illustrate the
validity and effectiveness of the provided conditions.

1. Introduction

Over the past decades, the fuzzy logic control has developed
into a successful and fruitful branch of automation and
control theory due to the fact that the fuzzy models are the
appealing and efficient tools in approximating the complex
nonlinear dynamical systems. Among different fuzzy mod-
els, the well-known Takagi-Sugeno (T-S) fuzzy model has
attracted considerable research attention [1–5] and a large
amount of literature has appeared on the fundamental issues
of stability and stabilization for T-S fuzzy systems (see, e.g.,
[6, 7] and the cited therein). Very recently, Choi et al. [8] put
forward a new method to formulate a framework that can
describe T-S fuzzy systems with time-varying input delay and
output constraints based on (𝑄, 𝑆, 𝑅) − 𝛼-dissipativity, which
not only synthesized 𝐻∞ control and passivity control, but
also applied the obtained results to different road conditions.
In the field of the fuzzy controller design, the authors in
[9] considered input saturation of the nonlinear systems and
employed a variables separation approach and the small-
gain approach to design an adaptive back-stepping fuzzy
controller, which provided more extensive applications in
practice.

Recently, the T-S fuzzy model has been extended to poly-
nomial fuzzy model [10–15]. SOS approach to polynomial
fuzzy systemhas been presented simultaneously and provides
more extensive and/or relaxed results for the existing LMI
approaches to T-S fuzzy system. A feasible solution to the
SOS-based stability conditions can be foundnumericallywith
the help of a powerful Matlab toolbox SOSTOOLS [16].

Stability and stabilization conditions in terms of SOS are
central to the problem of stability analysis and control design
for polynomial fuzzy model, which have been investigated
in the past ten years. For example, Tanaka et al. [10–14]
firstly proposed SOS-based framework to obtain stability
and stabilization conditions of the polynomial fuzzy systems
based on polynomial Lyapunov functions. Recently, a new
SOS design framework for robust control of polynomial fuzzy
systems with uncertainties is presented by the research group
of professor Tanaka [17]. During this period, professor Lam
and his colleagues make great contributions to relax the
stability and stabilization conditions. For instance, shape-
dependent SOS-based stability analysis of the polynomial
fuzzy-control systems is investigated in [18]. A piecewise-
linear membership function [19] and a switching polynomial
Lyapunov function [20] are separately proposed to facilitate
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the stability analysis. Some other related issues of the polyno-
mial fuzzy model have also been investigated for closed-form
estimates of the domain of attraction [21], for tracking control
of polynomial fuzzy networked systems [22], and for stability
analysis and controller design of discrete-time polynomial
fuzzy time-varying delay systems [23].

As is well known to the control community, the behavior
of a system over a fixed time interval is practicable and then
widely concerned. In view of this, a concept of finite-time
stability (FTS) is introduced in [24, 25] and great attention has
been paid to (T-S) fuzzy model [26–29]. However, the finite-
time stability analysis and controller design of polynomial
fuzzy model are seldom discussed.

Motivated by above discussions, in this paper, the prob-
lem of finite-time stability and stabilization for a class of
continuous-time polynomial fuzzy system is considered.
The main contributions of this paper are twofold: (1) the
concept of finite-time stability for polynomial fuzzy model is
firstly proposed, and (2) finite-time stabilizing controller is
designed to stabilize the nonlinear system represented in the
form of SOS, which is superior to the form of LMIs.

The rest of this paper is organized as follows: some
foundational descriptions, necessary definitions, and relevant
lemmas are recalled in Section 2. The main results are
obtained in Section 3. Firstly, finite-time stability conditions
for the polynomial fuzzy system without any control input
are derived by using a new polynomial Lyapunov-Krasovskii
functional. Secondly, the stability conditions are extended to
finite-time stabilization conditions for the continuous-time
polynomial fuzzy system with a controller in terms of SOS.
All conditions can be solved via the SOSTOOLS and an SDP
solver. Section 4 provides three illustrative examples. Finally,
conclusions are drawn in Section 5.

Notations. Throughout this paper, the notations employed
are fairly standard. The superscripts −1 and 𝑇 stand for the
inverse and transpose of a matrix, respectively. 𝑃 > 0 (𝑃 ≥ 0,𝑃 < 0, and 𝑃 ≤ 0) means that the matrix 𝑃 is positive
definite (positive semidefinite, negative definite, and negative
semidefinite). 𝑅𝑚×𝑛 is the set of𝑚×𝑛 real matrices. 𝐼 denotes
the identity matrix with compatible dimensions.

2. Preliminaries and Problem Formulation

Consider the following nonlinear system:

𝑥̇ (𝑡) = 𝑓 (𝑥 (𝑡) , 𝑢 (𝑡)) , (1)

where 𝑓 is a nonlinear function, 𝑥(𝑡) =[𝑥1(𝑡) 𝑥2(𝑡) ⋅ ⋅ ⋅ 𝑥𝑛(𝑡)]𝑇 is the state vector, and 𝑢(𝑡) =
[𝑢1(𝑡) 𝑢2(𝑡) ⋅ ⋅ ⋅ 𝑢𝑚(𝑡)]𝑇 is the input vector. Based on the
sector nonlinearity concept [1], system (1) can be expressed
in the following polynomial if-then rules.

Model Rule 𝑖. If 𝑧1(𝑡) isM𝑖1 and 𝑧2(𝑡) isM𝑖2 and . . . and 𝑧𝑝(𝑡)
isM𝑖𝑝, then

𝑥̇ (𝑡) = 𝐴 𝑖 (𝑥 (𝑡)) 𝑥 (𝑥 (𝑡)) + 𝐵𝑖 (𝑥 (𝑡)) 𝑢 (𝑡) , (2)

where 𝐴 𝑖(𝑥(𝑡)) ∈ 𝑅𝑛×𝑛 and 𝐵𝑖(𝑥(𝑡)) ∈ 𝑅𝑛×𝑚 (𝑖 = 1, 2, . . . , 𝑟;𝑟 is the number of if-then rules.) are polynomial matrices in𝑥(𝑡). The term 𝑥(𝑥(𝑡)) ∈ 𝑅𝑁 is an𝑁×1 column vector whose
entries are all monomials in 𝑥(𝑡).

The defuzzification process ofmodel (2) can be calculated
as below (for more details, see [10]):

𝑥̇ (𝑡)
= ∑𝑟𝑖=1 𝜔𝑖 (𝑧 (𝑡)) {𝐴 𝑖 (𝑥 (𝑡)) 𝑥 (𝑥 (𝑡)) + 𝐵𝑖 (𝑥 (𝑡)) 𝑢 (𝑡)}

∑𝑟𝑖=1 𝜔𝑖 (𝑧 (𝑡))
= 𝑟∑
𝑖=1

ℎ𝑖 (𝑧 (𝑡)) {𝐴 𝑖 (𝑥 (𝑡)) 𝑥 (𝑥 (𝑡)) + 𝐵𝑖 (𝑥 (𝑡)) 𝑢 (𝑡)} ,
(3)

where

𝑧 (𝑡) = [𝑧1 (𝑡) ⋅ ⋅ ⋅ 𝑧𝑝 (𝑡)] ,
𝜔𝑖 (𝑧 (𝑡)) = 𝑝∏

𝑗=1

𝑀𝑖𝑗 (𝑧𝑗 (𝑡)) ,
𝑟∑
𝑖=1

𝜔𝑖 (𝑧 (𝑡)) > 0, 𝜔𝑖 (𝑧 (𝑡)) ≥ 0, 𝑖 = 1, 2, . . . , 𝑟,
ℎ𝑖 (𝑧 (𝑡)) ≜ 𝜔𝑖 (𝑧 (𝑡))∑𝑟𝑖=1 𝜔𝑖 (𝑧 (𝑡)) ≥ 0,
𝑟∑
𝑖=1

ℎ𝑖 (𝑧 (𝑡)) = 1.

(4)

Before proceeding, the following definitions and lemma
are necessary.

Definition 1 (see [16]). A polynomial 𝑝(𝑥), 𝑥 ∈ 𝑅𝑁, is an SOS,
if there exist polynomials 𝑓1(𝑥), . . . , 𝑓𝑚(𝑥) such that

𝑝 (𝑥) = 𝑚∑
𝑖=1

𝑓2𝑖 (𝑥) . (5)

Definition 2 (see [16]). The SOS condition (5) is equivalent to
the existence of a positive semidefinite matrix 𝑄, such that

𝑝 (𝑥) = 𝑍𝑇 (𝑥)𝑄𝑍 (𝑥) , (6)

where 𝑍(𝑥) is some properly chosen vector of monomials.

Definition 3 (finite-time stability). Given a positive definite
matrix 𝑅 and three positive constants 𝑐1, 𝑐2, 𝑇𝑓 (𝑐1 < 𝑐2),
the polynomial fuzzy system (3) with 𝑢(𝑡) ≡ 0 is said
to be finite-time stable with respect to (𝑐1, 𝑐2, 𝑇𝑓, 𝑅), if𝑥𝑇(𝑥(0))𝑅𝑥(𝑥(0)) < 𝑐1 ⇒ 𝑥𝑇(𝑥(𝑡))𝑅𝑥(𝑥(𝑡)) < 𝑐2, ∀𝑡 ∈[0, 𝑇𝑓].
Definition 4 (finite-time stabilization). Given a positive defi-
nite matrix 𝑅 and three positive constants 𝑐1, 𝑐2, 𝑇𝑓 (𝑐1 < 𝑐2),
the polynomial fuzzy system (3)with control input 𝑢(𝑡) is said
to be finite-time stabilization with respect to (𝑐1, 𝑐2, 𝑇𝑓, 𝑅),
if 𝑥𝑇(𝑥(0))𝑅𝑥(𝑥(0)) < 𝑐1 ⇒ 𝑥𝑇(𝑥(𝑡))𝑅𝑥(𝑥(𝑡)) < 𝑐2, ∀𝑡 ∈[0, 𝑇𝑓].
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Remark 5. Definitions 3 and 4 are a first attempt to give
the concept of finite-time stability and stabilization for
polynomial fuzzy systems based on the basic idea in classical
paper [24, 25]. When 𝑥(𝑥(𝑡)) here reduces to 𝑥(𝑡), the above
two definitions reduce to the forms in [24].

Lemma 6 (see [30]). Let 𝐹(𝑥(𝑡)) be an 𝑁 × 𝑁 symmetric
polynomial matrix of degree 2𝑑 in 𝑥(𝑡) ∈ 𝑅𝑛. Furthermore,
let 𝑥(𝑥(𝑡)) be a column vector whose entries are all monomials
in 𝑥(𝑡) with degree not greater than 𝑑. If V𝑇(𝑡)𝐹(𝑥(𝑡))V(𝑡) is an
SOS, where V(𝑡) ∈ 𝑅𝑁, then 𝐹(𝑥(𝑡)) ≥ 0 for all 𝑥(𝑡) ∈ 𝑅𝑛.
3. Main Results

In this section, the finite-time stability and stabilization
conditions for the continuous-time polynomial fuzzy system
(3) are given, respectively.

3.1. Finite-Time Stability of Continuous-Time Polynomial
Fuzzy System. Firstly, we will analyze the finite-time stability
of the continuous-time polynomial fuzzy system (3) with𝑢(𝑡) = 0. We drop the notation with respect to time 𝑡.
For example, we will use 𝑥, 𝑥(𝑥) to replace 𝑥(𝑡), 𝑥(𝑥(𝑡)),
respectively [10, 11]. In addition, 𝐴𝑘𝑖 (𝑥) refers to the 𝑘th row
of 𝐴 𝑖(𝑥). Then system (3) with 𝑢 = 0 has the following form:

𝑥̇ = 𝑟∑
𝑖=1

ℎ𝑖 (𝑧 (𝑡)) 𝐴 𝑖 (𝑥) 𝑥 (𝑥) . (7)

Theorem 7. Suppose there exist a symmetric polynomial
matrix𝑃(𝑥) ∈ 𝑅𝑁×𝑁, a constant𝛼 ≥ 0, and two positive scalarsΦ1 and Φ2 such that the following are satisfied:

𝑥𝑇 (𝑥) (𝑃 (𝑥) − 𝜖1 (𝑥) 𝐼) 𝑥 (𝑥) is SOS, (8)

− 𝑥𝑇 (𝑥)(𝑃 (𝑥) 𝑇 (𝑥)𝐴 𝑖 (𝑥) + 𝐴𝑇𝑖 (𝑥) 𝑇𝑇 (𝑥) 𝑃 (𝑥)

+ 𝑛∑
𝑘=1

𝜕𝑃 (𝑥)𝜕𝑥𝑘 𝐴𝑘𝑖 (𝑥) 𝑥 (𝑥) − 𝛼𝑃 (𝑥) + 𝜖2𝑖 (𝑥) 𝐼)𝑥 (𝑥)
is SOS, ∀𝑖,

(9)

𝑥𝑇 (𝑥) (𝑃 (𝑥) − Φ1𝑅 − 𝜖3 (𝑥) 𝐼) 𝑥 (𝑥) is SOS, (10)

𝑥𝑇 (𝑥) (Φ2𝑅 − 𝑃 (𝑥) − 𝜖4 (𝑥) 𝐼) 𝑥 (𝑥) is SOS, (11)

𝑥𝑇 (𝑥) (Φ1𝑐2 − Φ2𝑐1𝑒𝛼𝑇𝑓 − 𝜖5 (𝑥)) 𝑥 (𝑥) is SOS, (12)

where polynomials 𝜖1(𝑥) > 0, 𝜖2𝑖(𝑥) > 0, 𝜖3(𝑥) > 0, 𝜖4(𝑥) > 0,
and 𝜖5(𝑥) > 0 for 𝑥 ̸= 0 and the (𝑖, 𝑗)th entry of polynomial
matrix 𝑇(𝑥) ∈ 𝑅𝑁×𝑛 is given by

𝑇𝑖𝑗 (𝑥) = 𝜕𝑥𝑖𝜕𝑥𝑗 (𝑥) ; (13)

then the continuous-time polynomial fuzzy system (3) with 𝑢 =0 is finite-time stable with respect to (𝑐1, 𝑐2, 𝑇𝑓, 𝑅).

Proof. Choose the following candidate polynomial Lyapunov
functional:

𝑉 (𝑥) = 𝑥𝑇 (𝑥) 𝑃 (𝑥) 𝑥 (𝑥) . (14)

It can be seen from condition (8) that 𝑃(𝑥) is positive definite
for all 𝑥, and thus, 𝑉(𝑥) is a positive definite function of 𝑥.

The time derivation of 𝑉(𝑥) along system (7) is given by

𝑉̇ (𝑥) = 𝑥𝑇 (𝑥) 𝑃 (𝑥) ̇̂𝑥 (𝑥) + ̇̂𝑥𝑇 (𝑥) 𝑃 (𝑥) 𝑥 (𝑥)
+ 𝑥𝑇 (𝑥) 𝑃̇ (𝑥) 𝑥 (𝑥)

= 𝑥𝑇 (𝑥) 𝑃 (𝑥) 𝑇 (𝑥) 𝑥̇ (𝑥)
+ 𝑥̇𝑇 (𝑥) 𝑇𝑇 (𝑥) 𝑃 (𝑥) 𝑥 (𝑥)
+ 𝑥𝑇 (𝑥)( 𝑛∑

𝑘=1

𝜕𝑃 (𝑥)𝜕𝑥𝑘 𝑥̇𝑘)𝑥 (𝑥) .

(15)

On the other hand, 𝑥̇𝑘 can be represented as

𝑥̇𝑘 = 𝑟∑
𝑖=1

ℎ𝑖 (𝑧) 𝐴𝑘𝑖 (𝑥) 𝑥 (𝑥) . (16)

From (7), (15), and (16), 𝑉̇(𝑥) is rewritten as

𝑉̇ (𝑥) = 𝑟∑
𝑖=1

ℎ𝑖 (𝑧) 𝑥𝑇 (𝑥)(𝑃 (𝑥) 𝑇 (𝑥)𝐴 𝑖 (𝑥)

+ 𝐴𝑇𝑖 (𝑥) 𝑇𝑇 (𝑥) 𝑃 (𝑥) + 𝑛∑
𝑘=1

𝜕𝑃 (𝑥)𝜕𝑥𝑘 𝐴𝑘𝑖 (𝑥) 𝑥 (𝑥))
⋅ 𝑥 (𝑥) .

(17)

In addition, condition (9) implies that

𝑥𝑇 (𝑥)(𝑃 (𝑥) 𝑇 (𝑥)𝐴 𝑖 (𝑥) + 𝐴𝑇𝑖 (𝑥) 𝑇𝑇 (𝑥) 𝑃 (𝑥)

+ 𝑛∑
𝑘=1

𝜕𝑃 (𝑥)𝜕𝑥𝑘 𝐴𝑘𝑖 (𝑥) 𝑥 (𝑥))𝑥 (𝑥) < 𝑥𝑇 (𝑥) (𝛼𝑃 (𝑥))
⋅ 𝑥 (𝑥) .

(18)

Thus, (17) yields

𝑉̇ (𝑥) < 𝑟∑
𝑖=1

ℎ𝑖 (𝑧) 𝑥𝑇 (𝑥) (𝛼𝑃 (𝑥)) 𝑥 (𝑥)

= 𝑟∑
𝑖=1

ℎ𝑖 (𝑧) (𝛼𝑥𝑇 (𝑥) 𝑃 (𝑥) 𝑥 (𝑥)) = 𝛼𝑉 (𝑥) .
(19)

Integrating (19) from 0 to 𝑡, with 𝑡 ∈ (0, 𝑇𝑓], we have
𝑉 (𝑥) < 𝑒𝛼𝑡𝑉 (𝑥 (0)) . (20)
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Along with (10) and (11), we obtain

𝑉 (𝑥) = 𝑥𝑇 (𝑥) 𝑃 (𝑥) 𝑥 (𝑥) ≥ 𝑥𝑇 (𝑥)Φ1𝑅𝑥 (𝑥)
= Φ1𝑥𝑇 (𝑥) 𝑅𝑥 (𝑥) ,

𝑉 (𝑥 (0)) = 𝑥𝑇 (𝑥 (0)) 𝑃 (𝑥 (0)) 𝑥 (𝑥 (0))
≤ 𝑥𝑇 (𝑥 (0))Φ2𝑅𝑥 (𝑥 (0))
= Φ2𝑥𝑇 (𝑥 (0)) 𝑅𝑥 (𝑥 (0)) .

(21)

Considering 𝑥𝑇(𝑥(0))𝑅𝑥(𝑥(0)) < 𝑐1 and (20)-(21), we get

𝑥𝑇 (𝑥) 𝑅𝑥 (𝑥) ≤ 𝑉 (𝑥)Φ1 < 𝑒𝛼𝑡𝑉 (𝑥 (0))Φ1
≤ 𝑒𝛼𝑇𝑓𝑉 (𝑥 (0))Φ1
≤ 𝑒𝛼𝑇𝑓Φ2𝑥𝑇 (𝑥 (0)) 𝑅𝑥 (𝑥 (0))Φ1
< Φ2Φ1 𝑐1𝑒𝛼𝑇𝑓 .

(22)

Condition (12) implies that Φ2𝑐1𝑒𝛼𝑇𝑓 ≤ Φ1𝑐2. Then

𝑥𝑇 (𝑥) 𝑅𝑥 (𝑥) < Φ2Φ1 𝑐1𝑒𝛼𝑇𝑓 ≤ Φ1𝑐2Φ1 = 𝑐2. (23)

According to Definition 3, system (7) is finite-time stable
with respect to (𝑐1, 𝑐2, 𝑇𝑓, 𝑅). That is to say, polynomial fuzzy
system (3) with 𝑢 = 0 is finite-time stable with respect to(𝑐1, 𝑐2, 𝑇𝑓, 𝑅). This completes the proof.

Finite-time stability conditions of the continuous-time
polynomial fuzzy system (3) with 𝑢 = 0, which can
be checked by the SOSTOOLS [16], have been derived in
Theorem 7.When𝐴 𝑖(𝑥) and 𝑃(𝑥) inTheorem 7 reduce to the
constantmatrices𝐴 and𝑃, we can get the following corollary.
Corollary 8 (see [25]). Let 𝑃 = 𝑅−1/2𝑃R−1/2 and suppose
that if there exist a nonnegative scalar 𝛼, three positive scalars𝑐1, 𝑐2, 𝑇, with 𝑐1 < 𝑐2, and a positive definite matrix 𝑃 ∈ 𝑅𝑛×𝑛
such that

𝐴𝑇𝑃 + 𝑃𝐴 − 𝛼𝑃 < 0, (24)

𝜆max (𝑃)𝜆min (𝑃) < 𝑐2𝑐1 𝑒−𝛼𝑇, (25)

then the linear system 𝑥̇(𝑡) = 𝐴𝑥(𝑡) is said to be finite-time
stable with respect to (𝑐1, 𝑐2, 𝑇, 𝑅).
Remark 9. It is well known that [25] is a classical paper in the
concept of finite-time stability. As shown in Corollary 8, the
SOS conditions (8)–(12) for finite-time stability inTheorem 7
reduce to the well-known LMI conditions (24). In addition,
two parameters Φ1 and Φ2 used in Theorem 7 instead of the
role of eigenvalues of 𝑃 in [25] and the condition like (25)

in Corollary 8 are not needed, which help find more relaxed
solutions for the range of 𝑃(𝑥) in our proposed method.
Moreover, small-gain theorem in [9] is proposed to ensure the
resulting closed-loop system to be bounded, but our method
employs SOS approach to ensure the range of 𝑃(𝑥).
3.2. Finite-Time Stabilization of Continuous-Time Polynomial
Fuzzy System. In this subsection, a finite-time fuzzy con-
troller with polynomial rule consequence is designed for the
system (3) and the control rule shares the same IF parts with
system (3) as follows.

Control Rule 𝑖. If 𝑧1(𝑡) is M𝑖1 and 𝑧2(𝑡) is M𝑖2 and 𝑧𝑝(𝑡) is
M𝑖𝑝, then

𝑢 (𝑡) = −𝐹𝑖 (𝑥 (𝑡)) 𝑥 (𝑥 (𝑡)) , 𝑖 = 1, 2, . . . , 𝑟. (26)

Referring to [10], the overall fuzzy controller can be calculated
by

𝑢 (𝑡) = − 𝑟∑
𝑖=1

ℎ𝑖 (𝑧 (𝑡)) 𝐹𝑖 (𝑥 (𝑡)) 𝑥 (𝑥 (𝑡)) (27)

and the closed-loop system (3) can be rewritten as

𝑥̇ (𝑡) = 𝑟∑
𝑖=1

𝑟∑
𝑗=1

ℎ𝑖 (𝑧 (𝑡)) ℎ𝑗 (𝑧 (𝑡))
⋅ {𝐴 𝑖 (𝑥 (𝑡)) − 𝐵𝑖 (𝑥 (𝑡)) 𝐹𝑗 (𝑥 (𝑡))} 𝑥 (𝑥 (𝑡)) .

(28)

From now on, to lighten the notation, we will employ
the same method as what has been used in Section 3.1. In
addition, let 𝐾 = {𝑘1, 𝑘2, . . . , 𝑘𝑚} denote the row indices of𝐵𝑖(𝑥) whose corresponding row is equal to zero, and define𝑥 = (𝑥𝑘1 , 𝑥𝑘2 , . . . , 𝑥𝑘𝑚).
Theorem 10. Suppose there exist a symmetric polynomial
matrix 𝑋(𝑥) ∈ 𝑅𝑁×𝑁, a polynomial matrix 𝑀𝑖(𝑥) ∈ 𝑅𝑚×𝑁,
a constant 𝛼 ≥ 0, and two positive scalarsΦ1 andΦ2 such that
the following (29)–(33) are satisfied:

𝜂𝑇1 (𝑋 (𝑥) − 𝜖1 (𝑥) 𝐼) 𝜂1 is SOS, (29)

− 𝜂𝑇1 (𝑇 (𝑥)𝐴 𝑖 (𝑥)𝑋 (𝑥) − 𝑇 (𝑥) 𝐵𝑖 (𝑥)𝑀𝑗 (𝑥)
+ 𝑋 (𝑥)𝐴𝑇𝑖 (𝑥) 𝑇𝑇 (𝑥) − 𝑀𝑇𝑗 (𝑥) 𝐵𝑇𝑖 (𝑥) 𝑇𝑇 (𝑥)
+ 𝑇 (𝑥)𝐴𝑗 (𝑥)𝑋 (𝑥) − 𝑇 (𝑥) 𝐵𝑗 (𝑥)𝑀𝑖 (𝑥)
+ 𝑋 (𝑥)𝐴𝑇𝑗 (𝑥) 𝑇𝑇 (𝑥) − 𝑀𝑇𝑖 (𝑥) 𝐵𝑇𝑗 (𝑥) 𝑇𝑇 (𝑥)
− ∑
𝑘∈𝐾

𝜕𝑋 (𝑥)𝜕𝑥𝑘 𝐴𝑘𝑖 (𝑥) 𝑥 (𝑥) − ∑
𝑘∈𝐾

𝜕𝑋 (𝑥)𝜕𝑥𝑘 𝐴𝑘𝑗 (𝑥) 𝑥 (𝑥)

− 2𝛼𝑋 (𝑥) + 𝜖2𝑖𝑗 (𝑥) 𝐼) 𝜂1 is SOS, 𝑖 ≤ 𝑗,

(30)
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𝜂𝑇1 (𝑋 (𝑥) 𝑅 − Φ1𝐼 − 𝜖2 (𝑥) 𝐼) 𝜂1 is SOS, (31)

𝜂𝑇1 (Φ2𝐼 − 𝑋 (𝑥) 𝑅 − 𝜖3 (𝑥) 𝐼) 𝜂1 is SOS, (32)

𝜂𝑇2 (Φ1𝑐2 − Φ2𝑐1𝑒𝛼𝑇𝑓 − 𝜖4 (𝑥)) 𝜂2 is SOS, (33)

where 𝑇(𝑥) is the same as (13); polynomials 𝜖1(𝑥) > 0, 𝜖2(𝑥) >0, 𝜖2𝑖𝑗(𝑥) > 0, 𝜖3(𝑥) > 0, 𝜖4(𝑥) > 0 for 𝑥 ̸= 0; 𝜂1 ∈ 𝑅𝑁,𝜂2 ∈ 𝑅 are two vectors independent of 𝑥; then the continuous-
time polynomial fuzzy system (28) is finite-time stable with
respect to (𝑐1, 𝑐2, 𝑇𝑓, 𝑅). That is to say, system (3) is finite-time
stabilization with respect to (𝑐1, 𝑐2, 𝑇𝑓, 𝑅) with the feedback
gain

𝐹𝑖 (𝑥) = 𝑀𝑖 (𝑥)𝑋−1 (𝑥) . (34)

Proof. Choose the following Lyapunov functional:

𝑉 (𝑥) = 𝑥𝑇 (𝑥)𝑋−1 (𝑥) 𝑥 (𝑥) , (35)

where 𝑋−1(𝑥) ∈ 𝑅𝑁×𝑁 is a symmetric polynomial matrix.
From condition (29), which implies that both 𝑋(𝑥) and𝑋−1(𝑥) are positive definite for all 𝑥, we can obtain that 𝑉(𝑥)
is a positive definite function of 𝑥.

Considering 𝐵𝑘𝑖 (𝑥) = 0 for 𝑘 ∈ 𝐾 and (𝜕𝑋−1/𝜕𝑥𝑖)(𝑥) = 0
for 𝑖 ∉ 𝐾, the time derivative of 𝑉(𝑥) along (28) is given by

𝑉̇ (𝑥) = 𝑥𝑇 (𝑥)𝑋−1 (𝑥) ̇̂𝑥 (𝑥) + ̇̂𝑥𝑇 (𝑥)𝑋−1 (𝑥) 𝑥 (𝑥)
+ 𝑥𝑇 (𝑥) 𝑋̇−1 (𝑥) 𝑥 (𝑥) = 𝑥𝑇 (𝑥)𝑋−1 (𝑥) 𝑇 (𝑥) 𝑥̇ (𝑥)
+ 𝑥̇𝑇 (𝑥) 𝑇𝑇 (𝑥)𝑋−1 (𝑥) 𝑥 (𝑥) + 𝑥𝑇 (𝑥)( 𝑛∑

𝑘=1

𝜕𝑋−1𝜕𝑥𝑘
⋅ (𝑥) 𝑥̇𝑘)𝑥 (𝑥) = 𝑥𝑇 (𝑥)𝑋−1 (𝑥) 𝑇 (𝑥) 𝑥̇ (𝑥)

+ 𝑥̇𝑇 (𝑥) 𝑇𝑇 (𝑥)𝑋−1 (𝑥) 𝑥 (𝑥) + 𝑥𝑇 (𝑥)( 𝑛∑
𝑘=1

𝜕𝑋−1𝜕𝑥𝑘
⋅ (𝑥) 𝑟∑
𝑖=1

ℎ𝑖 (𝑧) 𝐴𝑘𝑖 (𝑥) 𝑥 (𝑥))𝑥 (𝑥) = 𝑟∑
𝑖=1

𝑟∑
𝑗=1

ℎ𝑖 (𝑧)
⋅ ℎ𝑗 (𝑧) 𝑥𝑇 (𝑥)
⋅ (Ω𝑖𝑗 (𝑥) + ∑

𝑘∈𝐾

𝜕𝑋−1𝜕𝑥𝑘 (𝑥) 𝐴𝑘𝑖 (𝑥) 𝑥 (𝑥))𝑥 (𝑥) = 12
⋅ 𝑟∑
𝑖=1

𝑟∑
𝑗=1

ℎ𝑖 (𝑧) ℎ𝑗 (𝑧) 𝑥𝑇 (𝑥)(Ω𝑖𝑗 (𝑥) + Ω𝑗𝑖 (𝑥)

+ ∑
𝑘∈𝐾

𝜕𝑋−1𝜕𝑥𝑘 (𝑥) 𝐴𝑘𝑖 (𝑥) 𝑥 (𝑥) + ∑
𝑘∈𝐾

𝜕𝑋−1𝜕𝑥𝑘 (𝑥) 𝐴𝑘𝑗 (𝑥)

⋅ 𝑥 (𝑥))𝑥 (𝑥) ,

(36)

where Ω𝑖𝑗(𝑥) = 𝑋−1(𝑥)𝑇(𝑥){𝐴 𝑖(𝑥) − 𝐵𝑖(𝑥)𝐹𝑗(𝑥)} + {𝐴 𝑖(𝑥) −
𝐵𝑖(𝑥)𝐹𝑗(𝑥)}𝑇𝑇𝑇(𝑥)𝑋−1(𝑥). According to Lemma 6, condition
(30) implies that

− (𝑇 (𝑥)𝐴 𝑖 (𝑥)𝑋 (𝑥) − 𝑇 (𝑥) 𝐵𝑖 (𝑥)𝑀𝑗 (𝑥)
+ 𝑋 (𝑥)𝐴𝑇𝑖 (𝑥) 𝑇𝑇 (𝑥) − 𝑀𝑇𝑗 (𝑥) 𝐵𝑇𝑖 (𝑥) 𝑇𝑇 (𝑥)
+ 𝑇 (𝑥)𝐴𝑗 (𝑥)𝑋 (𝑥) − 𝑇 (𝑥) 𝐵𝑗 (𝑥)𝑀𝑖 (𝑥)
+ 𝑋 (𝑥)𝐴𝑇𝑗 (𝑥) 𝑇𝑇 (𝑥) − 𝑀𝑇𝑖 (𝑥) 𝐵𝑇𝑗 (𝑥) 𝑇𝑇 (𝑥)
− ∑
𝑘∈𝐾

𝜕𝑋 (𝑥)𝜕𝑥𝑘 𝐴𝑘𝑖 (𝑥) 𝑥 (𝑥) − ∑
𝑘∈𝐾

𝜕𝑋 (𝑥)𝜕𝑥𝑘 𝐴𝑘𝑗 (𝑥) 𝑥 (𝑥)

− 2𝛼𝑋 (𝑥)) ≥ 0,

(37)

for 𝑖 ≤ 𝑗 and all 𝑥. Taking (34) into consideration and
multiplying (37) from the left and right by 𝑋−1(𝑥), we have

− {Ω𝑖𝑗 (𝑥) + Ω𝑗𝑖 (𝑥) − 2𝛼𝑋−1 (𝑥)
− ∑
𝑘∈𝐾

𝑋−1 (𝑥) 𝜕𝑋𝜕𝑥𝑘 (𝑥)𝑋−1 (𝑥) 𝐴𝑘𝑖 (𝑥) 𝑥 (𝑥)

− ∑
𝑘∈𝐾

𝑋−1 (𝑥) 𝜕𝑋𝜕𝑥𝑘 (𝑥)𝑋−1 (𝑥) 𝐴𝑘𝑗 (𝑥) 𝑥 (𝑥)} ≥ 0.

(38)

It is from differentiating both sides of the relation𝑋−1(𝑥)𝑋(𝑥) = 𝐼 with respect to 𝑥𝑘 that
𝑋−1 (𝑥) 𝜕𝑋𝜕𝑥𝑘 (𝑥)𝑋−1 (𝑥) = −𝜕𝑋−1𝜕𝑥𝑘 (𝑥) . (39)

Therefore, it is from (30), (38), and (39) that

Ω𝑖𝑗 (𝑥) + Ω𝑗𝑖 (𝑥) + ∑
𝑘∈𝐾

𝜕𝑋−1𝜕𝑥𝑘 (𝑥) 𝐴𝑘𝑖 (𝑥) 𝑥 (𝑥)

+ ∑
𝑘∈𝐾

𝜕𝑋−1𝜕𝑥𝑘 (𝑥) 𝐴𝑘𝑗 (𝑥) 𝑥 (𝑥) < 2𝛼𝑋−1 (𝑥) ,
(40)

at 𝑥 ̸= 0.
Putting together (36) and (40), we can obtain

𝑉̇ (𝑥) < 𝑟∑
𝑖=1

𝑟∑
𝑗=1

ℎ𝑖 (𝑧) ℎ𝑗 (𝑧) 𝑥𝑇 (𝑥) {𝛼𝑋−1 (𝑥)} 𝑥 (𝑥)
= 𝛼𝑥𝑇 (𝑥)𝑋−1 (𝑥) 𝑥 (𝑥) = 𝛼𝑉 (𝑥) .

(41)

Integrating (41) from 0 to 𝑡, 𝑡 ∈ (0, 𝑇𝑓], we have
𝑉 (𝑥) < 𝑒𝛼𝑡𝑉 (𝑥 (0)) . (42)



6 Abstract and Applied Analysis

It is from (31) and (32) that
Φ1𝐼 ≤ 𝑋 (𝑥) 𝑅

󳨐⇒ 𝑋−1 (𝑥)Φ1𝐼 ≤ 𝑅
󳨐⇒ 𝑋−1 (𝑥) ≤ 𝑅 (Φ1𝐼)−1
󳨐⇒ 𝑋−1 (𝑥) ≤ 𝑅Φ1 ,

Φ2𝐼 ≥ 𝑋 (𝑥) 𝑅
󳨐⇒ 𝑋−1 (𝑥)Φ2𝐼 ≥ 𝑅
󳨐⇒ 𝑋−1 (𝑥) ≥ 𝑅 (Φ2𝐼)−1
󳨐⇒ 𝑋−1 (𝑥) ≥ 𝑅Φ2 .

(43)

Then, we can obtain the following:

𝑉 (𝑥) = 𝑥𝑇 (𝑥)𝑋−1 (𝑥) 𝑥 (𝑥) ≥ 𝑥𝑇 (𝑥) 𝑅Φ2 𝑥 (𝑥)
= 1Φ2 𝑥𝑇 (𝑥) 𝑅𝑥 (𝑥) ,

𝑉 (𝑥 (0)) = 𝑥𝑇 (𝑥 (0))𝑋−1 (𝑥) 𝑥 (𝑥 (0))
≤ 𝑥𝑇 (𝑥 (0)) 𝑅Φ1 𝑥 (𝑥 (0))
= 1Φ1 𝑥𝑇 (𝑥 (0)) 𝑅𝑥 (𝑥 (0)) .

(44)

Considering 𝑥𝑇(𝑥(0))𝑅𝑥(𝑥(0)) < 𝑐1 and (42)–(44), we get

𝑥𝑇 (𝑥) 𝑅𝑥 (𝑥) ≤ Φ2𝑉 (𝑥) < Φ2𝑒𝛼𝑡𝑉 (𝑥 (0))
≤ Φ2𝑒𝛼𝑇𝑓𝑉 (𝑥 (0))
≤ Φ2𝑒𝛼𝑇𝑓 1Φ1 𝑥𝑇 (𝑥 (0)) 𝑅𝑥 (𝑥 (0))
< Φ2Φ1 𝑐1𝑒𝛼𝑇𝑓 .

(45)

Assume that condition (33) is satisfied, which meansΦ2𝑐1𝑒𝛼𝑇𝑓 ≤ Φ1𝑐2, then
𝑥𝑇 (𝑥 (𝑡)) 𝑅𝑥 (𝑥 (𝑡)) < Φ2𝑐1𝑒𝛼𝑇𝑓Φ1 ≤ Φ1𝑐2Φ1 = 𝑐2. (46)

According to Definition 4, system (28) is finite-time sta-
bilization with respect to (𝑐1, 𝑐2, 𝑇𝑓, 𝑅). That is to say, the
continuous-time polynomial fuzzy system (3) is finite-time
stabilization with respect to (𝑐1, 𝑐2, 𝑇𝑓, 𝑅) with the fuzzy
controlleres (26) and (34). This completes the proof.

Remark 11. When 𝐴 𝑖(𝑥), 𝑀𝑖(𝑥), and 𝑋(𝑥) in Theorem 10
reduce to constant matrices 𝐴, 𝑀, and 𝑋, the finite-time
stabilization conditions of the continuous-time polynomial
fuzzy system (3) reduce to the one inTheorem 5 of [24], which
means that the classical result is a special case of ours.

4. Numerical Simulations

To illustrate the effectiveness and validity of our main results,
this section provides three illustrative examples.

Example 1. Consider the following nonlinear system:

𝑥̇1 = −4.5𝑥1 − 0.5𝑥21 − 4𝑥2,
𝑥̇2 = 9.5𝑥1 − 10.5 sin𝑥1 − 2𝑥2. (47)

Using the sector nonlinearity technique [1], the nonlinear
system (47) is exactly converted into the following two-rule
polynomial fuzzy system:

𝑥̇ = 2∑
𝑖=1

ℎ𝑖 (𝑧) {𝐴 𝑖 (𝑥) 𝑥 (𝑥)} , (48)

where 𝑥 = 𝑥(𝑥) = [𝑥1 𝑥2]𝑇, 𝑧 = 𝑥1, and
𝐴1 (𝑥) = [−4.5 − 0.5𝑥1 −4

−1 −2] ,

𝐴2 (𝑥) = [−4.5 − 0.5𝑥1 −4
11.7806 −2] ,

ℎ1 (𝑧) = sin𝑥1 + 0.2172𝑥11.2172𝑥1 ,
ℎ2 (𝑧) = 𝑥1 − sin 𝑥11.2172𝑥1 .

(49)

The corresponding parameters for the finite-time stability are
given in this example as follows:

𝑐1 = 1,
𝑐2 = 45,
𝑇𝑓 = 5,
𝛼 = 1.5,
𝑅 = 𝐼.

(50)

By using the SOSTOOLS of Matlab and solving Theorem 7,
we can get the following feasible𝑃(𝑥), and correspondingΦ1,Φ2 for system (47):

𝑃 (𝑥) = [ 1.816𝑒−8 4.922𝑒−11
4.922𝑒−11 1.448𝑒−8 ] ,

Φ1 = 1.163𝑒−8,
Φ2 = 0.7978,

(51)

where the degree of the polynomial 𝑃(𝑥) is set to be 0. It is
obvious that when the degree of 𝑃(𝑥) is set different from 0,
different Φ𝑖, 𝑖 = 1, 2, will be obtained accordingly. Notation.
In this section, 𝑒−𝑁 stands for 10−𝑁.
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Figure 1: Behaviors of nonlinear system (47) in 𝑥1 − 𝑥2 plane.
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Figure 2: The state responses of polynomial fuzzy system (47) for the initial point 𝑥(0) = [−2 −6]𝑇.

Figure 1 shows the phase graph of system (47) for
six different initial points (−2, 6), (−4, 4), (−2, −6), (4, −6),(6, −4), and (6, 2) and Figure 2 shows its state response for𝑥(0) = (−2, −6), from which it is easy to see that system (47)
is finite-time stable.

Example 2. Consider the following nonlinear system with
control input 𝑢:

𝑥̇1 = −3𝑥1 + 2𝑥31 + 2𝑥21𝑥2 − 3𝑥1𝑥22 + 7𝑥2 + 𝑥1𝑢,
𝑥̇2 = −2 sin𝑥1 − 3𝑥2. (52)

Figure 3(a) shows the behaviors of system (52) with 𝑢 = 0
for six different initial points (4, 6), (−2, 6), (−4, 4), (−2, −6),(4, −6), and (6, −4). It is easy to see that system (52) without
control input is unstable.

Using the same technique as before, the nonlinear system
(52) can be exactly converted into the following two-rule
polynomial fuzzy system:

𝑥̇ = 2∑
𝑖=1

ℎ𝑖 (𝑧) {𝐴 𝑖 (𝑥) 𝑥 (𝑥) + 𝐵𝑖 (𝑥) 𝑢} , (53)

where 𝑥 = 𝑥(𝑥) = [𝑥1 𝑥2]𝑇, 𝑧 = 𝑥1, and
𝐴1 (𝑥) = [−3 + 2𝑥21 + 2𝑥1𝑥2 − 3𝑥22 7

−2 −3] ,

𝐴2 (𝑥) = [−3 + 2𝑥21 + 2𝑥1𝑥2 − 3𝑥22 7
0.4344 −3] ,

𝐵1 (𝑥) = [𝑥10 ] ,
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𝐵2 (𝑥) = [𝑥10 ] ,
ℎ1 (𝑧) = sin 𝑥1 + 0.2172𝑥11.2172𝑥1 ,
ℎ2 (𝑧) = 𝑥1 − sin𝑥11.2172𝑥1 .

(54)

The corresponding parameters for the finite-time stabiliza-
tion are given in this example as follows:

𝑐1 = 1,
𝑐2 = 45,

𝑇𝑓 = 3,
𝛼 = 1.5,
𝑅 = 𝐼.

(55)

By using the SOSTOOLS of Matlab and solving Theo-
rem 10, the solutions are found as follows:

𝑋 (𝑥) = [ 0.1292 −3.002𝑒−7
−3.002𝑒−7 0.06627 ] ,

Φ1 = 0.01647,
Φ2 = 0.8759,

(56)

and the feedback gains 𝐹1(𝑥) and 𝐹2(𝑥) are obtained as
follows:

𝐹1 (𝑥) = [3.89𝑥1 + 1.822𝑥2 − 2.904𝑒−8 8.757𝑒−6𝑥1 − 4.138𝑒−7𝑥2 − 3.946𝑒−8] , (57)

𝐹2 (𝑥) = [3.89𝑥1 + 1.822𝑥2 − 6.042𝑒−8 8.757𝑒−6𝑥1 − 4.138𝑒−7𝑥2 + 2.36𝑒−7] , (58)

respectively, where the degree of the polynomial 𝑀𝑖(𝑥) is set
to be 0 to 1 (code for SOSTOOLS). When the degree is set
to be different from what is set here, different 𝐹𝑖(𝑥) will be
obtained accordingly.

Figures 3(b) and 4 show the validity and effectiveness of
our proposed method.

Example 3. As shown in [31], a coaxial counter rotating
helicopter dynamics can be written as

𝑢̇ = − 𝑎𝐼𝑧ΨV + 𝐾𝑈𝑋,
V̇ = 𝑎𝐼𝑧Ψ𝑢 + 𝐾𝑈𝑌,
𝑤̇ = 𝐾𝑈𝑍,

(59)

where 𝑎 = 1.5, 𝐼𝑧 = 0.2857, and the other corresponding
variables such as 𝑢, V, 𝑤, Ψ, 𝑈𝑋, 𝑈𝑌, and 𝑈𝑍 are the same as
[31]. For the lack of space, the details are omitted here.

As above, nonlinear system (59) can be exactly converted
into the following two-rule polynomial fuzzy system for Ψ ∈[−𝜋 𝜋]:

𝑥̇ = 2∑
𝑖=1

ℎ𝑖 (𝑧) {𝐴 𝑖 (𝑥) 𝑥 (𝑥) + 𝐵𝑖 (𝑥) 𝑢} , (60)

where 𝑥 = 𝑥(𝑥) = [𝑢 V 𝑤 𝑒𝑥 𝑒𝑦 𝑒𝑧]𝑇, 𝑧 = Ψ, and
𝑢 = [𝑈𝑋 𝑈𝑌 𝑈𝑍]𝑇. 𝑒𝑥, 𝑒𝑦, 𝑒𝑧, and𝐴 𝑖(𝑥)matrices are defined

the same as in [31]. Besides, 𝐵𝑖(𝑥) and the membership
functions are given as follows:

𝐵1 (𝑥) = 𝐵2 (𝑥) =
[[[[[[[[[[[
[

𝐾 0 0
0 𝐾 0
0 0 𝐾
0 0 0
0 0 0
0 0 0

]]]]]]]]]]]
]

,

ℎ1 (𝑧) = 𝑧 + 𝜋2𝜋 ,
ℎ2 (𝑧) = 𝜋 − 𝑧2𝜋 .

(61)

The corresponding parameters for the finite-time stabiliza-
tion are given in this example as follows:

𝐾 = 5,
𝑐1 = 1,
𝑐2 = 5,
𝑇𝑓 = 10,
𝛼 = 1.5,
𝑅 = 𝐼.

(62)

By using the SOSTOOLS of Matlab and solving Theo-
rem 10, the solutions are found as follows:
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Figure 3: Behaviors of nonlinear system (52) in 𝑥1 − 𝑥2 plane. (a) depicts the movement trajectories of system (52) with 𝑢 = 0 for the initial
points of (4, 6), (−2, 6), (−4, 4), (−2, −6), (4, −6), and (6, −4) and corresponding movement directions represented by arrows; (b) shows the
behaviors of system (52) with control input for the same initial points as (a).
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Figure 4: The state responses of polynomial fuzzy system (52) for the initial point 𝑥(0) = [−2 −6]𝑇.

𝑋(𝑥) =
[[[[[[[[[[[[
[

0.986 1.555𝑒−9 −3.702𝑒−10 0.1232 1.07𝑒−8 9.019𝑒−9
1.555𝑒−9 0.986 7.595𝑒−9 1.069𝑒−9 0.1232 1.147𝑒−8

−3.702𝑒−10 7.595𝑒−9 0.9992 4.862𝑒−9 3.671𝑒−9 0.1854
0.1232 1.069𝑒−9 4.862𝑒−9 0.682 −1.559𝑒−8 −5.253𝑒−9
1.07𝑒−8 0.1232 3.671𝑒−9 −1.559𝑒−8 0.682 −8.217𝑒−9
9.019𝑒−9 1.147𝑒−8 0.1854 −5.253𝑒−9 −8.217𝑒−9 0.7408

]]]]]]]]]]]]
]

,

Φ1 = 0.1258,
Φ2 = 1.945,

(63)
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and the feedback gains 𝐹1(𝑥) and 𝐹2(𝑥) are obtained as
follows:

𝐹1 (𝑥)

= [[
[
𝐹111 (𝑥) 𝐹112 (𝑥) 𝐹113 (𝑥) 𝐹114 (𝑥) 𝐹115 (𝑥) 𝐹116 (𝑥)𝐹121 (𝑥) 𝐹122 (𝑥) 𝐹123 (𝑥) 𝐹124 (𝑥) 𝐹125 (𝑥) 𝐹126 (𝑥)𝐹131 (𝑥) 𝐹132 (𝑥) 𝐹133 (𝑥) 𝐹134 (𝑥) 𝐹135 (𝑥) 𝐹136 (𝑥)

]]
]

, (64)

𝐹2 (𝑥)

= [[
[
𝐹211 (𝑥) 𝐹212 (𝑥) 𝐹213 (𝑥) 𝐹214 (𝑥) 𝐹215 (𝑥) 𝐹216 (𝑥)𝐹221 (𝑥) 𝐹222 (𝑥) 𝐹223 (𝑥) 𝐹224 (𝑥) 𝐹225 (𝑥) 𝐹226 (𝑥)𝐹231 (𝑥) 𝐹232 (𝑥) 𝐹233 (𝑥) 𝐹234 (𝑥) 𝐹235 (x) 𝐹236 (𝑥)

]]
]

, (65)

respectively, where 𝐹111(𝑥) = −6.099𝑒−19𝑢 − 2.148𝑒−19V +9.783𝑒−19𝑤 + 3.805𝑒−18𝑒𝑥 − 1.239𝑒−18𝑒𝑦 − 8.226𝑒−19𝑒𝑧 −0.1191, 𝐹112(𝑥) = −1.354𝑒−18𝑢 − 7.619𝑒−19V − 4.773𝑒−18𝑤 −3.675𝑒−18𝑒𝑥 − 1.029𝑒−17𝑒𝑦 + 2.019𝑒−18𝑒𝑧 + 0.07589, 𝐹113(𝑥) =−2.0𝑒−19𝑢+6.485𝑒−18V−7.584𝑒−18𝑤−1.004𝑒−19𝑒𝑥+5.0𝑒−18𝑒𝑦−2.339𝑒−18𝑒𝑧 − 1.291𝑒−9, 𝐹114(𝑥) = 4.969𝑒−18𝑢 + 1.693𝑒−18V −8.105𝑒−18𝑤−2.866𝑒−17𝑒𝑥+9.703𝑒−18𝑒𝑦+6.396𝑒−18𝑒𝑧+0.2559,𝐹115(𝑥) = 1.162𝑒−17𝑢+4.136𝑒−18V+8.305𝑒−19𝑤+4.104𝑒−17𝑒𝑥−3.547𝑒−18𝑒𝑦 − 1.524𝑒−17𝑒𝑧 − 0.6076, 𝐹116(𝑥) = 1.043𝑒−18𝑢 −3.551𝑒−17V + 8.546𝑒−19𝑤 + 1.871𝑒−18𝑒𝑥 + 5.035𝑒−18𝑒𝑦 +2.118𝑒−18𝑒𝑧 − 5.846𝑒−8, 𝐹121(𝑥) = −6.86𝑒−19𝑢 + 8.991𝑒−19V −1.918𝑒−18𝑤+2.11𝑒−18𝑒𝑥−1.082𝑒−17𝑒𝑦+4.249𝑒−18𝑒𝑧−0.07589,𝐹122(𝑥) = 3.94𝑒−18𝑢+1.244𝑒−17V+4.496𝑒−18𝑤+8.611𝑒−18𝑒𝑥+8.183𝑒−18𝑒𝑦 + 4.86𝑒−18𝑒𝑧 − 0.1191, 𝐹123(𝑥) = −1.051𝑒−18𝑢 +5.089𝑒−18V − 2.835𝑒−18𝑤 + 4.915𝑒−18𝑒𝑥 + 2.679𝑒−18𝑒𝑦 +3.857𝑒−18𝑒𝑧 − 1.389𝑒−8, 𝐹124(𝑥) = 6.27𝑒−18𝑢 − 9.161𝑒−18V −2.203𝑒−17𝑤−5.276𝑒−18𝑒𝑥+6.848𝑒−19𝑒𝑦−3.309𝑒−17𝑒𝑧+0.6076,𝐹125(𝑥) = 1.036𝑒−18𝑢−8.734𝑒−19V−5.028𝑒−20𝑤+4.953𝑒−18𝑒𝑥−2.698𝑒−17𝑒𝑦 − 3.998𝑒−17𝑒𝑧 + 0.2559, 𝐹126(𝑥) = 3.609𝑒−18𝑢 −1.008𝑒−17V + 8.839𝑒−18𝑤 + 5.553𝑒−19𝑒𝑥 − 4.033𝑒−18𝑒𝑦 −5.843𝑒−18𝑒𝑧 + 5.096𝑒−8, 𝐹131(𝑥) = 1.481𝑒−18𝑢 + 1.764𝑒−18V −6.393𝑒−18𝑤 − 2.935𝑒−18𝑒𝑥 + 5.046𝑒−18𝑒𝑦 − 1.529𝑒−18𝑒𝑧 −1.526𝑒−8, 𝐹132(𝑥) = −4.78𝑒−19𝑢 − 2.696𝑒−19V + 2.256𝑒−18𝑤 +5.715𝑒−18𝑒𝑥 − 2.675𝑒−18𝑒𝑦 − 1.446𝑒−18𝑒𝑧 − 3.809𝑒−9, 𝐹133(𝑥) =−6.882𝑒−19𝑢 − 7.187𝑒−18V + 4.277𝑒−19𝑤 − 1.682𝑒−18𝑒𝑥 −5.33𝑒−18𝑒𝑦 − 1.446𝑒−18𝑒𝑧 − 0.13, 𝐹134(𝑥) = −1.191𝑒−17𝑢 −1.496𝑒−17V − 9.053𝑒−18𝑤 + 2.55𝑒−17𝑒𝑥 + 7.743𝑒−18𝑒𝑦 −3.548𝑒−18𝑒𝑧 + 3.701𝑒−9, 𝐹135(𝑥) = 7.295𝑒−19𝑢 + 2.827𝑒−17V −2.776𝑒−17𝑤−5.046𝑒−18𝑒𝑥+3.708𝑒−17𝑒𝑦+3.407𝑒−17𝑒𝑧+5.927𝑒−9,𝐹136(𝑥) = 1.037𝑒−18𝑢+1.434𝑒−18V−1.866𝑒−18𝑤+4.03𝑒−18𝑒𝑥+5.185𝑒−18𝑒𝑦 − 7.855𝑒−18𝑒𝑧 + 0.2267, 𝐹211(𝑥) = 3.725𝑒−18𝑢 −9.806𝑒−20V + 8.645𝑒−19𝑤 + 3.864𝑒−18𝑒𝑥 − 1.32𝑒−18𝑒𝑦 +3.901𝑒−18𝑒𝑧 − 0.1191, 𝐹212(𝑥) = −2.925𝑒−18𝑢 + 2.344𝑒−19V −4.923𝑒−18𝑤 + 1.217𝑒−18𝑒𝑥 − 5.644𝑒−19𝑒𝑦 + 1.843𝑒−18𝑒𝑧 −0.07589, 𝐹213(𝑥) = 3.162𝑒−20𝑢 + 7.686𝑒−18V − 7.392𝑒−18𝑤 −3.734𝑒−19𝑒𝑥 + 4.376𝑒−18𝑒𝑦 − 2.143𝑒−18𝑒𝑧 − 1.348𝑒−9, 𝐹214(𝑥) =−3.086𝑒−17𝑢 − 1.348𝑒−18V − 5.816𝑒−18𝑤 − 2.903𝑒−17𝑒𝑥 +1.071𝑒−17𝑒𝑦 − 3.158𝑒−17𝑒𝑧 + 0.2559, 𝐹215(𝑥) = 1.977𝑒−17𝑢 −1.903𝑒−18V + 3.117𝑒−18𝑤 − 2.782𝑒−17𝑒𝑥 + 5.987𝑒−18𝑒𝑦 −1.429𝑒−17𝑒𝑧 + 0.6076, 𝐹216(𝑥) = −1.864𝑒−19𝑢 − 4.124𝑒−17V +
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Figure 5: Behaviors of the coaxial counter rotating helicopter
dynamical system (59) in 𝑢(𝑡) − V(𝑡) − 𝑤(𝑡) plane, which shows the
behaviors of system (59) with control input for the initial points of(−6, −2, −2), (−6, 4, 4), (2, 6, 6), (6, −4, −6), and (6, 2, 1).

8.697𝑒−19𝑤+2.472𝑒−18𝑒𝑥+6.632𝑒−18𝑒𝑦+7.074𝑒−19𝑒𝑧+5.92𝑒−8,𝐹221(𝑥) = 2.599𝑒−19𝑢 + 9.73𝑒−19V − 4.299𝑒−18𝑤− 3.93𝑒−18𝑒𝑥 +1.301𝑒−18𝑒𝑦 + 7.589𝑒−19𝑒𝑧 + 0.07589, 𝐹222(𝑥) = 6.73𝑒−20𝑢 −2.495𝑒−18V − 2.773𝑒−18𝑤 − 2.285𝑒−19𝑒𝑥 − 2.825𝑒−19𝑒𝑦 −1.943𝑒−18𝑒𝑧 − 0.1191, 𝐹223(𝑥) = −4.836𝑒−19𝑢 + 2.026𝑒−18V −3.325𝑒−18𝑤+4.534𝑒−18𝑒𝑥+3.383𝑒−18𝑒𝑦+1.603𝑒−18𝑒𝑧+1.126𝑒−8,𝐹224(𝑥) = −5.728𝑒−18𝑢−7.816𝑒−18V−1.876𝑒−18𝑤+1.34𝑒−17𝑒𝑥−8.949𝑒−18𝑒𝑦 − 5.611𝑒−18𝑒𝑧 − 0.6076, 𝐹225(𝑥) = −1.185𝑒−18𝑢 +2.124𝑒−18V + 3.844𝑒−18𝑤 − 1.471𝑒−17𝑒𝑥 − 9.184𝑒−18𝑒𝑦 +1.134𝑒−17𝑒𝑧 + 0.2559, 𝐹226(𝑥) = −3.293𝑒−19𝑢 − 4.59𝑒−18V +9.91𝑒−18𝑤+1.976𝑒−18𝑒𝑥−6.461𝑒−18𝑒𝑦+1.188𝑒−19𝑒𝑧−4.571𝑒−8,𝐹231(𝑥) = −4.934𝑒−19𝑢−1.488𝑒−19V−4.76𝑒−18𝑤−1.532𝑒−18𝑒𝑥+2.569𝑒−18𝑒𝑦−3.903𝑒−18𝑒𝑧+1.073𝑒−8, 𝐹232(𝑥) = −1.319𝑒−18𝑢+1.944𝑒−18V + 2.393𝑒−18𝑤 + 4.599𝑒−18𝑒𝑥 − 1.246𝑒−18𝑒𝑦 +4.66𝑒−20𝑒𝑧 − 2.479𝑒−9, 𝐹233(𝑥) = 5.347𝑒−19𝑢 + 3.65𝑒−17V +3.174𝑒−18𝑤 − 3.972𝑒−19𝑒𝑥 − 3.877𝑒−18𝑒𝑦 − 3.724𝑒−18𝑒𝑧 − 0.13,𝐹234(𝑥) = 3.926𝑒−18𝑢+1.472𝑒−18V−2.055𝑒−17𝑤+1.295𝑒−17𝑒𝑥+2.492𝑒−17𝑒𝑦 + 1.492𝑒−17𝑒𝑧 − 8.552𝑒−10, 𝐹235(𝑥) = 6.143𝑒−18𝑢−6.037𝑒−18V − 3.121𝑒−17𝑤 + 2.936𝑒−18𝑒𝑥 + 2.769𝑒−17𝑒𝑦 +1.281𝑒−17𝑒𝑧 + 5.345𝑒−9, and 𝐹236(𝑥) = 1.147𝑒−18𝑢 −9.936𝑒−18V − 1.182𝑒−18𝑤 + 1.946𝑒−18𝑒𝑥 + 4.245𝑒−18𝑒𝑦 +2.831𝑒−18𝑒𝑧 +0.2267, and the degree of the polynomial𝑀𝑖(𝑥)
is set to be 0 to 1 (code for SOSTOOLS). When the degree is
set to be different from what is set here, different 𝐹𝑖(𝑥)will be
obtained accordingly.

Figures 5 and 6 depict the trajectory of the coaxial counter
rotating helicopter dynamical system (59) under finite-time
stabilizing control, which shows the validity and effectiveness
of our proposed method.

5. Conclusions

Although numerous works have been published in recent
years on the finite-time stability and stabilization of T-S fuzzy
model, little attention has been paid to the investigation on
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Figure 6: The state responses of polynomial fuzzy system (60) for the initial point 𝑥(0) = [−6 −2 −2]𝑇.

the problem of finite-time stability analysis and synthesis
method for continuous-time polynomial fuzzy system. The
proposed results in this paper fill in this gap by using
the polynomial Lyapunov functional approach and the SOS
theory. Three illustrative examples have been provided to
demonstrate the validity and effectiveness of the proposed
results. In the future, we will consider the similar problem
for the discrete-time polynomial fuzzy system and the poly-
nomial fuzzy model with time delays or (and) uncertainties
[17].
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