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We give some improved convergence results about the smoothing-regularization approach to mathematical programs with
vanishing constraints (MPVC for short), which is proposed in Achtziger et al. (2013). We show that the Mangasarian-Fromovitz
constraints qualification for the smoothing-regularization problem still holds under the VC-MFCQ (see Definition 5) which is
weaker than the VC-LICQ (see Definition 7) and the condition of asymptotic nondegeneracy. We also analyze the convergence
behavior of the smoothing-regularization method and prove that any accumulation point of a sequence of stationary points for the
smoothing-regularization problem is still strongly-stationary under the VC-MFCQ and the condition of asymptotic nondegeneracy.

1. Introduction

We consider the following mathematical program with van-
ishing constraints:

min f (z)

st. gi(2)<0, i=12,...,m;
hi(2)=0, j=12....p; )
H(z)>0, i=12,...,L

G;(2)H;(z) <0, i=12,...,],

where f : R* - R, g: R" - R", h: R" - RPand
G,H : R* — R areall continuously differentiable functions.

The MPVC was firstly introduced to the mathematical
community in [1]. It plays an important role in some fields
such as optimization topology design problems in mechani-
cal structures [1] and robot path-finding problems with logic
communication constraints in robot motion planning [2].
The major difficulty in solving problem (1) is that it does
not satisfy some standard constraint qualifications at the
feasible points so that the standard optimization methods are
likely to fail for this problem. The MPVC has attracted much
attention in the recent years. Several theoretical properties

and different numerical approaches for MPVC can be found
in [1-12]. Very recently, in [3], the authors have proposed
a smoothing-regularization approach to mathematical pro-
grams with vanishing constraints. Their basic idea is to
reformulate the characteristic constraints of the MPVC via
a nonsmooth function and to eventually smooth it and
regularize the feasible set with the aid of a certain smoothing
and regularization parameter ¢ > 0 such that the resulting
problem is more tractable and coincides with the original
program for ¢ = 0. Under the VC-LICQ and the condition
of asymptotic nondegeneracy, the convergence behaviors of
a sequence of stationary points of the smoothing-regularized
problems have been investigated.

In this note, we give some improved convergence results
about the smoothing-regularization approach to mathemati-
cal programs with vanishing constraints in [3]. We show that
these properties still hold under the weaker VC-MFCQ and
the condition of asymptotic nondegeneracy. The smoothing-
regularization problems satisfy the standard MFCQ, which
guarantees the existence of Lagrange multipliers at local
minima; the sequence of multipliers is bounded, and the limit
point is still strongly-stationary.
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The rest of the note is organized as follows. In Section 2,
we review some concepts of the nonlinear programming and
the MPVC and present the smoothing-regularization method
for (1), which is proposed in [3]. In Section 3, we give the
improved convergent properties. We close with some final
remarks in Section 4.

For convenience of discussion, some notations to be used
in this paper are given. The ith component of G will be
denoted by G;; X denotes the feasible set of problem (1). For
a function g : R* — R™ and a given vector a € R", we use

I.(z) = {i: g;(z) = 0} and supp(«) = {i : o; # O} to denote
tfqle active index set of g at z and the support of o, respectively.

2. Preliminaries

Firstly, we will introduce some definitions about the following
optimization problem:

min f (z)
st. g(z) <0, (2)
h(z) =

where f : R” - R, g: R" - R", h: R" —» Rfareall
continuously differentiable functions. F denotes the feasible
set of problem (2).

Definition 1. A point z € F is called a stationary point if
there are multipliers A, u such that (z, A, ) is a KKT point
of (2); that is, the multipliers satisfy A € R}’ and y € R? with

A;gi(z) =0foralli=1,2,...,m,and
m P
Vf @)+ Y A\Vg(2) + Y i Vh; () = 0. (3)
=1 i=1

Definition 2. A feasible point z of (2) is said to satisfy the
Mangasarian-Fromovitz constraint qualification (MFCQ for
short) if the gradients {Vh;(z) | i = 1,2,..., p} are linearly
independent and there isa d € R" such that

Vg@'d<o (iel, @),
(4)
Vhiz)'d=0 (i=12,...,p).

Definition 3 (see [13]). A finite set of vectors {a; | i € I;}U{b; |
i € I,} is said to be positive-linearly dependent if there exists
(a0, B) # 0 such that

Zoc,-a,- + Zﬁibi =0,

iel, icl,

If the above system only has a solution («, ) = 0, we say
that these vectors are positive-linearly independent.

By using Motzkin’s theorem of the alternatives in [14], we
can obtain the following property.

Lemma 4. A point z € F satisfies the MFCQ if and only if the
gradients
{Va@liel, @} u{vh @) li=12...,p} (6)

are positive-linearly independent.
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Now, we borrow notations from mathematical programs
with complementarity constraints to define the following sets
of active constraints in an arbitrary z € X as follows:

I, (2 =1{i| H;(2) > 0},

I, @) = {i| H;(2) = 0},
L, ={i| H;(2) > 0,G, (z) = 0},
={i| H; (2 > 0,G; (%) < 0}, )
%J@={IHKE=QGA2>0L
Ipy (@) = {i | H; 2) = 0,G; () = 0},
I,_Z) ={i| HZ) =0,G;(z) < 0}.

Definition 5 (see [1]). A feasible point z for (1) satisfies the
vanishing constraints Mangasarian-Fromovitz constraints
qualification (VC-MFCQ for short) if

Vh,(z) (i=1,2,...,p),

(i €Iy, () Uy (2))

_ (8)
VH, )

are linearly independent and there exists a vector d € R” such
that

V@) 'd=0 (i=12,...,p),

VH,@) d=0 (iel, @)Uy 3),

Vg d<0 (iel, @), )
VH,Z)'d>0 (iel, (2),
VG,@)'d<0 (iely®@).

Similar to Lemma 4, we can also deduce the following result.

Lemma 6. A point z € X satisfies the VC-MFCQ if and only
if the gradients

Vo, @ 1iel, @)}
U{Vh; @) li=1,2,...,p}
U{-VH, () |ie I, (2)} (10)
U{VG; (@) |i € 1,4 (2)}
U{VH; @) | i € Iy (2) U Ly, (2)}

are positive-linearly independent. In other words, the MPVC at
zZ satisfies the VC-MFCQ if and only if there does not exist a

vector (Ay @), b &1_z)> A1y 2oty 2> Broz) # O with A; = 0
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Joralli € 1,(2), o; > 0 foralli € I,_(z), and p; > 0 for all
i € I,(2) such that

1
> AVg @)+ Y wVh (2)

i€l (2) i=1
- Y aVH,@®)+ Y «VH (@) 1)
iel,_(z) i€lyy(z)Ul,, (2)
+ Y BVG @ =0
icl,(z)
holds true.

Definition 7 (see [1]). A feasible point z for (1) satisfies the
vanishing linear independence constraints qualification (VC-
LICQ for short) if and only if

Vh;(z) (i=12,....,p),

Vg (z) (i€l (2),

9i\z (1 g z) 12)
VG;(2) (iely(2),

VH;(z) (i€, (2))

are linearly independent.

Remark 8. It is easy to see that the VC-LICQ implies the VC-
MEFCQ. Moreover, the VC-LICQ (VC-MFCQ) is weaker than
the MPVC-LICQ (MPVC-MECQ) (See [7]).

Definition 9. Let z be a feasible point for the problem (1), then

(a) z is said to be weak-stationary if there exist multiplier
vectors A € R™, i € R, and @, v € R such that

Vf () +Vg@) A+ Vh(z) @
—-VH@) v+ VGE@) u =0,

120, zeX, Ag@=0,
V=0 (i€l (2),
(iel-(),

. free (i€ Iy, (2) Uy (2)),

(13)
Vi >0

1_/
;=0 (iel,_ (m)V]_(2 U, (),

;20 (i€Ly(@)UIy ().

(b) z is said to be strongly-stationary, if it is weak-
stationary and

=0, ¥,20, icly(2). (14)

Finally, we give the smoothing-regularization method
of Problem (1), which is proposed in [3]. According to
[3], with the help of a positive parameter, the MPVC (1)
is approximated by the following smoothing-regularization
problem:

min f (2)
st. g(z)<0, h(z)=0, (15)
r.(z) <,
where
7.1 (2)
re(2) = : ;
rs’l (Z)
(16)
@ =3 (G@H @+ G @ H @)+

+(H @) +e - H, (z)) .

In order to give our improved convergence analysis, the
following concept of asymptotic nondegeneracy is necessary.

Definition 10 (see [3]). Let z be feasible for the MPVC (1).
Then a sequence {z;} of feasible points for (15) converging
toz as g | 0 is called asymptotically nondegenerate, if any
accumulation point of {Vr, ;(z)} is different from 0 for each
i€l(z)Ul(z).

3. Some Improved Convergence Properties

In this section, we will consider the improved conver-
gence properties of a sequence of stationary points for the
smoothing-regularization problem (15). Firstly, we discuss
the constraint qualification of (15).

For convenience of discussion, we give the following
notations:

2
ac (Z) = Hi (Z) + Gi (Z) Hi(z) ,
Gi(z)zl‘Ii(Z’)2 + &2
2
b (z) = G;(2) + Gi(z)H, (2) Hi(z) .
\/Gi(z)zHi(z)z + €2 \/H,-(z)2 + &2
I, (2) = fi:r,(z)=¢}.
(17)

To show that the Mangasarian-Fromovitz constraints qualifi-
cation for the problem (15) holds under some conditions, the
following lemma palys a very important role.

Lemma 11. Let z be feasible for (1) such that the VC-MFCQ is
satisfied at z and the sequence {z;.} of feasible points for (15)



converging to z as & | 0 is asymptotically nondegenerate.
Then, for sufficiently large k, the set of vectors

Vg (z)
Vh; (zk) >
- (ask,i (2) VG; (zi) + b, (21) VH; (Zk)) ,

i€ Irek (zk) n I()— (E) >

ieIg(E),

i=1,2,...,p

(18)
a, ; (2) VG; (zi) + b, ; (21) VH; (z)

iel, (z)nLo(@),
A, i (zx) VG; (z) + b, (zx) VH; (2) »

i€l (z) N (I (2) U I (2))

are positive-linearly independent.

Proof. Since g, h, G, H are all continuous, for sufficiently large
k, we have

I, (z) € 1, (2), I, (z) € I, ). (19)

Because the VC-MFCQ holds, the gradients

Vg @ liel, @}
U{Vh; (@) li=1,2,...,p}
U{-VH;Z) |iel,_(2)} (20)
U{VG; (@) |i€ 1, (2)}

U{VH; (z) | i € Iy, () U I, (2)}

are positive-linearly independent by Lemma 6, taking into
account that

(I,Ek (z) N1 @) < Iy @),

(b, ()N Lo @) € Lo @),
(21)
(I,Sk (z) N Iy, (Z)) u (1 (z) N Lo (z))

C Iy 2)U I, (2).
In view of the condition of asymptotic nondegeneracy, we

know that a, ;(z;) # 0, b, ;(z) = Oforalli € I,(2z)and
a., i(z) = 0, b, ;(z) # 0 fori € I, for all sufficiently large k.
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Similar to the proof of Proposition 2.2 in [15], we know that
the set of vectors

Vg (2)
Vh; (2),
- (aak,i (2i) VG; (zi) + bsk,i (zi) VH; (Zk)) >

i€ Irek (Zk) n IO— (E) >

iel, (@,

i=12,...,p,

(22)
A, i () VG; (z) + b,, i (zx) VH; () »

iel, (2)nLo(),
A, i () VG; (z) + b., i (z) VH; (2) »
i€l (zi) N (I, (2) U I (2))

are positive-linearly independent for all sufficiently large k.
The proof is completed.

Based on the above lemma, we can show the following
theorem.

Theorem 12. Let z be feasible for (1) such that the VC-MFCQ
is satisfied at z and the sequence {z;.} of feasible points for (15)
converging to z as g | 0 is asymptotically nondegenerate.
Then, for sufficiently large k, Problem (15) satisfies the standard
MFCQ at Zj.

Proof. Taking Lemma 11 into account, we know that the set of
vectors

Vg (z),
Vh; (2),
- (aak,i (2i) VG; (zi) + be,.i (zi) VH; (Zk)) >

i€ Irck (Zk) n IO— (E) >

iel, (@),

i=12,...,p,

(23)
A, i () VG; (z) + b,, i (zx) VH; () »

iel, (z) N L, (2),
A, i () VG; (z) + b., i (zx) VH; () »
iel, (z1) N (I, () U Iy, (2))
are positive-linearly independent for sufficiently large k.
We now prove that the standard MFCQ holds at z; for

Problem (15) for sufficiently large k. In view of Lemma 4, we
have to show that

P
0= AjVg;(z)+ ) 4 Vhi(z)
iel,(z) i=1

(24)

+ Z)’,k (%k,i (2) VG; (zi) + b, (2) VH; (Zk))
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with 4 € R? and A¥,y* > 0 holds for the zero vector. To see
this, we rewrite (24) as

4
0= > AV (=) + ) pVh (=)

iel,(z) i=1

- z Vik (_aek,i (2i) VG; (zi)
iel,,, (z)nIp- ()

b, () VH; (Zk))

+ Z Yik (ask,i (2i) VG; (z)
i€l (z:)NLo ()
+ bsk,i (z) VH; (Zk))
+ Z ¥ (a. (z) VG, ()

i€l (2)n(Ip+ (B)UI (2))

+ b, ; (z) VH, (Zk)) .
(25)

In view of the condition of asymptotic nondegeneracy,
applying the positive linear independence of vectors from
(23) to (25) and (19), one gets

=0 (iel,(z))
Ww=0 (i=1,2,...,p),

yi=0 (iel, ()n1-@), 26)

k

=0 (ie L, (z) N1, (Z)),

=0 (iel ()0, @ UL, @)).
The proof is completed. 0

Remark 13. In Theorem 12, by relaxing the condition of the
VC-LICQ, we show that the VC-MFCQ and the condition
of asymptotic nondegeneracy imply that the smoothing-
regularization problems satisfy the standard MFCQ. Hence,
Theorem 12 is an improved version of Lemma 5.6 in [3].

To establish the relations between the solutions of the
original problem and those of the smoothing-regularization
problem under the VC-MFCQ and the condition of asymp-
totic nondegeneracy, we give the following key lemma.

Lemma 14. Let g > 0 be convergent to zero. Suppose that
{z,} is a sequence of stationary points of Problem (15) with
e = & and (A\X,u¥, %) being the corresponding multiplier
vectors. If z is an accumulation point of the sequence {z;.} such
that the VC-MFCQ holds at z and the condition of asymptotic
nondegeneracy for {z;} is satisfied, then the sequence of
multipliers {OF, yk, yk)} is bounded.

Proof. 1t follows from Theorem 12 that, for sufficiently large

k, there exist lagrangian multiplier vectors (A¥, y¥, y*) such
that

m P
Vf (2) + Zlfvgi (zi) + Zﬂf Vh; (zi)
i=1 i=1
(27)

1
YWV (2) =0,
i=1

A =0, supp (/\k) <1, (z),

. (28)
supp (y°) € I, (=)

Y20,
From (27), we have

Vf (2) + z /\vagi(zk)

iesupp(Ay)

+ Z Uik (z;)

i€supp(py)

)

iesupp(y)Nly_(z)

)

iesupp(yx)nly-(z)

)

iesupp(y)NL,o(z)

)

iesupp(yx)Nl,((2)

+ )

i€supp(y)N(Io4 (2)UIgo (2))

Yik“sk,i (2) VG; (2¢)

Yfkbek,i (zi) VH; (z)
. (29)
Yi Ge, i (zi) VG; (2)

Yikbsk,i (zi) VH; (2)

)’ik e, i (2i) VG; (zi)

+ D Vi by (21) VH; (2) = 0.

&l
iesupp(y)N(Ip, (2)UIoo(2))

We can define

g Vb, (), i€supp(yF)n L @);
! 0, otherwise,

e _ [Vagi (=), iesupp(Y)n Ly @);
! 0, otherwise,

S [ (@), i€ supp () 0 (T, ) U Ioo ()5
! 0, otherwise.
(30)



Noting that with S, 7?, and Vf, (27) can be rewritten as

0= Vf () + Z/vi(vgi (zi)
P I
+ YukVh () + Y B (-VH (=)

! !
+ Z?fvci (zi) + vaVHi (zi)
i=1 i=1

+ )

i€supp(yx)N(Ip, (2)UIgo(2))

+ Z W b, (z) VH; (z;)

iesupp(y )Nl o(z)

k
+ Z Vi Qg i (2) VG; (2) -
iesupp(ye)Nly_(z)

(31)
Yik A, i (2i) VG; (zi)

The following objective is to prove that the sequence
k  k pk =k =k k .

{565 B Y5 Y50 i, @ul @, )} 18 bounded.
Assume that the sequence {(Ak,yk,ﬁk,?k,a_/k,

k . .

VI.,@)ul, Bl @l )} s unbounded. Then, there exists a

subset K such that

" (’\k’ W BT, YZO(E)UIM @)Ul @V (?) ) K“

(32)
— +00 (kK — +00).
So the corresponding normed sequence converges:
k k pk =k =k _k
()L U BLYY >Y1+0(E)u10+(2)u100(z)u10_(2))
k pk ok sk k
"(Ak’/" BLYLY ’Vf+o<z>u10+<z>uzoo(aurof@)H (33)
o B BP Ay @i, uieu, @) # 0
Combined with (31), it yields
m P
0= Z/\ngi (z) + ZVthi (2)
i=1 i=1
(34)
! 1 1
+ 2B (-VH (@) + Y VG, @) + ) 7,VH; (),
i1 i=1 i=1
that is,
0= Y AVg@+ Y wVh(@
iesupp(A) iesupp(p)
+ Z B: (-VH; (2)) + Z ¥:VG; (2) (35)
iesupp(p) iesupp(y)
+ Y WVH @3,
iesupp(v)
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where A > 0 and, for all k € K being large enough,
supp (1) € I, (z) € 1, (),

supp (B) < supp () < (supp (v*) N I,- @) < I, ),

supp () < supp (V)

< (supp (") N1y @) € Lo @),
supp (¥) € supp (ik)

< (supp (¥*) N (Iy @) U I, (7))

cl, (@)U, (3).
(36)

We can prove that (A, u,3,7,7) # 0. Actually, if (A, y,
B,7,v) = 0, then, for at least one i € I ,(z) U I, (z) U
Io(z) U I,_(z), y; # 0. Without loss of generality, assume
that y; # 0 for an i € I,,(z), then, for all k sufficiently large,
y!‘ # 0. Consequently, ?f = yikagk)i(zk) for those k. Taking
into account the condition of asymptotic nondegeneracy, for
i € I,y(2z), we have

T S
y; =limy; =limy/a, ; (z) #0, (37)
which contradicts the assumption y = 0.

By Lemma 6, we know that (A, 4, 3,7%,7) # 0 contradicts
the fact that the VC-MFCQ holds at z. Thus, the sequence

k k pk ok =k k .
{565 B Y5750, @ul @, )} is bounded.
Again, noting the condition of asymptotic nondegeneracy

and the definitions of ﬁf,??,?}f, we can prove that the

sequence of multipliers {(Ak , yk, yk)} are bounded. The proof
is completed. O

Based on Lemma 14, similar to the proof of Theorem 5.3
in [3], we can obtain the following convergence result.

Theorem 15. Let ¢, > 0 be convergent to zero. Suppose
that {z,} is a sequence of stationary points of Problem (15)
with ¢ = ¢&. If z is an accumulation point of the sequence
{z,} such that the VC-MFCQ holds at z and the condition
of asymptotic nondegeneracy for {z,} is satisfied, then z is a
strongly-stationary point of Problem (1).

Remark 16. In Theorem 15, by replacing the condition of
the VC-LICQ, we prove that any accumulation point of
stationary points for the smoothing-regularization problem
is still strongly-stationary under the VC-MFCQ and the
condition of asymptotic nondegeneracy. Hence, Theorem 15
includes Theorem 5.3 in [3] as a special case.

4. Concluding Remarks

In this note, we have shown that the VC-LICQ assumption
can be replaced by the weaker VC-MFCQ condition in order
to get the strong stationarity for the smoothing-regularization
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approach to mathematical programs with vanishing con-
straints, which is proposed in [3]. We have also shown that the
VC-MFCQ implies that the smoothing-regularization prob-
lems satisfy the standard MFCQ. While it seems possible to
prove that many other VC-tailored constraint qualifications
imply that the corresponding standard constraint qualifica-
tion holds for the smoothing-regularization problem, it is an
open question whether one can further relax the VC-MFCQ
assumption to get strong stationarity in the limit.
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