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We prove Amann type three solutions theorem for one dimensional $p$-Laplacian problems with a singular weight function. To prove this theorem, we define a strong upper and lower solutions and compute the Leray-Schauder degree on a newly established weighted solution space. As an application, we consider the combustion model and show the existence of three positive radial solutions on an exterior domain.

## 1. Introduction

Let us consider the following $p$-Laplacian problem with a sign-changing singular weight:

$$
\begin{gather*}
\varphi_{p}\left(u^{\prime}(t)\right)^{\prime}+h(t) f(u(t))=0, \quad t \in(0,1),  \tag{P}\\
u(0)=0, \quad u(1)=0
\end{gather*}
$$

where $\varphi_{p}(s)=|s|^{p-2} s, p>1, f \in C(\mathbb{R}, \mathbb{R})$, and $h \in L_{\text {loc }}^{1}((0$, $1), \mathbb{R})$ may change sign. Moreover, $h \in \mathscr{H}$ and satisfies $|h(t)|>$ 0 , for $t \in(0, \delta) \cup(1-\delta, 1)$ for some $\delta>0$, where a class $\mathscr{H}$ of weight functions is given as

$$
\begin{align*}
\mathscr{H}=\{h & \in L_{\mathrm{loc}}^{1}(0,1) \mid \int_{0}^{1 / 2} \varphi_{p}^{-1}\left(\int_{s}^{1 / 2}|h(\tau)| d \tau\right) d s \\
& \left.+\int_{1 / 2}^{1} \varphi_{p}^{-1}\left(\int_{1 / 2}^{s}|h(\tau)| d \tau\right) d s<\infty\right\} \tag{1}
\end{align*}
$$

It is well known that $L^{1}(0,1) \varsubsetneqq \mathscr{H}$.
If $h \in L^{1}(0,1)$, then all solutions of $(P)$ are in $C_{0}^{1}[0,1]$ and based on the Leray-Schauder degree argument on $C^{1}$ space: Ben-Naoum and de Coster [1] proved three solutions theorem for $(P)$. On the other hand, if $h \notin L^{1}(0,1)$, then
solutions of $(P)$ may not be in $C_{0}^{1}[0,1]$; for example, take $h(t)=(p-1) t^{-1}|1+\ln t|^{p-2}, p>2$, and $f \equiv 1$, then $h \in \mathscr{H} \backslash L^{1}(0,1)$ and the solution $u$ for corresponding problem of $(P)$ is given by $u(t)=-t \ln t$ which is not in $C^{1}[0,1]$. Thus if $h \in \mathscr{H} \backslash L^{1}(0,1)$, the three solutions theorem in [1] can not be applied. Our main interest in this paper is to establish three solutions theorem for problem $(P)$ for those weights $h$ satisfying $h \in \mathscr{H} \backslash L^{1}(0,1)$.

Main step for the proof of three solutions theorem, in general, is to compute the Leray-Schauder degree on a sector in solution space made from strong sense of upper and lower solutions. Since the sector needs to be open in the space, strong sense of ordering and the sector made from the ordering are closely related to the topology of solution space. A typical situation in application usually happens as follows.

It is comparatively easy to find a lower solution $\alpha$ and an upper solution $\beta$ of $(P)$ satisfying $\alpha(t)<\beta(t)$, for all $t \in(0,1)$ and $\alpha(0)=\alpha(1)=\beta(0)=\beta(1)=0$. Denote $\Omega=\{u \in$ $X \mid \alpha(t)<u(t)<\beta(t)$, for all $t \in(0,1)\}$. In $C^{1}$-analysis, that is, $X=C_{0}^{1}[0,1]$, we see that $\Omega$ is nonempty and open in $X$ by providing additional conditions like $\alpha^{\prime}(0)<\beta^{\prime}(0)$ and $\alpha^{\prime}(1)>\beta^{\prime}(1)$ which implies a strong sense of ordering. On the other hand, in $C$-analysis, that is, $X=C_{0}[0,1]$, we see int $\Omega=\emptyset$ so that the Leray-Schauder degree on $\Omega$ is not
even defined. Three solutions theorem with no use of such $\Omega$ is very restrictive in application. To overcome this difficulty in our problem, we introduce a weighted solution space, say $C_{w}[0,1]$, which is finer than $C[0,1]$ and also introduce a strong sense of ordering suitable to $C_{w}$-space which makes the degree computation effective (see Section 2 in detail).

As to a question of triple multiplicity of solutions, besides the Amann type three solutions theorems, many works are done by using the variational method (see [2-5] and the references therein) and by using several extensions of the Liggett-Williams fixed point theorem and Guo-Krasnoselskii fixed point theorem, especially for positive solutions (see [6-8] and the references therein). For the problem we are concerned with in this paper, the variational setup is not possible due to lack of regularity of solutions. Three solutions theorem proved in this paper is for the case that $h$ is not only $h \notin L^{1}(0,1)$ but also possibly sign-changing. By this aspect, it is new as far as the authors know. For the case $h \geq 0$, one may refer to [9] for a partial result about the theorem.

As an application, we study the existence of triple positive solutions for certain nonlinear $p$-Laplacian problems with positive singular coefficient function and give an example of a combustion model defined on an exterior domain. Applying this three solutions theorem to the case having sign-changing coefficient function could be an interesting and challenging problem.

We organize this paper as follows. In Section 1, we introduce a weighted solution space $C_{w}[0,1]$, the strong upper and lower solutions of $(P)$, and prove three solutions theorem for problem $(P)$. In Section 3, we prove a multiplicity result for certain nonlinear $p$-Laplacian problems by using three solutions theorem introduced in Section 2. In Section 4, we apply the result in Section 3 to a combustion model to show the existence of three positive radial solutions on exterior domain.

## 2. Preliminaries

In this section, we introduce a weighted solution space $C_{w}[0,1]$ and prove three solutions theorem for $(P)$ on $C_{w}[0,1]$. Let

$$
\begin{align*}
& C_{w}[0,1] \\
& \qquad=\left\{u \in C[0,1] \cap C^{1}(0,1) \mid-\infty<\lim _{t \rightarrow 0^{+}} w(t) u^{\prime}(t)<\infty,\right. \\
& \left.\quad-\infty<\lim _{t \rightarrow 1^{-}} w(t) u^{\prime}(t)<\infty\right\}, \tag{2}
\end{align*}
$$

where

$$
\begin{equation*}
w(t)=\min \left\{w_{h}(t), 1\right\} \tag{3}
\end{equation*}
$$

with

$$
w_{h}(t)= \begin{cases}\left(\varphi_{p}^{-1}\left(\int_{t}^{1 / 2}|h(s)| d s\right)\right)^{-1}, & 0<t \leq \frac{1}{2}  \tag{4}\\ \left(\varphi_{p}^{-1}\left(\int_{1 / 2}^{t}|h(s)| d s\right)\right)^{-1}, & \frac{1}{2} \leq t<1\end{cases}
$$

If $h \in \mathscr{H} \backslash L^{1}(0,1)$, then $0<w(t) \leq 1$, for $t \in(0,1)$,

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} w(t)=0 \quad \text { or } \quad \lim _{t \rightarrow 1^{-}} w(t)=0 \tag{5}
\end{equation*}
$$

and $w^{-1}$ is integrable on $(0,1)$. More precisely, if $h \notin L^{1}(0$, $1 / 2]$, then $\lim _{t \rightarrow 0^{+}} w(t)=0$ and if $h \notin L^{1}[1 / 2,1)$, then $\lim _{t \rightarrow 1^{-}} w(t)=0$.

For $u \in C_{w}[0,1]$, define $w u^{\prime} \in C[0,1]$ by

$$
w u^{\prime}(t)= \begin{cases}\lim _{t \rightarrow 0^{+}} w(t) u^{\prime}(t), & t=0  \tag{6}\\ w(t) u^{\prime}(t), & t \in(0,1) \\ \lim _{t \rightarrow 1^{-}} w(t) u^{\prime}(t), & t=1\end{cases}
$$

And also define $\|u\|_{w}=\|u\|_{\infty}+\left\|w u^{\prime}\right\|_{\infty}$; then $\left(C_{w}[0,1],\|\cdot\|_{w}\right)$ is a Banach space. We give a proof for reader's convenience.

Lemma 1. Let $h \in \mathscr{H} \backslash L^{1}(0,1)$; then $C_{w}[0,1]$ is a Banach space with a norm $\|u\|_{w}=\|u\|_{\infty}+\left\|w u^{\prime}\right\|_{\infty}$.

Proof. Let $\left\{u_{n}\right\}$ be a Cauchy sequence in $\left(C_{w}[0,1],\|\cdot\|_{w}\right)$. Then $\left\{u_{n}\right\}$ and $\left\{w u_{n}^{\prime}\right\}$ are Cauchy sequences in $C[0,1]$ so that there exist $u, v \in C[0,1]$ such that $u_{n} \rightarrow u$ and $w u_{n}^{\prime} \rightarrow v$ in $C[0,1]$. It is sufficient to show that $w u^{\prime} \equiv v$ on $[0,1]$. Since $w(t)>0$ for $t \in(0,1)$, there exists $z \in C(0,1)$ such that $z(t)=v(t) / w(t)$ for all $t \in(0,1)$. For $\delta>0$, we know $u_{n}^{\prime} \rightarrow z$ in $C[\delta, 1-\delta]$. This implies $z \equiv u^{\prime}$ in $[\delta, 1-\delta]$. Since $\delta>0$ is arbitrary, $w u_{n}^{\prime} \rightarrow w u^{\prime}$ pointwise in $t \in(0,1)$. Therefore, $w u^{\prime} \equiv v$ on $(0,1)$. Since $w u_{n}^{\prime}$ converges uniformly to $v$ on $[0,1]$, we have

$$
\begin{align*}
v(0) & =\lim _{n \rightarrow \infty} w u_{n}^{\prime}(0)=\lim _{n \rightarrow \infty} \lim _{t \rightarrow 0^{+}} w(t) u_{n}^{\prime}(t) \\
& =\lim _{t \rightarrow 0^{+}} \lim _{n \rightarrow \infty} w(t) u_{n}^{\prime}(t)=\lim _{t \rightarrow 0^{+}} w(t) u^{\prime}(t) \tag{7}
\end{align*}
$$

Thus $u \in C_{w}[0,1]$ and $w u^{\prime} \equiv v$ on $[0,1]$. This implies $u_{n} \rightarrow u$ in $C_{w}[0,1]$ and the proof is completed.

Define

$$
\begin{equation*}
X=\left\{u \in C_{w}[0,1] \mid u(0)=0=u(1)\right\} . \tag{8}
\end{equation*}
$$

Then we see that for given $h \in \mathscr{H} \backslash L^{1}(0,1), u$ being a solution of $(P)$ implies $u \in X$. In fact, if $\lim _{t \rightarrow 0^{+}} \int_{t}^{1 / 2} h(s) d s=\infty$ and $u$ is a solution of $(P)$, then for $t \in(0,1 / 2)$,

$$
\begin{equation*}
u^{\prime}(t)=\varphi_{p}^{-1}\left(\int_{t}^{1 / 2} h(s) f(u(s)) d s+\varphi_{p}\left(u^{\prime}\left(\frac{1}{2}\right)\right)\right) \tag{9}
\end{equation*}
$$

and by using L'Hospital's rule, we have

$$
\begin{align*}
& \lim _{t \rightarrow 0^{+}} w(t) u^{\prime}(t) \\
& \quad=\lim _{t \rightarrow 0^{+}} \varphi_{p}^{-1}\left(\frac{\int_{t}^{1 / 2} h(s) f(u(s)) d s+\varphi_{p}\left(u^{\prime}(1 / 2)\right)}{\int_{t}^{1 / 2} h(s) d s}\right) \\
& \quad=\lim _{t \rightarrow 0^{+}} \varphi_{p}^{-1}\left(\lim _{t \rightarrow 0^{+}} \frac{h(t) f(u(t))}{h(t)}\right)=\varphi_{p}^{-1}(f(0)) . \tag{10}
\end{align*}
$$

For the cases that $\lim _{t \rightarrow 0^{+}} \int_{t}^{1 / 2} h(s) d s=-\infty$ and $\lim _{t \rightarrow 1^{-}}$ $\int_{1 / 2}^{t} h(s) d s=\infty($ or $-\infty)$, by the same argument, we have

$$
\begin{align*}
& -\infty<\lim _{t \rightarrow 0^{+}} w(t) u^{\prime}(t)<\infty  \tag{11}\\
& -\infty<\lim _{t \rightarrow 1^{-}} w(t) u^{\prime}(t)<\infty .
\end{align*}
$$

Example 2. Let us consider the following example:

$$
\begin{gather*}
\varphi_{p}\left(u^{\prime}(t)\right)^{\prime}+h(t) \exp \left(\frac{\alpha u}{\alpha+u}\right)=0, \quad t \in(0,1],  \tag{12}\\
u(0)=0, \quad u(1)=0,
\end{gather*}
$$

where $\alpha, \lambda>0, p>3 / 2$ and $h:(0,1) \rightarrow \mathbb{R}$ is given by

$$
h(t)= \begin{cases}t^{-3 / 2}, & 0<t \leq \frac{1}{2}  \tag{13}\\ -1, & \frac{1}{2}<t<1\end{cases}
$$

Then we see that $h \in \mathscr{H} \backslash L^{1}(0,1]$ sign-changing and every solution $u$ satisfies $u^{\prime}\left(0^{+}\right)=\infty$ by using (9). We also see by calculation that $w$ can be given as

$$
w(t)= \begin{cases}\left(\frac{\sqrt{t}}{2(1-\sqrt{2 t})}\right)^{1 /(p-1)}, & \text { if } t \in\left(0, \frac{36-16 \sqrt{2}}{49}\right]  \tag{14}\\ 1, & \text { if } t \in\left(\frac{36-16 \sqrt{2}}{49}, 1\right]\end{cases}
$$

and $w u^{\prime}\left(0^{+}\right)=1$ by using (10).
To establish corresponding integral operator for problem $(P)$, let us first consider the problem

$$
\begin{gather*}
-\varphi_{p}\left(u^{\prime}\right)^{\prime}=g, \quad t \in(0,1),  \tag{A}\\
u(0)=0=u(1)
\end{gather*}
$$

where $g \in \mathscr{H}$. We remind the reader that $g$ needs not be integrable near $t=0$ or 1 . Integrating on $[t, 1 / 2]$ for $t \in$ ( $0,1 / 2$ ], we have

$$
\begin{equation*}
\varphi_{p}\left(u^{\prime}(t)\right)=\varphi_{p}\left(u^{\prime}\left(\frac{1}{2}\right)\right)+\int_{t}^{1 / 2} g(r) d r . \tag{15}
\end{equation*}
$$

Denoting $\rho=\varphi_{p}\left(u^{\prime}(1 / 2)\right)$,

$$
\begin{equation*}
u^{\prime}(t)=\varphi_{p}^{-1}\left(\rho+\int_{t}^{1 / 2} g(r) d r\right) \tag{16}
\end{equation*}
$$

Since $g \in \mathscr{H}$ and $\rho$ is a fixed constant, we can see that

$$
\begin{equation*}
\varphi_{p}^{-1}\left(\rho+\int_{t}^{1 / 2} g(r) d r\right) \in L^{1}\left(0, \frac{1}{2}\right) \tag{17}
\end{equation*}
$$

so that we may integrate on $(0, t)$. Using a boundary condition $u(0)=0$, we get

$$
\begin{equation*}
u(t)=\int_{0}^{t} \varphi_{p}^{-1}\left(\rho+\int_{t}^{1 / 2} g(r) d r\right) d s, \quad \text { for } t \in\left[0, \frac{1}{2}\right] \tag{18}
\end{equation*}
$$

We note that $u$ in (18) is a solution of $(A)$ only on the interval $[0,1 / 2]$. Doing similar computation on the interval $[1 / 2,1]$, we get

$$
\begin{equation*}
u(t)=\int_{t}^{1} \varphi_{p}^{-1}\left(-\rho+\int_{1 / 2}^{t} g(r) d r\right) d s, \quad \text { for } t \in\left[\frac{1}{2}, 1\right) \tag{19}
\end{equation*}
$$

It is known by Lemma 2.2 in [10] that the equation

$$
\begin{align*}
& \int_{0}^{1 / 2} \varphi_{p}^{-1}\left(\rho+\int_{s}^{1 / 2} g(r) d r\right) d s  \tag{20}\\
& \quad=\int_{1 / 2}^{1} \varphi_{p}^{-1}\left(-\rho+\int_{1 / 2}^{s} g(r) d r\right) d s
\end{align*}
$$

has a unique zero $\rho \triangleq \rho(g)$ in $\mathbb{R}$ for each $g \in \mathscr{H}$. Therefore it is natural to paste $u$ 's in (18) and (19) in a continuous way. Now let us define a function $u$ by

$$
u(t)= \begin{cases}\int_{0}^{t} \varphi_{p}^{-1}\left(\rho(g)+\int_{s}^{1 / 2} g(r) d r\right) d s, & 0 \leq t \leq \frac{1}{2}  \tag{21}\\ \int_{t}^{1} \varphi_{p}^{-1}\left(-\rho(g)+\int_{1 / 2}^{s} g(r) d r\right) d s, & \frac{1}{2} \leq t \leq 1\end{cases}
$$

Then $u$ satisfies $u \in C[0,1] \cap C^{1}(0,1)$ and $u$ is a unique solution of problem ( $A$ ).

Based on this setup, we now introduce corresponding integral operator for problem $(P)$. For $u \in C[0,1]$, define

$$
\begin{align*}
& \operatorname{Tu}(t) \\
& =\left\{\begin{array}{l}
\int_{0}^{t} \varphi_{p}^{-1}\left(\begin{array}{l}
\rho(h f(u)) \\
\left.\quad+\int_{s}^{1 / 2} h(\tau) f(u(\tau)) d \tau\right) d s, \\
\int_{t}^{1} \varphi_{p}^{-1}\left(\begin{array}{l}
-\rho(h f(u)) \\
\\
\\
\left.\quad \int_{1 / 2}^{s} h(\tau) f(u(\tau)) d \tau\right) d s,
\end{array}\right. \\
\frac{1}{2} \leq t \leq 1
\end{array}\right.
\end{array} . \begin{array}{l}
\end{array}\right. \tag{22}
\end{align*}
$$

Then $u=T u$ in $C[0,1]$ if and only if $u$ is a solution of $(P)$.
Remark 3. We understand the number $\rho(h f(u))$ in the above as a function of $u$ defined on $C[0,1]$. That is, $\rho: C[0,1] \rightarrow$ $\mathbb{R}$. It is known that $\rho$ maps bounded sets in $C[0,1]$ into bounded sets in $\mathbb{R}$ ([10, Lemma 3.1]). It is also known that $T$ is completely continuous on $C[0,1]$ ([10, Theorem 3.4]).

As mentioned in Introduction, the regularity of solutions of problem $(P)$ sensitively depends on the shape of nonlinear
term $f$ even if $h \in \mathscr{H} \backslash L^{1}(0,1)$, and we are concerned with the case that problem $(P)$ does not have $C^{1}$-solutions. Therefore, it is interesting to consider operator $T$ restricted on $X$ to complete three solutions theorem for those problems with no $C^{1}$-solutions.

Define $G$ the restriction of $T$ on $X$.
In what is to follow, we assume $h \in \mathscr{H} \backslash L^{1}(0,1)$ and we now prove the complete continuity of $G$ on the solution space $X$. Before doing that, we give a remark useful to calculate $p$-Laplacians.

Remark 4. If $a, b>0$, then

$$
\begin{equation*}
\varphi_{p}^{-1}(a+b) \leq C_{p}\left(\varphi_{p}^{-1}(a)+\varphi_{p}^{-1}(b)\right) \tag{23}
\end{equation*}
$$

where

$$
C_{p}:= \begin{cases}1, & p>2  \tag{24}\\ 2^{(2-p) /(p-1)}, & 1<p \leq 2\end{cases}
$$

Theorem 5. $G: X \rightarrow X$ is completely continuous.
Proof. Let $B$ be a bounded subset of $X$. Then for any sequence $\left(u_{n}\right) \subset B$, we need to show the relative compactness of $\left(G u_{n}\right)$ with respect to $\|\cdot\|_{w}$-norm. We know by Remark 3 that $G$ is completely continuous on $C[0,1]$ so that there exists $u_{0} \in$ $C[0,1]$ and a subsequence of $\left(u_{n}\right)$, say again $\left(u_{n}\right)$ such that $G u_{n} \rightarrow u_{0}$ in $C[0,1]$. To complete the proof, we need to show the following.
$u_{0} \in X$ and there is a subsequence $\left(G u_{n l}\right)$ of $\left(G u_{n}\right)$ such that $G u_{n l} \rightarrow u_{0}$ as $l \rightarrow \infty$ in $X$ and $G$ is continuous on $X$.

Claim 1. $\left\{w\left(G u_{n}\right)^{\prime}\right\}$ is uniform bounded in $C[0,1]$.
Since $B$ is bounded in $X$, there exists $M_{B}>0$ such that $\|u\|_{\infty}<M_{B}$ and $\left\|w u^{\prime}\right\|_{\infty}<M_{B}$, for all $u \in B$. We also know by Remark 3 that there is $N_{B}>0$ such that $|\rho(h f(u))|<N_{B}$, for all $u \in B$. For $t \in(0,1 / 2)$, by using Remark 4 , we get

$$
\begin{align*}
\left|\left(G u_{n}\right)^{\prime}(t)\right| & \leq \varphi_{p}^{-1}\left(|\rho(h f(u))|+\int_{t}^{1 / 2}|h(s)|\left|f\left(u_{n}(s)\right)\right| d s\right) \\
& \leq \varphi_{p}^{-1}\left(N_{B}+\bar{f} \int_{t}^{1 / 2}|h(s)| d s\right) \\
& \leq C_{p}\left(\varphi_{p}^{-1}\left(N_{B}\right)+\varphi_{p}^{-1}(\bar{f}) \varphi_{p}^{-1}\left(\int_{t}^{1 / 2}|h(s)| d s\right)\right) \tag{25}
\end{align*}
$$

where $\bar{f}=\max _{s \in\left[-M_{B}, M_{B}\right]}|f(s)|$. From the fact that $0 \leq w(t) \leq$ 1 and the definition of $w(t)$, we see

$$
\begin{equation*}
w(t) \varphi_{p}^{-1}\left(\int_{t}^{1 / 2}|h(s)| d s\right) \leq 1 \tag{26}
\end{equation*}
$$

thus we have

$$
\begin{equation*}
w(t)\left|\left(G u_{n}\right)^{\prime}(t)\right| \leq C_{p}\left(\varphi_{p}^{-1}\left(N_{B}\right)+\varphi_{p}^{-1}(\bar{f})\right) \tag{27}
\end{equation*}
$$

for $t \in(0,1 / 2]$. For $t \in[1 / 2,1)$, by similar calculation, we get the same upper bound of $w(t)\left|\left(G u_{n}\right)^{\prime}(t)\right|$ as in (27) and by
taking limt $t \rightarrow 0^{+}$and $t \rightarrow 1^{-}$in (27), we have the same upper bound of $\left|w\left(G u_{n}\right)^{\prime}(0)\right|$ and $\left|w\left(G u_{n}\right)^{\prime}(1)\right|$ as in (27). This proves that $\left\{w\left(G u_{n}\right)^{\prime}\right\}$ is bounded in $C[0,1]$.
Claim 2. $\left\{w\left(G u_{n}\right)^{\prime}\right\}$ is equicontinuous on $[0,1]$.
If $h \in L^{1}(0,1)$, then since $\left\|w u_{n}^{\prime}\right\|_{\infty}<M_{B}$, for all $n$ and $w^{-1} \in L^{1}(0,1)$, we get

$$
\begin{equation*}
\left|u_{n}^{\prime}\right|<M_{B}(w)^{-1} \in L^{1}(0,1), \tag{28}
\end{equation*}
$$

for all $n$. This implies that $\left\{u_{n}\right\}$ is equicontinuous in $C[0,1]$ and by Arzela-Ascoli theorem, there exist a subsequence $\left\{u_{n k}\right\}$ of $\left\{u_{n}\right\}$ and $v \in C[0,1]$ such that $u_{n k}$ converges uniformly to $v$ on $[0,1]$ as $k \rightarrow \infty$. Thus using Lebesgue Dominated Convergence theorem, we obtain

$$
\begin{align*}
& w(t) \varphi_{p}^{-1}\left(\rho\left(h f\left(u_{n k}\right)\right)+\int_{t}^{1 / 2} h(s) f\left(u_{n k}(s)\right) d s\right) \\
& \quad \longrightarrow w(t) \varphi_{p}^{-1}\left(\rho(h f(v))+\int_{t}^{1 / 2} h(s) f(v(s)) d s\right), \tag{29}
\end{align*}
$$

uniformly on $[0,1]$. This implies that $\left\{w\left(G u_{n}\right)^{\prime}\right\}$ is equicontinuous in $C[0,1]$.

On the other hand, for the case of $h \in \mathscr{H} \backslash L^{1}(0,1)$, suppose that $\left\{w\left(G u_{n}\right)^{\prime}\right\}$ is not equicontinuous on $[0,1]$. Then there exists $\varepsilon>0$ such that we may choose a subsequence $\left\{u_{n k}\right\}$ of $\left\{u_{n}\right\}$ and sequences $\left\{t_{k}\right\},\left\{s_{k}\right\} \subset(0,1)$ satisfying

$$
\begin{gather*}
\left|t_{k}-s_{k}\right|<\frac{1}{k}  \tag{30}\\
\left|w\left(G u_{n k}\right)^{\prime}\left(t_{k}\right)-w\left(G u_{n k}\right)^{\prime}\left(s_{k}\right)\right| \geq \varepsilon
\end{gather*}
$$

As for sequences $\left\{t_{k}\right\}$ and $\left\{s_{k}\right\}$, it is easy to see that $\lim _{k \rightarrow \infty} t_{k}=\lim _{k \rightarrow \infty} s_{k}$. We show that $\lim _{k \rightarrow \infty} t_{k}=0$ or 1. Suppose it is not true so let $\lim _{k \rightarrow \infty} t_{k}=t_{0} \in(0,1)$. Then taking $\eta$ satisfying $0<\eta<\min \left\{t_{0}, 1-t_{0}\right\}$, we see that $h \in L^{1}[\eta, 1-\eta]$ and $u_{n k} \rightarrow v$ uniformly on $[\eta, 1-\eta]$. By the same argument of the above case of $h \in L^{1}(0,1)$, we can prove that $\left\{w\left(G u_{n}\right)^{\prime}\right\}$ is equicontinuous on $[\eta, 1-\eta]$. Thus there is sufficiently large $N \in \mathbb{N}$ such that

$$
\begin{equation*}
\left|w\left(G u_{n N}\right)^{\prime}\left(t_{N}\right)-w\left(G u_{n N}\right)^{\prime}\left(s_{N}\right)\right|<\varepsilon \tag{31}
\end{equation*}
$$

and this contradicts with (30). Now we consider the case $\lim _{k \rightarrow \infty} t_{k}=0=\lim _{k \rightarrow \infty} s_{k}$. The argument for the case $\lim _{k \rightarrow \infty} t_{k}=1=\lim _{k \rightarrow \infty} s_{k}$ is similar. It is easy to see that this case implies $\lim _{k \rightarrow \infty} w\left(t_{k}\right)=0$. Since $w\left(t_{k}\right) \geq 0$, $w\left(t_{k}\right)=\varphi_{p}^{-1}\left(w^{p-1}\left(t_{k}\right)\right)$, for all $k$ and we get

$$
\begin{align*}
& w\left(G u_{n k}\right)^{\prime}\left(t_{k}\right) \\
& \quad=\varphi_{p}^{-1}\left(w^{p-1}\left(t_{k}\right) \rho\left(h f\left(u_{n k}\right)\right)\right.  \tag{32}\\
& \left.\quad+w^{p-1}\left(t_{k}\right) \int_{t_{k}}^{1 / 2} h(s) f\left(u_{n k}(s)\right) d s\right)
\end{align*}
$$

Now we want to calculate $\lim _{k \rightarrow \infty} w\left(G u_{n k}\right)^{\prime}\left(t_{k}\right)$.

Since $\rho\left(h f\left(u_{n k}\right)\right)$ is bounded and $\lim _{k \rightarrow \infty} w\left(t_{k}\right)=0$, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} w^{p-1}\left(t_{k}\right) \rho\left(h f\left(u_{n k}\right)\right)=0 \tag{33}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
& w^{p-1}\left(t_{k}\right) \int_{t_{k}}^{1 / 2} h(s) f\left(u_{n k}(s)\right) d s \\
& =w^{p-1}\left(t_{k}\right) \int_{t_{k}}^{1 / 2} h(s)\left[f\left(u_{n k}(s)\right)-f(v(s))\right] d s  \tag{34}\\
& \quad+w^{p-1}\left(t_{k}\right) \int_{t_{k}}^{1 / 2} h(s) f(v(s)) d s
\end{align*}
$$

We show $\lim _{k \rightarrow \infty} w^{p-1}\left(t_{k}\right) \int_{t_{k}}^{1 / 2} h(s)\left[f\left(u_{n k}(s)\right)-f(v(s))\right] d s=$ 0.

Indeed, $w^{p-1}\left(t_{k}\right)$ is close to 0 for sufficiently large $k$, since $p-1>0$ and $\lim _{k \rightarrow \infty} w\left(t_{k}\right)=0$. Therefore, without loss of generality, we may assume that $w\left(t_{k}\right)=\left(\varphi_{p}^{-1}\left(\int_{t_{k}}^{1 / 2}|h(s)| d s\right)\right)^{-1}$ so that $w^{p-1}\left(t_{k}\right) \int_{t_{k}}^{1 / 2}|h(s)| d s=$ $\left(\int_{t_{k}}^{1 / 2}|h(s)| d s\right)^{-1} \int_{t_{k}}^{1 / 2}|h(s)| d s=1$. Thus using the fact $u_{n k} \rightarrow$ $v$ in $C[0,1]$, we have

$$
\begin{align*}
& \lim _{k \rightarrow \infty}\left|w^{p-1}\left(t_{k}\right) \int_{t_{k}}^{1 / 2} h(s)\left[f\left(u_{n k}(s)\right)-f(v(s))\right] d s\right| \\
& \quad \leq \lim _{k \rightarrow \infty} w^{p-1}\left(t_{k}\right) \int_{t_{k}}^{1 / 2}|h(s)| d s\left\|f\left(u_{n k}\right)-f(v)\right\|_{\infty}  \tag{35}\\
& \quad=\lim _{k \rightarrow \infty}\left\|f\left(u_{n k}\right)-f(v)\right\|_{\infty}=0
\end{align*}
$$

Next we show

$$
\begin{gather*}
\lim _{k \rightarrow \infty} w^{p-1}\left(t_{k}\right) \int_{t_{k}}^{1 / 2} h(s) f(v(s)) d s \\
= \begin{cases}f(0), & \text { if } h>0 \text { near } 0, \\
-f(0), & \text { if } h<0 \text { near } 0 .\end{cases} \tag{36}
\end{gather*}
$$

Indeed, using the fact $w^{p-1}\left(t_{k}\right)=\left(\int_{t_{k}}^{1 / 2}|h(s)| d s\right)^{-1}$ for sufficiently large $k$, we get

$$
\begin{gather*}
\lim _{k \rightarrow \infty} w^{p-1}\left(t_{k}\right) \int_{t_{k}}^{1 / 2} h(s) f(v(s)) d s \\
=\lim _{t \rightarrow 0^{+}} \frac{\int_{t}^{1 / 2} h(s) f(v(s)) d s}{\int_{t}^{1 / 2}|h(s)| d s} . \tag{37}
\end{gather*}
$$

If $h f(v) \in L^{1}(0,1 / 2)$, then we can easily verify $f(0)=0$. Since $\lim _{t \rightarrow 0^{+}} \int_{t}^{1 / 2}|h(s)| d s=\infty$, we see that the limit is 0 . On the other hand, if $h f(v) \notin L^{1}(0,1 / 2)$. We note that $h \in$ $L^{1}[t, 1 / 2]$, for given $t>0$. By using L'Hospital's rule, we get the conclusion.

## Therefore we get

$$
\lim _{k \rightarrow \infty} w\left(G u_{n k}\right)^{\prime}\left(t_{k}\right)= \begin{cases}f(0), & \text { if } h>0 \text { near } 0  \tag{38}\\ -f(0), & \text { if } h<0 \text { near } 0\end{cases}
$$

By the same argument, $w\left(G u_{n k}\right)^{\prime}\left(s_{k}\right)$ also has the same limit and this contradicts with (30). Consequently, $\left\{w\left(G u_{n}\right)^{\prime}\right\}$ is equicontinuous in $C[0,1]$. By Arzela-Ascoli theorem, there exists a subsequence $\left\{u_{n l}\right\}$ of $\left\{u_{n}\right\}$ and $z \in C[0,1]$ such that

$$
\begin{equation*}
w\left(G u_{n l}\right)^{\prime} \longrightarrow z \quad \text { as } l \longrightarrow \infty, \quad \text { in } C[0,1] \tag{39}
\end{equation*}
$$

Claim 3. $u_{0} \in X$ and $G u_{n l} \rightarrow u_{0}$ in $X$.
It is enough to show that $z \equiv w u_{0}^{\prime}$. Since $w(t)>0$ for $t \in(0,1)$, let $r(t):=z(t) / w(t)$; then $r \in C((0,1))$ and for $\delta>0,\left(G u_{n l}\right)^{\prime} \rightarrow r$ uniformly in $C[\delta, 1-\delta]$ and thus $u_{0}^{\prime} \equiv r$ on $[\delta, 1-\delta]$. Since $\delta$ is arbitrary, $u_{0}^{\prime} \equiv r$ on $(0,1)$ and from (39), we have

$$
\begin{align*}
z(0) & =\lim _{l \rightarrow \infty} w\left(G u_{n l}\right)^{\prime}(0)=\lim _{l \rightarrow \infty} \lim _{t \rightarrow 0} w(t)\left(G u_{n l}\right)^{\prime}(t) \\
& =\lim _{t \rightarrow 0} \lim _{l \rightarrow \infty} w(t)\left(G u_{n l}\right)^{\prime}(t)=\lim _{t \rightarrow 0} w(t) u_{0}^{\prime}(t) \tag{40}
\end{align*}
$$

Therefore $w u_{0}^{\prime} \equiv z$ on $[0,1)$. By similar argument near 1 , we get $w u^{\prime} \equiv z$ on $[0,1]$ and thus $u_{0} \in X$.

Claim 4. $G$ is continuous on $X$.
Assume that $u_{n} \rightarrow \widetilde{u}$ in $X$. By compactness of $G$, there is a subsequence $\left\{u_{n j}\right\}$ of $\left\{u_{n}\right\}$ and $v \in X$ such that $G\left(u_{n j}\right) \rightarrow v$ in $X$. It is suffice to see that $G \widetilde{u}(t)=v(t)$, for all $t \in[0,1]$. Since $G$ is continuous in $C[0,1]$ and $u_{n j} \rightarrow \widetilde{u}$ in $C[0,1]$, we have $G u_{n j} \rightarrow G \widetilde{u}$ in $C[0,1]$. Thus $G \widetilde{u} \equiv v$ and by standard limit argument, we see that $G\left(u_{n}\right) \rightarrow v=G \tilde{u}$. This completes the proof.

Now we define a strong sense of ordering in $C_{w}[0,1]$.
Definition 6. For $u, v \in C_{w}[0,1]$, one says that $u \prec v$ if and only if
(i) $u(t)<v(t)$ for all $t \in(0,1)$,
(ii) either $u(0)<v(0)$ or $w u^{\prime}(0)<w v^{\prime}(0)$,
(iii) either $u(1)<v(1)$ or $w u^{\prime}(1)>w v^{\prime}(1)$.

Definition 7. One says that $\alpha$ is a lower solution of $(P)$ if and only if $\alpha \in C_{w}[0,1], \varphi_{p}\left(\alpha^{\prime}\right) \in C^{1}(0,1)$ and

$$
\begin{gather*}
\varphi_{p}\left(\alpha^{\prime}(t)\right)^{\prime}+f(t, \alpha(t)) \geq 0, \quad t \in(0,1),  \tag{41}\\
\alpha(0) \leq 0, \quad \alpha(1) \leq 0
\end{gather*}
$$

We also say that $\beta$ is an upper solution of $(P)$ if and only if $\beta \in$ $C_{w}[0,1]$ with $\varphi_{p}\left(\beta^{\prime}\right) \in C^{1}(0,1)$ and it satisfies the reverse of the above inequalities.

Definition 8. One says that $\alpha$ is a strict lower solution of $(P)$ if and only if $\alpha$ is a lower solution of $(P)$ and satisfies $\alpha<u$ where $u$ is a solution of $(P)$ such that $u(t) \geq \alpha(t), t \in[0,1]$.

We say that $\beta$ is a strict upper solution of $(P)$ if and only if $\beta$ is an upper solution of $(P)$ and satisfies $u<\beta$ where $u$ is a solution of $(P)$ such that $\beta(t) \geq u(t), t \in[0,1]$.

Theorem 9. Assume that there exist a strict lower solution $\alpha$ and a strict upper solution $\beta$ of $(P)$ such that $\alpha<\beta$. Then problem $(P)$ has at least one solution $u$ such that $\alpha<u \prec \beta$. Moreover, for $R>0$ large enough, the Leray-Schauder degree can be computed as

$$
\begin{equation*}
d_{L S}(I-G, \Omega, 0)=1, \tag{42}
\end{equation*}
$$

where $\Omega=\left\{u \in X \mid \alpha \prec u<\beta,\|u\|_{w}<R\right\}$.
Proof. Consider the modified problem

$$
\begin{gather*}
\varphi_{p}\left(u^{\prime}(t)\right)^{\prime}+h(t) f(\gamma(t, u(t)))=0, \quad t \in(0,1),  \tag{M}\\
u(0)=0, \quad u(1)=0
\end{gather*}
$$

where $\gamma:(0,1) \times \mathbb{R} \rightarrow \mathbb{R}$ is defined by

$$
\gamma(t, u)= \begin{cases}\beta(t), & u>\beta(t)  \tag{43}\\ u, & \alpha(t) \leq u \leq \beta(t) \\ \alpha(t), & u<\alpha(t)\end{cases}
$$

Then it is well known that if $u$ is a solution of $(M)$, then $\alpha(t) \leq$ $u(t) \leq \beta(t)$ and thus $u$ is solution of $(P)$. Define $\bar{G}: X \rightarrow X$ by $\bar{G}(u)(t)=G(\gamma(t, u(t)))$. Then $\bar{G}$ is bounded and thus there exists $R \gg 1$ such that $\|\bar{G} u\|_{w}<R$ for all $u \in X$. By the homotopy invariance property of degree, we have

$$
\begin{equation*}
\mathrm{d}_{\mathrm{LS}}\left(I-\overline{\mathrm{G}}, B_{R}(0), 0\right)=\mathrm{d}_{\mathrm{LS}}\left(I, B_{R}(0), 0\right)=1 \tag{44}
\end{equation*}
$$

where $B_{R}(0)=\left\{u \in X \mid\|u\|_{w}<R\right\}$. Thus $(M)$ has a solution and $(P)$ has a solution $u$ satisfying $\alpha(t) \leq u(t) \leq \beta(t)$. Since $\alpha$ and $\beta$ are strict lower and upper solutions, respectively, by the definition of strict lower and upper solution, we have $\alpha \prec$ $u \prec \beta$. Moreover, by using the fact that $\bar{G}=G$ on $\bar{\Omega}$, (44) and excision property, we conclude that there exists $R>0$ large enough such that

$$
\begin{align*}
\mathrm{d}_{\mathrm{LS}}(I-G, \Omega, 0) & =\mathrm{d}_{\mathrm{LS}}(I-\bar{G}, \Omega, 0)  \tag{45}\\
& =\mathrm{d}_{\mathrm{LS}}\left(I-\bar{G}, B_{R}(0), 0\right)=1 .
\end{align*}
$$

Theorem 10 (three solutions theorem). Assume that there exist a lower solution $\alpha_{1}$, an upper solution $\beta_{2}$, a strict lower solution $\alpha_{2}$, and a strict upper solution $\beta_{1}$ of $(P)$ such that

$$
\begin{equation*}
\alpha_{1} \leq \beta_{1} \leq \beta_{2}, \quad \alpha_{1} \leq \alpha_{2} \leq \beta_{2} \tag{46}
\end{equation*}
$$

and there exists $t_{0} \in[0,1]$ with $\beta_{1}\left(t_{0}\right)<\alpha_{2}\left(t_{0}\right)$. Then problem $(P)$ has at least three solutions $u_{1}, u_{2}$, and $u_{3}$ such that

$$
\begin{gather*}
\alpha_{1} \leq u_{1} \prec \beta_{1}, \quad \alpha_{2}<u_{2} \leq \beta_{2}  \tag{47}\\
u_{3} \in\left[\alpha_{1}, \beta_{2}\right] \backslash\left(\left[\alpha_{1}, \beta_{1}\right] \cup\left[\alpha_{2}, \beta_{2}\right]\right) .
\end{gather*}
$$

Proof. Consider the modified problem,

$$
\begin{gathered}
\varphi_{p}\left(u^{\prime}(t)\right)^{\prime}+h(t) f\left(\gamma_{1,2}(t, u(t))\right)=0, \quad t \in(0,1) \\
u(0)=0, \quad u(1)=0
\end{gathered}
$$

where $\gamma_{1,2}:(0,1) \times \mathbb{R} \rightarrow \mathbb{R}$ is defined by

$$
\gamma_{1,2}(t, u)= \begin{cases}\beta_{2}(t), & u>\beta_{2}(t),  \tag{48}\\ u, & \alpha_{1}(t) \leq u \leq \beta_{2}(t), \\ \alpha_{1}(t), & u<\alpha_{1}(t)\end{cases}
$$

For any $\varepsilon>0, \alpha_{1}-\varepsilon$ and $\beta_{2}+\varepsilon$ are strict lower solution and strict upper solution of $\left(M_{1,2}\right)$. In fact, if $u$ is a solution of $\left(M_{1,2}\right)$, then we have $\alpha_{1}(t)-\varepsilon<\alpha_{1}(t) \leq u(t) \leq \beta_{2}(t)<$ $\beta_{2}(t)+\varepsilon$. By Theorem 5 , there is a sufficient large $R>0$ :

$$
\begin{align*}
& \mathrm{d}_{\mathrm{LS}}\left(I-G_{1,2}, \Omega_{1,1}, 0\right)=1 \\
& \mathrm{~d}_{\mathrm{LS}}\left(I-G_{1,2}, \Omega_{2,2}, 0\right)=1,  \tag{49}\\
& \mathrm{~d}_{\mathrm{LS}}\left(I-G_{1,2}, \Omega_{1,2}, 0\right)=1,
\end{align*}
$$

where $G_{1,2}: X \rightarrow X$ is defined by $G_{1,2}(u)(t)=G\left(\gamma_{1,2}(t, u(t))\right.$ and

$$
\begin{align*}
& \Omega_{1,1}=\left\{u \in X \alpha_{1}-\varepsilon<u \prec \beta_{1},\|u\|_{w}<R\right\}, \\
& \Omega_{2,2}=\left\{u \in X \alpha_{2} \prec u \prec \beta_{2}+\varepsilon,\|u\|_{w}<R\right\},  \tag{50}\\
& \Omega_{1,2}=\left\{u \in X \mid \alpha_{1}-\varepsilon \prec u \prec \beta_{2}+\varepsilon,\|u\|_{w}<R\right\} .
\end{align*}
$$

Then by excision and additive property, we have

$$
\begin{equation*}
\mathrm{d}_{\mathrm{LS}}\left(I-G_{1,2}, \Omega_{1,2} \backslash\left(\bar{\Omega}_{1,1} \cup \bar{\Omega}_{2,2}\right), 0\right)=-1 \tag{51}
\end{equation*}
$$

Thus there are three solutions of $\left(M_{1,2}\right), u_{1} \in \bar{\Omega}_{1,1}, u_{2} \in \bar{\Omega}_{2,2}$, and $u_{3} \in \Omega_{1,2} \backslash\left(\bar{\Omega}_{1,1} \cup \bar{\Omega}_{2,2}\right)$. Since all solutions $u$ of $\left(M_{1,2}\right)$ satisfy $u \in\left[\alpha_{1}, \beta_{2}\right]$, they are solutions of $(P)$ and the proof is done.

## 3. Application

In this section, we prove the existence of triple positive solutions for a problem of the form

$$
\begin{gather*}
\varphi_{p}\left(u^{\prime}(t)\right)^{\prime}+\lambda h(t) f(u(t))=0, \quad t \in(0,1) \\
u(0)=0=u(1)
\end{gather*}
$$

where $\lambda>0$ and $f \in C([0, \infty),(0, \infty))$. Let us assume
$\left(H_{1}\right) h \in \mathscr{H} \backslash L^{1}(0,1)$ with $h \geq 0$,
$\left(H_{2}\right) \min _{t \in(0,1)} h(t)=\underline{h}>0$,
$\left(F_{1}\right) \lim _{u \rightarrow \infty}\left(f(u) / \varphi_{p}(u)\right)=0$,
$\left(F_{2}\right) f$ is nondecreasing.
The existence of two positive solutions for problem $\left(P_{\lambda}\right)$ was proved in [11] under a stronger condition on $h$ such as $\int_{0}^{1} s^{\delta}(1-s)^{\gamma} h(s) d s<\infty$ for some $\delta, \gamma<p-1$. Since $f(0)>0$, we can easily see that any solution $u$ of problem $\left(P_{\lambda}\right)$ is in $C_{0}[0,1]$ but not in $C^{1}[0,1]$ so that with the aid of three solutions theorem in Section 2, we prove the following theorem.

Theorem 11. Assume $\left(H_{1}\right),\left(H_{2}\right),\left(F_{1}\right)$ and $\left(F_{2}\right)$, and also assume that there exist $a>0$ and $b>0$ such that $a<b$ and

$$
\begin{equation*}
\frac{a^{p-1}}{f(a)}>C \frac{b^{p-1}}{f(b)} \tag{52}
\end{equation*}
$$

where $C=4^{p}\left(\|e\|_{\infty}^{p-1} / \underline{h}\right)$ and e the unique solution of

$$
\begin{gather*}
\varphi_{p}\left(e^{\prime}(t)\right)^{\prime}+h(t)=0, \quad t \in(0,1)  \tag{53}\\
e(0)=0=e(1)
\end{gather*}
$$

Then for $\lambda>0$ satisfying

$$
\begin{equation*}
\frac{b^{p-1} C}{f(b)\|e\|_{\infty}^{p-1}}<\lambda<\frac{a^{p-1}}{f(a)\|e\|_{\infty}^{p-1}} \tag{54}
\end{equation*}
$$

problem $\left(P_{\lambda}\right)$ has at least three positive solutions.
Proof. For $\lambda \in\left(b^{p-1} C / f(b)\|e\|_{\infty}^{p-1}, a^{p-1} / f(a)\|e\|_{\infty}^{p-1}\right)$, it is trivial that $\alpha_{1} \equiv 0$ is a lower solution of $\left(P_{\lambda}\right)$. Let $\beta_{1}=$ $a\left(e /\|e\|_{\infty}\right)$. Then

$$
\begin{align*}
-\varphi_{p}\left(\beta_{1}^{\prime}(t)\right)^{\prime} & =-\frac{a^{p-1}}{\|e\|_{\infty}^{p-1}} \varphi_{p}\left(e^{\prime}(t)\right)^{\prime}=\frac{a^{p-1}}{\|e\|_{\infty}^{p-1}} h(t)  \tag{55}\\
& >\lambda h(t) f(a) \geq \lambda h(t) f\left(\beta_{1}(t)\right)
\end{align*}
$$

Thus $\beta_{1}$ is an upper solution of $\left(P_{\lambda}\right)$. To show that $\beta_{1}$ is a strict upper solution of $\left(P_{\lambda}\right)$, assume that $u$ is a solution of $\left(P_{\lambda}\right)$ such that $u \leq \beta_{1}$. We first show that $u(t)<\beta_{1}(t)$, for all $t \in(0,1)$. Suppose it is not true, then there exist $t_{0}$ and $t_{1}$ with $t_{0}<t_{1}$ in $(0,1)$ such that $u^{\prime}\left(t_{0}\right)=\beta_{1}^{\prime}\left(t_{0}\right)$ and $u^{\prime}\left(t_{1}\right)<\beta_{1}^{\prime}\left(t_{1}\right)$. Integrate $\varphi_{p}\left(u^{\prime}(t)\right)^{\prime}-\varphi_{p}\left(\beta_{1}^{\prime}(t)\right)^{\prime}$ from $t_{0}$ to $t_{1}$, by (55) and monotonicity of $f$, we have the following contradiction:

$$
\begin{align*}
0 & >\varphi_{p}\left(u^{\prime}\left(t_{1}\right)\right)-\varphi_{p}\left(\beta_{1}^{\prime}\left(t_{1}\right)\right) \\
& =\int_{t_{0}}^{t_{1}} \varphi_{p}\left(u^{\prime}(s)\right)^{\prime}-\varphi_{p}\left(\beta_{1}^{\prime}(s)\right)^{\prime} d s  \tag{56}\\
& >\int_{t_{0}}^{t_{1}}-\lambda h(s) f(u(s))+\lambda h(s) f\left(\beta_{1}(s)\right) \geq 0 .
\end{align*}
$$

Since $u(0)=\beta_{1}(0)=u(1)=\beta_{1}(1)=0$, it suffices to show that $w u^{\prime}(1)>w \beta_{1}^{\prime}(1)$. The inequality $w u^{\prime}(0)<w \beta_{1}^{\prime}(0)$ can be proved similarly. For the case that $\lim _{t \rightarrow 1^{-}} \int_{1 / 2}^{t} h(s) d s<\infty$, we know $u^{\prime}(1)$ and $\beta^{\prime}(1)$ exist. Since

$$
\begin{equation*}
\varphi_{p}\left(u^{\prime}(t)\right)^{\prime}-\varphi_{p}\left(\beta_{1}^{\prime}(t)\right)^{\prime}>0, \quad t \in(0,1) \tag{57}
\end{equation*}
$$

we know that there exists $d \in(0,1)$ such that $u^{\prime}(d)>\beta^{\prime}(d)$. Indeed, otherwise, $u^{\prime}(t) \leq \beta^{\prime}(t)$ for all $t \in(0,1)$; then by integrating this from $t$ to 1 , we have the contradiction

$$
\begin{equation*}
u(t) \geq \beta(t), \quad t \in(0,1) \tag{58}
\end{equation*}
$$

Integrating (57) from $d$ to 1 , we have

$$
\begin{equation*}
\varphi_{p}\left(u^{\prime}(1)\right)-\varphi_{p}\left(\beta_{1}^{\prime}(1)\right)>\varphi_{p}\left(u^{\prime}(d)\right)-\varphi_{p}\left(\beta_{1}^{\prime}(d)\right)>0 \tag{59}
\end{equation*}
$$

and thus $u^{\prime}(1)>\beta^{\prime}(1)$ and

$$
\begin{equation*}
w u^{\prime}(1)>w \beta^{\prime}(1) \tag{60}
\end{equation*}
$$

For the case that $\lim _{t \rightarrow 1^{-}} \int_{1 / 2}^{t} h(s) d s=\infty$,

$$
\begin{align*}
w \beta_{1}^{\prime}(1)= & \lim _{t \rightarrow 1^{-}} w(t) \beta_{1}^{\prime}(t) \\
= & \lim _{t \rightarrow 1^{-}} \frac{1}{\varphi_{p}^{-1}\left(\int_{1 / 2}^{t} h(s) d s\right)} \\
& \times\left[-\varphi_{p}^{-1}\left(-\alpha\left(\frac{a^{p-1}}{\|e\|_{\infty}^{p-1}} h\right)+\frac{a^{p-1}}{\|e\|_{\infty}^{p-1}} \int_{1 / 2}^{t} h(s) d s\right)\right] \\
= & \lim _{t \rightarrow 1^{-}}-\varphi_{p}^{-1}\left(-\frac{\alpha\left(\left(a^{p-1} /\|e\|_{\infty}^{p-1}\right) h\right)}{\int_{1 / 2}^{t} h(s) d s}+\frac{a^{p-1}}{\|e\|_{\infty}^{p-1}}\right) \\
= & \varphi_{p}^{-1}\left(-\frac{a^{p-1}}{\|e\|_{\infty}^{p-1}}\right) . \tag{61}
\end{align*}
$$

From the monotonicity of $f$ and choice of $\lambda$ with help of L'Hospital's rule, we have

$$
\begin{align*}
w u^{\prime}(1)= & \lim _{t \rightarrow 1^{-}} w(t) u^{\prime}(t) \\
= & \lim _{t \rightarrow 1^{-}} \frac{1}{\varphi_{p}^{-1}\left(\int_{1 / 2}^{t} h(s) d s\right)} \\
& \times\left[-\varphi_{p}^{-1}\left(-\alpha(\lambda h f(u))+\int_{1 / 2}^{t} \lambda h(s) f(u(s)) d s\right)\right] \\
= & \lim _{t \rightarrow 1^{-}}-\varphi_{p}^{-1}\left(-\frac{\alpha(\lambda h f(u))}{\int_{1 / 2}^{t} h(s) d s}+\frac{\int_{1 / 2}^{t} \lambda h(s) f(u(s)) d s}{\int_{1 / 2}^{t} h(s) d s}\right) \\
= & \varphi_{p}^{-1}\left(-\lim _{t \rightarrow 1^{-}} \frac{\int_{1 / 2}^{t} \lambda h(s) f(u(s)) d s}{\int_{1 / 2}^{t} h(s) d s}\right) \\
= & \varphi_{p}^{-1}\left(-\lim _{t \rightarrow 1^{-}} \frac{\lambda h(t) f(u(t))}{h(t)}\right) \\
= & \varphi_{p}^{-1}\left(-\lim _{t \rightarrow 1^{-}} \lambda f(u(t))\right)=\varphi_{p}^{-1}(-\lambda f(0)) \\
> & \varphi_{p}^{-1}\left(-\frac{a^{p-1} f(0)}{f(a)\|e\|_{\infty}^{p-1}}\right) \\
& >\varphi_{p}^{-1}\left(-\frac{a^{p-1}}{\|e\|_{\infty}^{p-1}}\right)=w \beta_{1}^{\prime}(1) . \tag{62}
\end{align*}
$$

Thus we proved that $\beta_{1}$ is a strict upper solution of $\left(P_{\lambda}\right)$. Now, since $\lambda>b^{p-1} C / f(b)\|e\|_{\infty}^{p-1}$, we may choose $\lambda^{*}$ satisfying $b^{p-1} C / f(b)\|e\|_{\infty}^{p-1}<\lambda^{*}<\lambda$; then since $\lambda^{*} \underline{h} f(b) / 4^{p} b^{p-1}>1$,
we may choose $k, j>1$ such that $1<(k j)^{p-1}<\lambda^{*} \underline{h} f(b) /$ $4^{p} b^{p-1}$. Let $\alpha_{2}$ be the solution of

$$
\begin{gather*}
\varphi_{p}\left(\alpha_{2}^{\prime}(t)\right)^{\prime}+\lambda^{*} \underline{h} f(v(t))=0, \quad t \in(0,1)  \tag{63}\\
\alpha_{2}(0)=0=\alpha_{2}(1)
\end{gather*}
$$

where $v(t)=b \gamma(t)$ when

$$
\gamma(t)= \begin{cases}1-\left(1-(4 t)^{k}\right)^{j}, & \text { if } 0 \leq t \leq \frac{1}{4}  \tag{64}\\ 1, & \text { if } \frac{1}{4} \leq t \leq \frac{1}{2}\end{cases}
$$

and $\gamma(t)=\gamma(1-t)$, for $t \in(1 / 2,1]$. We note that $\left|v^{\prime}(t)\right| \leq 4 k j b$ and let us show that $v(t) \leq \alpha_{2}(t)$ for $0 \leq t \leq 1 / 2$. It is clear that $\alpha_{2}^{\prime}(t) \geq 0=v^{\prime}(t)$ for $1 / 4 \leq t \leq 1 / 2$. We note that $\alpha_{2}^{\prime}(1 / 2)=0$ from the symmetry of $v$. For $0 \leq t \leq 1 / 4$, by integrating (63) from $t$ to $1 / 2$, from the choice of $\lambda^{*}$ and $C$, we have

$$
\begin{align*}
\alpha_{2}^{\prime}(t) & =\varphi_{p}^{-1}\left(\int_{t}^{1 / 2} \lambda^{*} \underline{h} f(v(s)) d s\right) \\
& \geq \varphi_{p}^{-1}\left(\int_{1 / 4}^{1 / 2} \lambda^{*} \underline{h} f(w(s)) d s\right)  \tag{65}\\
& =\left(\lambda^{*} \underline{h} f(b) \frac{1}{4}\right)^{1 /(p-1)}>4 k j b \geq v^{\prime}(t)
\end{align*}
$$

Thus $\alpha_{2}(t)>v(t)$ for $0<t \leq 1 / 2$ and it is clear that $\alpha_{2}(t)>$ $v(t)$ for $0<t \leq 1$, by the symmetry of $\alpha_{2}$ and $v$. From the monotonicity of $f$, we have

$$
\begin{align*}
-\varphi_{p}\left(\alpha_{2}^{\prime}(t)\right)^{\prime} & =\lambda^{*} \underline{h} f(v(t))<\lambda h(t) f(v(t))  \tag{66}\\
& \leq \lambda h(t) f\left(\alpha_{2}(t)\right) .
\end{align*}
$$

This implies that $\alpha_{2}$ is a lower solution of $\left(P_{\lambda}\right)$ and by using the similar argument as of $\beta_{1}$, we can show that $\alpha_{2}(t)<u(t)$ for all solution $u$ of $\left(P_{\lambda}\right)$ such that $u \geq \alpha_{2}$. Now to show that $\alpha_{2}$ is a strict lower solution of $\left(P_{\lambda}\right)$, we need to show that $w u^{\prime}(0)>w \alpha_{2}^{\prime}(0)$ and $w u^{\prime}(1)<w \alpha_{2}^{\prime}(1)$. For the case that $\lim _{t \rightarrow 0^{+}} \int_{t}^{1 / 2} h(s) d s<\infty, w u^{\prime}(1)<w \alpha_{2}^{\prime}(1)$ can be proved by similar argument as of $\beta_{1}$. Now, for the case of $\lim _{t \rightarrow 0^{+}} \int_{t}^{1 / 2} h(s) d s=\infty$, from (65) and $\lim _{t \rightarrow 0^{+}} w(t)=0$, we have $w \alpha_{2}^{\prime}(0)=\lim _{t \rightarrow 0^{+}} w(t) \alpha_{2}^{\prime}(t)=0$ and

$$
\begin{align*}
w u^{\prime}(0)= & \lim _{t \rightarrow 0^{+}} w(t) u^{\prime}(t) \\
= & \lim _{t \rightarrow 0^{+}} \frac{1}{\varphi_{p}^{-1}\left(\int_{t}^{1 / 2} h(s) d s\right)} \\
& \times\left[\varphi_{p}^{-1}\left(\alpha(\lambda h f(u))+\int_{t}^{1 / 2} \lambda h(s) f(u(s)) d s\right)\right] \\
= & \varphi_{p}^{-1}\left(\lim _{t \rightarrow 0^{+}} \frac{\lambda h(t) f(u(t))}{h(t)}\right)=\lambda f(0)>0 \\
= & w \alpha_{2}^{\prime}(0) . \tag{67}
\end{align*}
$$

Similarly, we can prove $w u^{\prime}(1)<w \alpha_{2}^{\prime}(1)$ and thus $u>\alpha_{2}$ for all solution $u$ of $\left(P_{\lambda}\right)$ such that $u \geq \alpha_{2}$. This implies that $\alpha_{2}$ is a strict lower solution of $\left(P_{\lambda}\right)$. Since $\left\|\alpha_{2}\right\|_{\infty} \geq\|v\|_{\infty}=b>$ $a=\left\|\beta_{1}\right\|_{\infty}$, there exists $t_{0} \in(0,1)$ such that $\alpha_{2}\left(t_{0}\right)>\beta_{1}\left(t_{0}\right)$. Define

$$
\begin{equation*}
\beta_{2}=\lambda M \frac{e}{\|e\|_{\infty}} \tag{68}
\end{equation*}
$$

Then from $\left(F_{1}\right)$, there exists sufficiently large $M \gg 1$ such that

$$
\begin{equation*}
\frac{f(\lambda M)}{(\lambda M)^{p-1}}<\frac{\lambda}{\|e\|_{\infty}^{p-1}} \tag{69}
\end{equation*}
$$

and $\beta_{2}>\alpha_{2}, \beta_{2}>\beta_{1}$. Thus we have

$$
\begin{align*}
-\varphi_{p}\left(\beta_{2}^{\prime}(t)\right)^{\prime} & =-\frac{(\lambda M)^{p-1} \varphi_{p}\left(e^{\prime}(t)\right)^{\prime}}{\|e\|_{\infty}^{p-1}}  \tag{70}\\
& >\lambda h(t) f(\lambda M) \geq \lambda h(t) f\left(\beta_{2}(t)\right)
\end{align*}
$$

This implies that $\beta_{2}$ is an upper solution of $\left(P_{\lambda}\right)$ and the proof is complete by three solutions theorem.

## 4. Example

As an example, let us consider the following combustion model defined on an exterior domain:

$$
\begin{gather*}
-\Delta_{p} u=\lambda k(|x|) \exp \left(\frac{\alpha u}{\alpha+u}\right), \quad x \in \Omega \\
\left.u\right|_{|x|=r_{0}}=0, \quad u \longrightarrow 0 \text { as }|x| \longrightarrow \infty
\end{gather*}
$$

where $\Delta_{p} u=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right), \Omega=\left\{x \in \mathbb{R}^{N}|r<|x|<\infty\}\right.$, $1<p<N$, and $\alpha, \lambda>0$. Moreover $k \in L_{\mathrm{loc}}^{1}\left(\left[r_{0}, \infty\right),(0, \infty)\right)$. For the radial solutions of $\left(E_{\lambda}\right)$, by changes of variables, $r=|x|, u(r)=u(|x|), t=\left(r / r_{0}\right)^{(-N+p) /(p-1)},\left(E_{\lambda}\right)$ can be transformed into $\left(P_{\lambda}\right)$ with

$$
\begin{equation*}
h(t)=\left(\frac{p-1}{N-p}\right)^{p} r_{0}^{p} t^{-p(N-1) /(N-p)} k\left(r_{0} t^{-(p-1) /(N-p)}\right) \tag{71}
\end{equation*}
$$

Let us define

$$
\begin{align*}
\mathscr{K}=\{k & \in L_{\mathrm{loc}}^{1}\left(\left[r_{0}, \infty\right)\right) \mid \int_{r_{0}}^{\infty} \varphi_{p}^{-1}\left(\tau^{1-N} \int_{r_{0}}^{\tau} r^{N-1} k(r) d r\right) d \tau \\
& <\infty\}, \\
\mathscr{K}_{1} & =\left\{k \in L_{\mathrm{loc}}^{1}\left(\left[r_{0}, \infty\right)\right) \mid \int_{r_{0}}^{\infty} r^{N-1} k(r) d r<\infty\right\} ; \tag{72}
\end{align*}
$$

then it is easy to check $\mathscr{K}_{1} \varsubsetneqq \mathscr{K}$ and if $k \in \mathscr{K} \backslash \mathscr{K}_{1}$, then corresponding $h$ in (71) satisfies $h \in \mathscr{H} \backslash L^{1}(0,1)$.

As an example of $k$, take $k(r)=r^{\delta}$ for $-N<\delta<-p$; then $k \in \mathscr{K} \backslash \mathscr{K}_{1}$. Moreover, $h$ in (71) can be calculated as $h(t)=C_{2} t^{\rho}$, for some $C_{2}>0$ and $\rho$ given as

$$
\begin{equation*}
\rho=\frac{-p(N+\delta)+(p+\delta)}{N-p} \tag{73}
\end{equation*}
$$

and we see that $h \in \mathscr{H} \backslash L^{1}(0,1)$, when $-N<\delta<-p$.
Finally, we have a multiplicity result of positive solutions for combustion model $\left(E_{\lambda}\right)$.

Corollary 12. Assume $k \in \mathscr{K} \backslash \mathscr{K}_{1}$. If $\alpha$ is sufficiently large, then $\left(E_{\lambda}\right)$ has at least three positive radial solutions for $\lambda \in$ $\left(I_{1}, I_{2}\right)$, where

$$
\begin{equation*}
I_{1}=\frac{4^{p} \alpha^{p-1}}{\underline{h} \exp (\alpha / 2)}, \quad I_{2}=\frac{1}{\exp (\alpha /(\alpha+1))\|e\|_{\infty}^{p-1}} \tag{74}
\end{equation*}
$$

Proof. Let $f(u)=\exp (\alpha u /(\alpha+u))$ and $a=1, b=\alpha$. Then since $f$ is nondecreasing and

$$
\begin{equation*}
\frac{1 / f(1)}{\alpha^{p-1} / f(\alpha)}=\frac{1}{\alpha^{p-1}} \frac{f(\alpha)}{f(1)}=\frac{1}{\alpha^{p-1}} \exp \left(\frac{\alpha}{2}-\frac{\alpha}{\alpha+1}\right) \rightarrow \infty \tag{75}
\end{equation*}
$$

as $\alpha \rightarrow \infty$, all hypotheses of Theorem 11 are satisfied for sufficiently large $\alpha$ and we get the conclusion.
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