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We prove Amann type three solutions theorem for one dimensional p-Laplacian problemswith a singular weight function. To prove
this theorem, we define a strong upper and lower solutions and compute the Leray-Schauder degree on a newly establishedweighted
solution space. As an application, we consider the combustion model and show the existence of three positive radial solutions on
an exterior domain.

1. Introduction

Let us consider the following 𝑝-Laplacian problem with a
sign-changing singular weight:

𝜑𝑝(𝑢
󸀠
(𝑡))
󸀠

+ ℎ (𝑡) 𝑓 (𝑢 (𝑡)) = 0, 𝑡 ∈ (0, 1) ,

𝑢 (0) = 0, 𝑢 (1) = 0,

(𝑃)

where 𝜑𝑝(𝑠) = |𝑠|
𝑝−2
𝑠, 𝑝 > 1, 𝑓 ∈ 𝐶(R,R), and ℎ ∈ 𝐿1loc((0,

1),R)may change sign.Moreover,ℎ ∈H and satisfies |ℎ(𝑡)| >
0, for 𝑡 ∈ (0, 𝛿) ∪ (1 − 𝛿, 1) for some 𝛿 > 0, where a classH of
weight functions is given as

H ={ℎ ∈ 𝐿
1

loc (0, 1) | ∫
1/2

0

𝜑
−1

𝑝
(∫

1/2

𝑠

|ℎ (𝜏)| 𝑑𝜏)𝑑𝑠

+∫

1

1/2

𝜑
−1

𝑝
(∫

𝑠

1/2

|ℎ (𝜏)| 𝑑𝜏) 𝑑𝑠 < ∞} .

(1)

It is well known that 𝐿1(0, 1) ⫋H.
If ℎ ∈ 𝐿1(0, 1), then all solutions of (𝑃) are in 𝐶1

0
[0, 1]

and based on the Leray-Schauder degree argument on 𝐶1-
space: Ben-Naoum and de Coster [1] proved three solutions
theorem for (𝑃). On the other hand, if ℎ ∉ 𝐿1(0, 1), then

solutions of (𝑃) may not be in 𝐶1
0
[0, 1]; for example, take

ℎ(𝑡) = (𝑝 − 1)𝑡
−1
|1 + ln 𝑡|𝑝−2, 𝑝 > 2, and 𝑓 ≡ 1, then

ℎ ∈H\𝐿1(0, 1) and the solution𝑢 for corresponding problem
of (𝑃) is given by 𝑢(𝑡) = −𝑡 ln 𝑡 which is not in 𝐶1[0, 1]. Thus
if ℎ ∈ H \ 𝐿

1
(0, 1), the three solutions theorem in [1] can

not be applied. Our main interest in this paper is to establish
three solutions theorem for problem (𝑃) for those weights ℎ
satisfying ℎ ∈H \ 𝐿

1
(0, 1).

Main step for the proof of three solutions theorem, in
general, is to compute the Leray-Schauder degree on a sector
in solution space made from strong sense of upper and
lower solutions. Since the sector needs to be open in the
space, strong sense of ordering and the sector made from the
ordering are closely related to the topology of solution space.
A typical situation in application usually happens as follows.

It is comparatively easy to find a lower solution 𝛼 and an
upper solution 𝛽 of (𝑃) satisfying 𝛼(𝑡) < 𝛽(𝑡), for all 𝑡 ∈ (0, 1)
and 𝛼(0) = 𝛼(1) = 𝛽(0) = 𝛽(1) = 0. Denote Ω = {𝑢 ∈

𝑋 | 𝛼(𝑡) < 𝑢(𝑡) < 𝛽(𝑡), for all 𝑡 ∈ (0, 1)}. In 𝐶1-analysis,
that is, 𝑋 = 𝐶

1

0
[0, 1], we see that Ω is nonempty and open

in 𝑋 by providing additional conditions like 𝛼󸀠(0) < 𝛽󸀠(0)
and 𝛼󸀠(1) > 𝛽󸀠(1) which implies a strong sense of ordering.
On the other hand, in 𝐶-analysis, that is, 𝑋 = 𝐶0[0, 1], we
see intΩ = 0 so that the Leray-Schauder degree on Ω is not
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even defined. Three solutions theorem with no use of suchΩ
is very restrictive in application. To overcome this difficulty
in our problem, we introduce a weighted solution space, say
𝐶𝑤[0, 1], which is finer than 𝐶[0, 1] and also introduce a
strong sense of ordering suitable to 𝐶𝑤-space which makes
the degree computation effective (see Section 2 in detail).

As to a question of triple multiplicity of solutions, besides
the Amann type three solutions theorems, many works are
done by using the variational method (see [2–5] and the
references therein) and by using several extensions of the
Liggett-Williams fixed point theorem and Guo-Krasnoselskii
fixed point theorem, especially for positive solutions (see
[6–8] and the references therein). For the problem we are
concerned with in this paper, the variational setup is not
possible due to lack of regularity of solutions.Three solutions
theorem proved in this paper is for the case that ℎ is not only
ℎ ∉ 𝐿
1
(0, 1) but also possibly sign-changing. By this aspect, it

is new as far as the authors know. For the case ℎ ≥ 0, one may
refer to [9] for a partial result about the theorem.

As an application, we study the existence of triple positive
solutions for certain nonlinear 𝑝-Laplacian problems with
positive singular coefficient function and give an example of a
combustion model defined on an exterior domain. Applying
this three solutions theorem to the case having sign-changing
coefficient function could be an interesting and challenging
problem.

We organize this paper as follows. In Section 1, we intro-
duce a weighted solution space 𝐶𝑤[0, 1], the strong upper
and lower solutions of (𝑃), and prove three solutions theorem
for problem (𝑃). In Section 3, we prove a multiplicity result
for certain nonlinear 𝑝-Laplacian problems by using three
solutions theorem introduced in Section 2. In Section 4, we
apply the result in Section 3 to a combustion model to show
the existence of three positive radial solutions on exterior
domain.

2. Preliminaries

In this section, we introduce a weighted solution space
𝐶𝑤[0, 1] and prove three solutions theorem for (𝑃) on
𝐶𝑤[0, 1]. Let

𝐶𝑤 [0, 1]

= {𝑢 ∈ 𝐶 [0, 1] ∩ 𝐶
1
(0, 1) | − ∞ < lim

𝑡→0+
𝑤 (𝑡) 𝑢

󸀠
(𝑡) < ∞,

−∞ < lim
𝑡→1−

𝑤 (𝑡) 𝑢
󸀠
(𝑡) < ∞} ,

(2)

where

𝑤 (𝑡) = min {𝑤ℎ (𝑡) , 1} , (3)

with

𝑤ℎ (𝑡) =

{{{{

{{{{

{

(𝜑
−1

𝑝
(∫

1/2

𝑡

|ℎ (𝑠)| 𝑑𝑠))

−1

, 0 < 𝑡 ≤
1

2
,

(𝜑
−1

𝑝
(∫

𝑡

1/2

|ℎ (𝑠)| 𝑑𝑠))

−1

,
1

2
≤ 𝑡 < 1.

(4)

If ℎ ∈H \ 𝐿
1
(0, 1), then 0 < 𝑤(𝑡) ≤ 1, for 𝑡 ∈ (0, 1),

lim
𝑡→0+

𝑤 (𝑡) = 0 or lim
𝑡→1−

𝑤 (𝑡) = 0, (5)

and 𝑤−1 is integrable on (0, 1). More precisely, if ℎ ∉ 𝐿1(0,
1/2], then lim𝑡→0+𝑤(𝑡) = 0 and if ℎ ∉ 𝐿

1
[1/2, 1), then

lim𝑡→1−𝑤(𝑡) = 0.
For 𝑢 ∈ 𝐶𝑤[0, 1], define 𝑤𝑢

󸀠
∈ 𝐶[0, 1] by

𝑤𝑢
󸀠
(𝑡) =

{{{

{{{

{

lim
𝑡→0+

𝑤 (𝑡) 𝑢
󸀠
(𝑡) , 𝑡 = 0,

𝑤 (𝑡) 𝑢
󸀠
(𝑡) , 𝑡 ∈ (0, 1) ,

lim
𝑡→1−

𝑤 (𝑡) 𝑢
󸀠
(𝑡) , 𝑡 = 1.

(6)

And also define ‖𝑢‖𝑤 = ‖𝑢‖∞+‖𝑤𝑢
󸀠
‖∞; then (𝐶𝑤[0, 1], ‖ ⋅ ‖𝑤)

is a Banach space. We give a proof for reader’s convenience.

Lemma 1. Let ℎ ∈ H \ 𝐿
1
(0, 1); then 𝐶𝑤[0, 1] is a Banach

space with a norm ‖𝑢‖𝑤 = ‖𝑢‖∞ + ‖𝑤𝑢󸀠‖∞.

Proof. Let {𝑢𝑛} be a Cauchy sequence in (𝐶𝑤[0, 1], ‖ ⋅ ‖𝑤).
Then {𝑢𝑛} and {𝑤𝑢

󸀠

𝑛
} are Cauchy sequences in 𝐶[0, 1] so that

there exist 𝑢,V ∈ 𝐶[0, 1] such that 𝑢𝑛 → 𝑢 and 𝑤𝑢󸀠
𝑛
→ V in

𝐶[0, 1]. It is sufficient to show that 𝑤𝑢󸀠 ≡ V on [0, 1]. Since
𝑤(𝑡) > 0 for 𝑡 ∈ (0, 1), there exists 𝑧 ∈ 𝐶(0, 1) such that
𝑧(𝑡) = V(𝑡)/𝑤(𝑡) for all 𝑡 ∈ (0, 1). For 𝛿 > 0, we know 𝑢󸀠

𝑛
→ 𝑧

in 𝐶[𝛿, 1 − 𝛿]. This implies 𝑧 ≡ 𝑢󸀠 in [𝛿, 1 − 𝛿]. Since 𝛿 > 0
is arbitrary, 𝑤𝑢󸀠

𝑛
→ 𝑤𝑢

󸀠 pointwise in 𝑡 ∈ (0, 1). Therefore,
𝑤𝑢
󸀠
≡ V on (0, 1). Since 𝑤𝑢󸀠

𝑛
converges uniformly to V on

[0, 1], we have

V (0) = lim
𝑛→∞

𝑤𝑢
󸀠

𝑛
(0) = lim

𝑛→∞
lim
𝑡→0+

𝑤 (𝑡) 𝑢
󸀠

𝑛
(𝑡)

= lim
𝑡→0+

lim
𝑛→∞

𝑤 (𝑡) 𝑢
󸀠

𝑛
(𝑡) = lim
𝑡→0+

𝑤 (𝑡) 𝑢
󸀠
(𝑡) .

(7)

Thus 𝑢 ∈ 𝐶𝑤[0, 1] and𝑤𝑢
󸀠
≡ V on [0, 1].This implies 𝑢𝑛 → 𝑢

in 𝐶𝑤[0, 1] and the proof is completed.

Define

𝑋 = {𝑢 ∈ 𝐶𝑤 [0, 1] | 𝑢 (0) = 0 = 𝑢 (1)} . (8)

Thenwe see that for given ℎ ∈H\𝐿1(0, 1), 𝑢 being a solu-
tion of (𝑃) implies 𝑢 ∈ 𝑋. In fact, if lim𝑡→0+ ∫

1/2

𝑡
ℎ(𝑠)𝑑𝑠 = ∞

and 𝑢 is a solution of (𝑃), then for 𝑡 ∈ (0, 1/2),

𝑢
󸀠
(𝑡) = 𝜑

−1

𝑝
(∫

1/2

𝑡

ℎ (𝑠) 𝑓 (𝑢 (𝑠)) 𝑑𝑠 + 𝜑𝑝 (𝑢
󸀠
(
1

2
))) ,

(9)

and by using L’Hospital’s rule, we have

lim
𝑡→0+

𝑤 (𝑡) 𝑢
󸀠
(𝑡)

= lim
𝑡→0+

𝜑
−1

𝑝
(
∫
1/2

𝑡
ℎ (𝑠) 𝑓 (𝑢 (𝑠)) 𝑑𝑠 + 𝜑𝑝 (𝑢

󸀠
(1/2))

∫
1/2

𝑡
ℎ (𝑠) 𝑑𝑠

)

= lim
𝑡→0+

𝜑
−1

𝑝
( lim
𝑡→0+

ℎ (𝑡) 𝑓 (𝑢 (𝑡))

ℎ (𝑡)
) = 𝜑

−1

𝑝
(𝑓 (0)) .

(10)
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For the cases that lim𝑡→0+ ∫
1/2

𝑡
ℎ(𝑠)𝑑𝑠 = −∞ and lim𝑡→1−

∫
𝑡

1/2
ℎ(𝑠)𝑑𝑠 = ∞ (or −∞), by the same argument, we have

−∞ < lim
𝑡→0+

𝑤 (𝑡) 𝑢
󸀠
(𝑡) < ∞,

−∞ < lim
𝑡→1−

𝑤 (𝑡) 𝑢
󸀠
(𝑡) < ∞.

(11)

Example 2. Let us consider the following example:

𝜑𝑝(𝑢
󸀠
(𝑡))
󸀠

+ ℎ (𝑡) exp( 𝛼𝑢

𝛼 + 𝑢
) = 0, 𝑡 ∈ (0, 1] ,

𝑢 (0) = 0, 𝑢 (1) = 0,

(12)

where 𝛼, 𝜆 > 0, 𝑝 > 3/2 and ℎ : (0, 1) → R is given by

ℎ (𝑡) =

{{

{{

{

𝑡
−3/2
, 0 < 𝑡 ≤

1

2
,

−1,
1

2
< 𝑡 < 1.

(13)

Then we see that ℎ ∈ H \ 𝐿
1
(0, 1] sign-changing and every

solution 𝑢 satisfies 𝑢󸀠(0+) = ∞ by using (9). We also see by
calculation that 𝑤 can be given as

𝑤 (𝑡) =

{{{{{

{{{{{

{

(
√𝑡

2 (1 − √2𝑡)
)

1/(𝑝−1)

, if 𝑡 ∈ (0, 36 − 16
√2

49
] ,

1, if 𝑡 ∈ (36 − 16
√2

49
, 1] ,

(14)

and 𝑤𝑢󸀠(0+) = 1 by using (10).

To establish corresponding integral operator for problem
(𝑃), let us first consider the problem

−𝜑𝑝(𝑢
󸀠
)
󸀠

= 𝑔, 𝑡 ∈ (0, 1) ,

𝑢 (0) = 0 = 𝑢 (1) ,

(𝐴)

where 𝑔 ∈ H. We remind the reader that 𝑔 needs not be
integrable near 𝑡 = 0 or 1. Integrating on [𝑡, 1/2] for 𝑡 ∈
(0, 1/2], we have

𝜑𝑝 (𝑢
󸀠
(𝑡)) = 𝜑𝑝 (𝑢

󸀠
(
1

2
)) + ∫

1/2

𝑡

𝑔 (𝑟) 𝑑𝑟. (15)

Denoting 𝜌 = 𝜑𝑝(𝑢
󸀠
(1/2)),

𝑢
󸀠
(𝑡) = 𝜑

−1

𝑝
(𝜌 + ∫

1/2

𝑡

𝑔 (𝑟) 𝑑𝑟) . (16)

Since 𝑔 ∈H and 𝜌 is a fixed constant, we can see that

𝜑
−1

𝑝
(𝜌 + ∫

1/2

𝑡

𝑔 (𝑟) 𝑑𝑟) ∈ 𝐿
1
(0,

1

2
) , (17)

so that wemay integrate on (0, 𝑡). Using a boundary condition
𝑢(0) = 0, we get

𝑢 (𝑡) = ∫

𝑡

0

𝜑
−1

𝑝
(𝜌 + ∫

1/2

𝑡

𝑔 (𝑟) 𝑑𝑟)𝑑𝑠, for 𝑡 ∈ [0, 1
2
] .

(18)

We note that 𝑢 in (18) is a solution of (𝐴) only on the interval
[0, 1/2]. Doing similar computation on the interval [1/2, 1],
we get

𝑢 (𝑡) = ∫

1

𝑡

𝜑
−1

𝑝
(−𝜌 + ∫

𝑡

1/2

𝑔 (𝑟) 𝑑𝑟) 𝑑𝑠, for 𝑡 ∈ [1
2
, 1) .

(19)

It is known by Lemma 2.2 in [10] that the equation

∫

1/2

0

𝜑
−1

𝑝
(𝜌 + ∫

1/2

𝑠

𝑔 (𝑟) 𝑑𝑟) 𝑑𝑠

= ∫

1

1/2

𝜑
−1

𝑝
(−𝜌 + ∫

𝑠

1/2

𝑔 (𝑟) 𝑑𝑟) 𝑑𝑠

(20)

has a unique zero 𝜌 ≜ 𝜌(𝑔) in R for each 𝑔 ∈ H. Therefore
it is natural to paste 𝑢’s in (18) and (19) in a continuous way.
Now let us define a function 𝑢 by

𝑢 (𝑡) =

{{{

{{{

{

∫

𝑡

0

𝜑
−1

𝑝
(𝜌 (𝑔) + ∫

1/2

𝑠

𝑔 (𝑟) 𝑑𝑟) 𝑑𝑠, 0 ≤ 𝑡 ≤
1

2
,

∫

1

𝑡

𝜑
−1

𝑝
(−𝜌 (𝑔) + ∫

𝑠

1/2

𝑔 (𝑟) 𝑑𝑟) 𝑑𝑠,
1

2
≤ 𝑡 ≤ 1.

(21)

Then 𝑢 satisfies 𝑢 ∈ 𝐶[0, 1] ∩ 𝐶
1
(0, 1) and 𝑢 is a unique

solution of problem (𝐴).
Based on this setup, we now introduce corresponding

integral operator for problem (𝑃). For 𝑢 ∈ 𝐶[0, 1], define

𝑇𝑢 (𝑡)

=

{{{{{{{{{{{{

{{{{{{{{{{{{

{

∫

𝑡

0

𝜑
−1

𝑝
(𝜌 (ℎ𝑓 (𝑢))

+∫

1/2

𝑠

ℎ (𝜏) 𝑓 (𝑢 (𝜏)) 𝑑𝜏)𝑑𝑠, 0 ≤ 𝑡 ≤
1

2
,

∫

1

𝑡

𝜑
−1

𝑝
( − 𝜌 (ℎ𝑓 (𝑢))

+∫

𝑠

1/2

ℎ (𝜏) 𝑓 (𝑢 (𝜏)) 𝑑𝜏) 𝑑𝑠,
1

2
≤ 𝑡 ≤ 1.

(22)

Then 𝑢 = 𝑇𝑢 in 𝐶[0, 1] if and only if 𝑢 is a solution of (𝑃).

Remark 3. We understand the number 𝜌(ℎ𝑓(𝑢)) in the above
as a function of 𝑢 defined on 𝐶[0, 1]. That is, 𝜌 : 𝐶[0, 1] →
R. It is known that 𝜌 maps bounded sets in 𝐶[0, 1] into
bounded sets in R ([10, Lemma 3.1]). It is also known that
𝑇 is completely continuous on 𝐶[0, 1] ([10, Theorem 3.4]).

As mentioned in Introduction, the regularity of solutions
of problem (𝑃) sensitively depends on the shape of nonlinear
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term𝑓 even if ℎ ∈H\𝐿1(0, 1), andwe are concernedwith the
case that problem (𝑃) does not have 𝐶1-solutions. Therefore,
it is interesting to consider operator 𝑇 restricted on 𝑋 to
complete three solutions theorem for those problems with no
𝐶
1-solutions.
Define 𝐺 the restriction of 𝑇 on𝑋.
In what is to follow, we assume ℎ ∈ H \ 𝐿

1
(0, 1) and we

now prove the complete continuity of𝐺 on the solution space
𝑋. Before doing that, we give a remark useful to calculate
𝑝-Laplacians.

Remark 4. If 𝑎, 𝑏 > 0, then

𝜑
−1

𝑝
(𝑎 + 𝑏) ≤ 𝐶𝑝 (𝜑

−1

𝑝
(𝑎) + 𝜑

−1

𝑝
(𝑏)) , (23)

where

𝐶𝑝 := {
1, 𝑝 > 2,

2
(2−𝑝)/(𝑝−1)

, 1 < 𝑝 ≤ 2.
(24)

Theorem 5. 𝐺 : 𝑋 → 𝑋 is completely continuous.

Proof. Let𝐵 be a bounded subset of𝑋.Then for any sequence
(𝑢𝑛) ⊂ 𝐵, we need to show the relative compactness of (𝐺𝑢𝑛)
with respect to ‖ ⋅ ‖𝑤-norm. We know by Remark 3 that 𝐺 is
completely continuous on 𝐶[0, 1] so that there exists 𝑢0 ∈
𝐶[0, 1] and a subsequence of (𝑢𝑛), say again (𝑢𝑛) such that
𝐺𝑢𝑛 → 𝑢0 in𝐶[0, 1]. To complete the proof, we need to show
the following.
𝑢0 ∈ 𝑋 and there is a subsequence (𝐺𝑢𝑛𝑙) of (𝐺𝑢𝑛) such

that 𝐺𝑢𝑛𝑙 → 𝑢0 as 𝑙 → ∞ in𝑋 and 𝐺 is continuous on𝑋.

Claim 1. {𝑤(𝐺𝑢𝑛)
󸀠
} is uniform bounded in 𝐶[0, 1].

Since 𝐵 is bounded in 𝑋, there exists𝑀𝐵 > 0 such that
‖𝑢‖∞ < 𝑀𝐵 and ‖𝑤𝑢

󸀠
‖∞ < 𝑀𝐵, for all 𝑢 ∈ 𝐵. We also know

by Remark 3 that there is𝑁𝐵 > 0 such that |𝜌(ℎ𝑓(𝑢))| < 𝑁𝐵,
for all 𝑢 ∈ 𝐵. For 𝑡 ∈ (0, 1/2), by using Remark 4, we get

󵄨󵄨󵄨󵄨󵄨
(𝐺𝑢𝑛)

󸀠
(𝑡)
󵄨󵄨󵄨󵄨󵄨
≤ 𝜑
−1

𝑝
(
󵄨󵄨󵄨󵄨𝜌 (ℎ𝑓 (𝑢))

󵄨󵄨󵄨󵄨 + ∫

1/2

𝑡

|ℎ (𝑠)|
󵄨󵄨󵄨󵄨𝑓 (𝑢𝑛 (𝑠))

󵄨󵄨󵄨󵄨 𝑑𝑠)

≤ 𝜑
−1

𝑝
(𝑁𝐵 + 𝑓∫

1/2

𝑡

|ℎ (𝑠)| 𝑑𝑠)

≤ 𝐶𝑝 (𝜑
−1

𝑝
(𝑁𝐵)+𝜑

−1

𝑝
(𝑓) 𝜑

−1

𝑝
(∫

1/2

𝑡

|ℎ (𝑠)| 𝑑𝑠)) ,

(25)

where𝑓 = max𝑠∈[−𝑀
𝐵
,𝑀
𝐵
]|𝑓(𝑠)|. From the fact that 0 ≤ 𝑤(𝑡) ≤

1 and the definition of 𝑤(𝑡), we see

𝑤 (𝑡) 𝜑
−1

𝑝
(∫

1/2

𝑡

|ℎ (𝑠)| 𝑑𝑠) ≤ 1, (26)

thus we have

𝑤 (𝑡)
󵄨󵄨󵄨󵄨󵄨
(𝐺𝑢𝑛)

󸀠
(𝑡)
󵄨󵄨󵄨󵄨󵄨
≤ 𝐶𝑝 (𝜑

−1

𝑝
(𝑁𝐵) + 𝜑

−1

𝑝
(𝑓)) , (27)

for 𝑡 ∈ (0, 1/2]. For 𝑡 ∈ [1/2, 1), by similar calculation, we
get the same upper bound of𝑤(𝑡)|(𝐺𝑢𝑛)

󸀠
(𝑡)| as in (27) and by

taking limt 𝑡 → 0
+ and 𝑡 → 1

− in (27), we have the same
upper bound of |𝑤(𝐺𝑢𝑛)

󸀠
(0)| and |𝑤(𝐺𝑢𝑛)

󸀠
(1)| as in (27).This

proves that {𝑤(𝐺𝑢𝑛)
󸀠
} is bounded in 𝐶[0, 1].

Claim 2. {𝑤(𝐺𝑢𝑛)
󸀠
} is equicontinuous on [0, 1].

If ℎ ∈ 𝐿1(0, 1), then since ‖𝑤𝑢󸀠
𝑛
‖
∞
< 𝑀𝐵, for all 𝑛 and

𝑤
−1
∈ 𝐿
1
(0, 1), we get

󵄨󵄨󵄨󵄨󵄨
𝑢
󸀠

𝑛

󵄨󵄨󵄨󵄨󵄨
< 𝑀𝐵(𝑤)

−1
∈ 𝐿
1
(0, 1) , (28)

for all 𝑛. This implies that {𝑢𝑛} is equicontinuous in 𝐶[0, 1]
and byArzela-Ascoli theorem, there exist a subsequence {𝑢𝑛𝑘}
of {𝑢𝑛} and V ∈ 𝐶[0, 1] such that 𝑢𝑛𝑘 converges uniformly
to V on [0, 1] as 𝑘 → ∞. Thus using Lebesgue Dominated
Convergence theorem, we obtain

𝑤 (𝑡) 𝜑
−1

𝑝
(𝜌 (ℎ𝑓 (𝑢𝑛𝑘)) + ∫

1/2

𝑡

ℎ (𝑠) 𝑓 (𝑢𝑛𝑘 (𝑠)) 𝑑𝑠 )

󳨀→ 𝑤 (𝑡) 𝜑
−1

𝑝
(𝜌 (ℎ𝑓 (V)) + ∫

1/2

𝑡

ℎ (𝑠) 𝑓 (V (𝑠)) 𝑑𝑠) ,

(29)

uniformly on [0, 1]. This implies that {𝑤(𝐺𝑢𝑛)
󸀠
} is equicon-

tinuous in 𝐶[0, 1].
On the other hand, for the case of ℎ ∈ H \ 𝐿

1
(0, 1),

suppose that {𝑤(𝐺𝑢𝑛)
󸀠
} is not equicontinuous on [0, 1]. Then

there exists 𝜀 > 0 such that we may choose a subsequence
{𝑢𝑛𝑘} of {𝑢𝑛} and sequences {𝑡𝑘}, {𝑠𝑘} ⊂ (0, 1) satisfying

󵄨󵄨󵄨󵄨𝑡𝑘 − 𝑠𝑘
󵄨󵄨󵄨󵄨 <

1

𝑘
,

󵄨󵄨󵄨󵄨󵄨
𝑤(𝐺𝑢𝑛𝑘)

󸀠
(𝑡𝑘) − 𝑤(𝐺𝑢𝑛𝑘)

󸀠
(𝑠𝑘)

󵄨󵄨󵄨󵄨󵄨
≥ 𝜀.

(30)

As for sequences {𝑡𝑘} and {𝑠𝑘}, it is easy to see that
lim𝑘→∞𝑡𝑘 = lim𝑘→∞𝑠𝑘. We show that lim𝑘→∞𝑡𝑘 = 0 or
1. Suppose it is not true so let lim𝑘→∞𝑡𝑘 = 𝑡0 ∈ (0, 1).
Then taking 𝜂 satisfying 0 < 𝜂 < min{𝑡0, 1 − 𝑡0}, we see that
ℎ ∈ 𝐿
1
[𝜂, 1 − 𝜂] and 𝑢𝑛𝑘 → V uniformly on [𝜂, 1 − 𝜂]. By the

same argument of the above case of ℎ ∈ 𝐿1(0, 1), we can prove
that {𝑤(𝐺𝑢𝑛)

󸀠
} is equicontinuous on [𝜂, 1 − 𝜂]. Thus there is

sufficiently large𝑁 ∈ N such that
󵄨󵄨󵄨󵄨󵄨
𝑤(𝐺𝑢𝑛𝑁)

󸀠
(𝑡𝑁) − 𝑤(𝐺𝑢𝑛𝑁)

󸀠
(𝑠𝑁)

󵄨󵄨󵄨󵄨󵄨
< 𝜀, (31)

and this contradicts with (30). Now we consider the case
lim𝑘→∞𝑡𝑘 = 0 = lim𝑘→∞𝑠𝑘. The argument for the case
lim𝑘→∞𝑡𝑘 = 1 = lim𝑘→∞𝑠𝑘 is similar. It is easy to see
that this case implies lim𝑘→∞𝑤(𝑡𝑘) = 0. Since 𝑤(𝑡𝑘) ≥ 0,
𝑤(𝑡𝑘) = 𝜑

−1

𝑝
(𝑤
𝑝−1
(𝑡𝑘)), for all 𝑘 and we get

𝑤(𝐺𝑢𝑛𝑘)
󸀠
(𝑡𝑘)

= 𝜑
−1

𝑝
(𝑤
𝑝−1
(𝑡𝑘) 𝜌 (ℎ𝑓 (𝑢𝑛𝑘))

+𝑤
𝑝−1
(𝑡𝑘) ∫

1/2

𝑡
𝑘

ℎ (𝑠) 𝑓 (𝑢𝑛𝑘 (𝑠)) 𝑑𝑠) .

(32)

Now we want to calculate lim𝑘→∞𝑤(𝐺𝑢𝑛𝑘)
󸀠
(𝑡𝑘).
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Since 𝜌(ℎ𝑓(𝑢𝑛𝑘)) is bounded and lim𝑘→∞𝑤(𝑡𝑘) = 0, we
have

lim
𝑘→∞

𝑤
𝑝−1
(𝑡𝑘) 𝜌 (ℎ𝑓 (𝑢𝑛𝑘)) = 0. (33)

On the other hand,

𝑤
𝑝−1
(𝑡𝑘) ∫

1/2

𝑡
𝑘

ℎ (𝑠) 𝑓 (𝑢𝑛𝑘 (𝑠)) 𝑑𝑠

= 𝑤
𝑝−1
(𝑡𝑘) ∫

1/2

𝑡
𝑘

ℎ (𝑠) [𝑓 (𝑢𝑛𝑘 (𝑠)) − 𝑓 (V (𝑠))] 𝑑𝑠

+ 𝑤
𝑝−1
(𝑡𝑘) ∫

1/2

𝑡
𝑘

ℎ (𝑠) 𝑓 (V (𝑠)) 𝑑𝑠.

(34)

We show lim𝑘→∞𝑤
𝑝−1
(𝑡𝑘) ∫
1/2

𝑡
𝑘

ℎ(𝑠)[𝑓(𝑢𝑛𝑘(𝑠)) − 𝑓(V(𝑠))]𝑑𝑠 =
0.

Indeed, 𝑤𝑝−1(𝑡𝑘) is close to 0 for sufficiently large 𝑘,
since 𝑝 − 1 > 0 and lim𝑘→∞𝑤(𝑡𝑘) = 0. There-
fore, without loss of generality, we may assume that
𝑤(𝑡𝑘) = (𝜑

−1

𝑝
(∫
1/2

𝑡
𝑘

|ℎ(𝑠)|𝑑𝑠))
−1 so that 𝑤𝑝−1(𝑡𝑘) ∫

1/2

𝑡
𝑘

|ℎ(𝑠)|𝑑𝑠 =

(∫
1/2

𝑡
𝑘

|ℎ(𝑠)|𝑑𝑠)
−1
∫
1/2

𝑡
𝑘

|ℎ(𝑠)|𝑑𝑠 = 1. Thus using the fact 𝑢𝑛𝑘 →
V in 𝐶[0, 1], we have

lim
𝑘→∞

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑤
𝑝−1
(𝑡𝑘) ∫

1/2

𝑡
𝑘

ℎ (𝑠) [𝑓 (𝑢𝑛𝑘 (𝑠)) − 𝑓 (V (𝑠))] 𝑑𝑠
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ lim
𝑘→∞

𝑤
𝑝−1
(𝑡𝑘) ∫

1/2

𝑡
𝑘

|ℎ (𝑠)| 𝑑𝑠
󵄩󵄩󵄩󵄩𝑓(𝑢𝑛𝑘) − 𝑓(V)

󵄩󵄩󵄩󵄩∞

= lim
𝑘→∞

󵄩󵄩󵄩󵄩𝑓 (𝑢𝑛𝑘) − 𝑓 (V)
󵄩󵄩󵄩󵄩∞ = 0.

(35)

Next we show

lim
𝑘→∞

𝑤
𝑝−1
(𝑡𝑘) ∫

1/2

𝑡
𝑘

ℎ (𝑠) 𝑓 (V (𝑠)) 𝑑𝑠

= {
𝑓 (0) , if ℎ > 0 near 0,
−𝑓 (0) , if ℎ < 0 near 0.

(36)

Indeed, using the fact 𝑤𝑝−1(𝑡𝑘) = (∫
1/2

𝑡
𝑘

|ℎ(𝑠)|𝑑𝑠)
−1 for

sufficiently large 𝑘, we get

lim
𝑘→∞

𝑤
𝑝−1
(𝑡𝑘) ∫

1/2

𝑡
𝑘

ℎ (𝑠) 𝑓 (V (𝑠)) 𝑑𝑠

= lim
𝑡→0+

∫
1/2

𝑡
ℎ (𝑠) 𝑓 (V (𝑠)) 𝑑𝑠

∫
1/2

𝑡
|ℎ (𝑠)| 𝑑𝑠

.

(37)

If ℎ𝑓(V) ∈ 𝐿1(0, 1/2), then we can easily verify 𝑓(0) = 0.
Since lim𝑡→0+ ∫

1/2

𝑡
|ℎ(𝑠)|𝑑𝑠 = ∞, we see that the limit is 0.

On the other hand, if ℎ𝑓(V) ∉ 𝐿1(0, 1/2). We note that ℎ ∈
𝐿
1
[𝑡, 1/2], for given 𝑡 > 0. By using L’Hospital’s rule, we get

the conclusion.

Therefore we get

lim
𝑘→∞

𝑤(𝐺𝑢𝑛𝑘)
󸀠
(𝑡𝑘) = {

𝑓 (0) , if ℎ > 0 near 0,
−𝑓 (0) , if ℎ < 0 near 0.

(38)

By the same argument, 𝑤(𝐺𝑢𝑛𝑘)
󸀠
(𝑠𝑘) also has the same limit

and this contradicts with (30). Consequently, {𝑤(𝐺𝑢𝑛)
󸀠
} is

equicontinuous in 𝐶[0, 1]. By Arzela-Ascoli theorem, there
exists a subsequence {𝑢𝑛𝑙} of {𝑢𝑛} and 𝑧 ∈ 𝐶[0, 1] such that

𝑤(𝐺𝑢𝑛𝑙)
󸀠
󳨀→ 𝑧 as 𝑙 󳨀→ ∞, in 𝐶 [0, 1] . (39)

Claim 3. 𝑢0 ∈ 𝑋 and 𝐺𝑢𝑛𝑙 → 𝑢0 in𝑋.
It is enough to show that 𝑧 ≡ 𝑤𝑢󸀠

0
. Since 𝑤(𝑡) > 0 for

𝑡 ∈ (0, 1), let 𝑟(𝑡) := 𝑧(𝑡)/𝑤(𝑡); then 𝑟 ∈ 𝐶((0, 1)) and for
𝛿 > 0, (𝐺𝑢𝑛𝑙)

󸀠
→ 𝑟 uniformly in 𝐶[𝛿, 1 − 𝛿] and thus 𝑢󸀠

0
≡ 𝑟

on [𝛿, 1 − 𝛿]. Since 𝛿 is arbitrary, 𝑢󸀠
0
≡ 𝑟 on (0, 1) and from

(39), we have

𝑧 (0) = lim
𝑙→∞

𝑤(𝐺𝑢𝑛𝑙)
󸀠
(0) = lim

𝑙→∞
lim
𝑡→0

𝑤 (𝑡) (𝐺𝑢𝑛𝑙)
󸀠
(𝑡)

= lim
𝑡→0

lim
𝑙→∞

𝑤 (𝑡) (𝐺𝑢𝑛𝑙)
󸀠
(𝑡) = lim
𝑡→0
𝑤 (𝑡) 𝑢

󸀠

0
(𝑡) .

(40)

Therefore 𝑤𝑢󸀠
0
≡ 𝑧 on [0, 1). By similar argument near 1, we

get 𝑤𝑢󸀠 ≡ 𝑧 on [0, 1] and thus 𝑢0 ∈ 𝑋.

Claim 4. 𝐺 is continuous on𝑋.
Assume that 𝑢𝑛 → 𝑢̃ in X. By compactness of𝐺, there is a

subsequence {𝑢𝑛𝑗} of {𝑢𝑛} and V ∈ 𝑋 such that𝐺(𝑢𝑛𝑗) → V in
𝑋. It is suffice to see that 𝐺𝑢̃(𝑡) = V(𝑡), for all 𝑡 ∈ [0, 1]. Since
𝐺 is continuous in 𝐶[0, 1] and 𝑢𝑛𝑗 → 𝑢̃ in 𝐶[0, 1], we have
𝐺𝑢𝑛𝑗 → 𝐺𝑢̃ in 𝐶[0, 1]. Thus 𝐺𝑢̃ ≡ V and by standard limit
argument, we see that 𝐺(𝑢𝑛) → V = 𝐺𝑢̃. This completes the
proof.

Now we define a strong sense of ordering in 𝐶𝑤[0, 1].

Definition 6. For 𝑢, V ∈ 𝐶𝑤 [0, 1], one says that 𝑢 ≺ V if and
only if

(i) 𝑢(𝑡) < V(𝑡) for all 𝑡 ∈ (0, 1),
(ii) either 𝑢(0) < V(0) or 𝑤𝑢󸀠(0) < 𝑤V󸀠(0),
(iii) either 𝑢(1) < V(1) or 𝑤𝑢󸀠(1) > 𝑤V󸀠(1).

Definition 7. One says that 𝛼 is a lower solution of (𝑃) if and
only if 𝛼 ∈ 𝐶𝑤[0, 1], 𝜑𝑝(𝛼

󸀠
) ∈ 𝐶
1
(0, 1) and

𝜑𝑝(𝛼
󸀠
(𝑡))
󸀠

+ 𝑓 (𝑡, 𝛼 (𝑡)) ≥ 0, 𝑡 ∈ (0, 1) ,

𝛼 (0) ≤ 0, 𝛼 (1) ≤ 0.

(41)

We also say that 𝛽 is an upper solution of (𝑃) if and only if 𝛽 ∈
𝐶𝑤 [0, 1] with 𝜑𝑝(𝛽

󸀠
) ∈ 𝐶
1
(0, 1) and it satisfies the reverse of

the above inequalities.

Definition 8. One says that 𝛼 is a strict lower solution of (𝑃)
if and only if 𝛼 is a lower solution of (𝑃) and satisfies 𝛼 ≺ 𝑢
where 𝑢 is a solution of (𝑃) such that 𝑢(𝑡) ≥ 𝛼(𝑡), 𝑡 ∈ [0, 1].

We say that 𝛽 is a strict upper solution of (𝑃) if and only
if 𝛽 is an upper solution of (𝑃) and satisfies 𝑢 ≺ 𝛽 where 𝑢 is
a solution of (𝑃) such that 𝛽(𝑡) ≥ 𝑢(𝑡), 𝑡 ∈ [0, 1].
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Theorem 9. Assume that there exist a strict lower solution 𝛼
and a strict upper solution 𝛽 of (𝑃) such that 𝛼 ≺ 𝛽. Then
problem (𝑃) has at least one solution 𝑢 such that 𝛼 ≺ 𝑢 ≺ 𝛽.
Moreover, for 𝑅 > 0 large enough, the Leray-Schauder degree
can be computed as

𝑑𝐿𝑆 (𝐼 − 𝐺,Ω, 0) = 1, (42)

whereΩ = {𝑢 ∈ 𝑋 | 𝛼 ≺ 𝑢 ≺ 𝛽, ‖ 𝑢‖𝑤 < 𝑅}.

Proof. Consider the modified problem

𝜑𝑝(𝑢
󸀠
(𝑡))
󸀠

+ ℎ (𝑡) 𝑓 (𝛾 (𝑡, 𝑢 (𝑡))) = 0, 𝑡 ∈ (0, 1) ,

𝑢 (0) = 0, 𝑢 (1) = 0,

(𝑀)

where 𝛾 : (0, 1) ×R → R is defined by

𝛾 (𝑡, 𝑢) =

{{

{{

{

𝛽 (𝑡) , 𝑢 > 𝛽 (𝑡) ,

𝑢, 𝛼 (𝑡) ≤ 𝑢 ≤ 𝛽 (𝑡) ,

𝛼 (𝑡) , 𝑢 < 𝛼 (𝑡) .

(43)

Then it is well known that if 𝑢 is a solution of (𝑀), then 𝛼(𝑡) ≤
𝑢(𝑡) ≤ 𝛽(𝑡) and thus 𝑢 is solution of (𝑃). Define 𝐺 : 𝑋 → 𝑋

by 𝐺(𝑢)(𝑡) = 𝐺(𝛾(𝑡, 𝑢(𝑡))). Then 𝐺 is bounded and thus there
exists 𝑅 ≫ 1 such that ‖𝐺𝑢‖𝑤 < 𝑅 for all 𝑢 ∈ 𝑋. By the
homotopy invariance property of degree, we have

dLS (𝐼 − 𝐺, 𝐵𝑅 (0) , 0) = dLS (𝐼, 𝐵𝑅 (0) , 0) = 1, (44)

where 𝐵𝑅(0) = {𝑢 ∈ 𝑋 | ‖𝑢‖𝑤 < 𝑅}. Thus (𝑀) has a solution
and (𝑃) has a solution 𝑢 satisfying 𝛼(𝑡) ≤ 𝑢(𝑡) ≤ 𝛽(𝑡). Since
𝛼 and 𝛽 are strict lower and upper solutions, respectively, by
the definition of strict lower and upper solution, we have 𝛼 ≺
𝑢 ≺ 𝛽. Moreover, by using the fact that 𝐺 = 𝐺 onΩ, (44) and
excision property, we conclude that there exists 𝑅 > 0 large
enough such that

dLS (𝐼 − 𝐺,Ω, 0) = dLS (𝐼 − 𝐺,Ω, 0)

= dLS (𝐼 − 𝐺, 𝐵𝑅 (0) , 0) = 1.
(45)

Theorem 10 (three solutions theorem). Assume that there
exist a lower solution 𝛼1, an upper solution 𝛽2, a strict lower
solution 𝛼2, and a strict upper solution 𝛽1 of (𝑃) such that

𝛼1 ≤ 𝛽1 ≤ 𝛽2, 𝛼1 ≤ 𝛼2 ≤ 𝛽2, (46)

and there exists 𝑡0 ∈ [0, 1] with 𝛽1(𝑡0) < 𝛼2(𝑡0). Then problem
(𝑃) has at least three solutions 𝑢1, 𝑢2, and 𝑢3 such that

𝛼1 ≤ 𝑢1 ≺ 𝛽1, 𝛼2 ≺ 𝑢2 ≤ 𝛽2,

𝑢3 ∈ [𝛼1, 𝛽2] \ ([𝛼1, 𝛽1] ∪ [𝛼2, 𝛽2]) .

(47)

Proof. Consider the modified problem,

𝜑𝑝(𝑢
󸀠
(𝑡))
󸀠

+ ℎ (𝑡) 𝑓 (𝛾1,2 (𝑡, 𝑢 (𝑡))) = 0, 𝑡 ∈ (0, 1) ,

𝑢 (0) = 0, 𝑢 (1) = 0,

(𝑀1,2)

where 𝛾1,2 : (0, 1) ×R → R is defined by

𝛾1,2 (𝑡, 𝑢) =

{{

{{

{

𝛽2 (𝑡) , 𝑢 > 𝛽2 (𝑡) ,

𝑢, 𝛼1 (𝑡) ≤ 𝑢 ≤ 𝛽2 (𝑡) ,

𝛼1 (𝑡) , 𝑢 < 𝛼1 (𝑡) .

(48)

For any 𝜀 > 0, 𝛼1 − 𝜀 and 𝛽2 + 𝜀 are strict lower solution
and strict upper solution of (𝑀1,2). In fact, if 𝑢 is a solution
of (𝑀1,2), then we have 𝛼1(𝑡) − 𝜀 < 𝛼1(𝑡) ≤ 𝑢(𝑡) ≤ 𝛽2(𝑡) <
𝛽2(𝑡) + 𝜀. By Theorem 5, there is a sufficient large 𝑅 > 0:

dLS (𝐼 − 𝐺1,2, Ω1,1, 0) = 1,

dLS (𝐼 − 𝐺1,2, Ω2,2, 0) = 1,

dLS (𝐼 − 𝐺1,2, Ω1,2, 0) = 1,

(49)

where𝐺1,2 : 𝑋 → 𝑋 is defined by𝐺1,2(𝑢)(𝑡) = 𝐺(𝛾1,2(𝑡, 𝑢(𝑡))
and

Ω1,1 = {𝑢 ∈ 𝑋𝛼1 − 𝜀 ≺ 𝑢 ≺ 𝛽1, ‖𝑢‖𝑤 < 𝑅} ,

Ω2,2 = {𝑢 ∈ 𝑋𝛼2 ≺ 𝑢 ≺ 𝛽2 + 𝜀, ‖𝑢‖𝑤 < 𝑅} ,

Ω1,2 = {𝑢 ∈ 𝑋 | 𝛼1 − 𝜀 ≺ 𝑢 ≺ 𝛽2 + 𝜀, ‖𝑢‖𝑤 < 𝑅} .

(50)

Then by excision and additive property, we have

dLS (𝐼 − 𝐺1,2, Ω1,2 \ (Ω1,1 ∪ Ω2,2) , 0) = −1. (51)

Thus there are three solutions of (𝑀1,2), 𝑢1 ∈ Ω1,1, 𝑢2 ∈ Ω2,2,
and 𝑢3 ∈ Ω1,2 \ (Ω1,1 ∪ Ω2,2). Since all solutions 𝑢 of (𝑀1,2)
satisfy 𝑢 ∈ [𝛼1, 𝛽2], they are solutions of (𝑃) and the proof is
done.

3. Application

In this section, we prove the existence of triple positive solu-
tions for a problem of the form

𝜑𝑝(𝑢
󸀠
(𝑡))
󸀠

+ 𝜆ℎ (𝑡) 𝑓 (𝑢 (𝑡)) = 0, 𝑡 ∈ (0, 1) ,

𝑢 (0) = 0 = 𝑢 (1) ,

(𝑃𝜆)

where 𝜆 > 0 and 𝑓 ∈ 𝐶([0,∞), (0,∞)). Let us assume

(𝐻1) ℎ ∈H \ 𝐿
1
(0, 1) with ℎ ≥ 0,

(𝐻2) min𝑡∈(0,1)ℎ(𝑡) = ℎ > 0,
(𝐹1) lim𝑢→∞(𝑓(𝑢)/𝜑𝑝(𝑢)) = 0,
(𝐹2) 𝑓 is nondecreasing.

The existence of two positive solutions for problem (𝑃𝜆)

was proved in [11] under a stronger condition on ℎ such as
∫
1

0
𝑠
𝛿
(1 − 𝑠)

𝛾
ℎ(𝑠)𝑑𝑠 < ∞ for some 𝛿, 𝛾 < 𝑝 − 1. Since

𝑓(0) > 0, we can easily see that any solution 𝑢 of problem
(𝑃𝜆) is in 𝐶0[0, 1] but not in 𝐶

1
[0, 1] so that with the aid of

three solutions theorem in Section 2, we prove the following
theorem.
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Theorem 11. Assume (𝐻1), (𝐻2), (𝐹1) and (𝐹2), and also
assume that there exist 𝑎 > 0 and 𝑏 > 0 such that 𝑎 < 𝑏 and

𝑎
𝑝−1

𝑓 (𝑎)
> 𝐶

𝑏
𝑝−1

𝑓 (𝑏)
, (52)

where 𝐶 = 4𝑝(‖𝑒‖𝑝−1
∞
/ℎ) and 𝑒 the unique solution of

𝜑𝑝(𝑒
󸀠
(𝑡))
󸀠

+ ℎ (𝑡) = 0, 𝑡 ∈ (0, 1) ,

𝑒 (0) = 0 = 𝑒 (1) .

(53)

Then for 𝜆 > 0 satisfying

𝑏
𝑝−1
𝐶

𝑓 (𝑏) ‖𝑒‖
𝑝−1

∞

< 𝜆 <
𝑎
𝑝−1

𝑓 (𝑎) ‖𝑒‖
𝑝−1

∞

, (54)

problem (𝑃𝜆) has at least three positive solutions.

Proof. For 𝜆 ∈ (𝑏
𝑝−1
𝐶/𝑓(𝑏)‖𝑒‖

𝑝−1

∞
, 𝑎𝑝−1/𝑓(𝑎)‖𝑒‖𝑝−1

∞
), it is

trivial that 𝛼1 ≡ 0 is a lower solution of (𝑃𝜆). Let 𝛽1 =
𝑎(𝑒/‖𝑒‖∞). Then

−𝜑𝑝(𝛽
󸀠

1
(𝑡))
󸀠

= −
𝑎
𝑝−1

‖𝑒‖
𝑝−1

∞

𝜑𝑝(𝑒
󸀠
(𝑡))
󸀠

=
𝑎
𝑝−1

‖𝑒‖
𝑝−1

∞

ℎ (𝑡)

> 𝜆ℎ (𝑡) 𝑓 (𝑎) ≥ 𝜆ℎ (𝑡) 𝑓 (𝛽1 (𝑡)) .

(55)

Thus 𝛽1 is an upper solution of (𝑃𝜆). To show that 𝛽1 is a strict
upper solution of (𝑃𝜆), assume that 𝑢 is a solution of (𝑃𝜆) such
that 𝑢 ≤ 𝛽1. We first show that 𝑢(𝑡) < 𝛽1(𝑡), for all 𝑡 ∈ (0, 1).
Suppose it is not true, then there exist 𝑡0 and 𝑡1 with 𝑡0 < 𝑡1 in
(0, 1) such that 𝑢󸀠(𝑡0) = 𝛽

󸀠

1
(𝑡0) and 𝑢

󸀠
(𝑡1) < 𝛽

󸀠

1
(𝑡1). Integrate

𝜑𝑝(𝑢
󸀠
(𝑡))
󸀠
−𝜑𝑝(𝛽

󸀠

1
(𝑡))
󸀠 from 𝑡0 to 𝑡1, by (55) andmonotonicity

of 𝑓, we have the following contradiction:

0 > 𝜑𝑝 (𝑢
󸀠
(𝑡1)) − 𝜑𝑝 (𝛽

󸀠

1
(𝑡1))

= ∫

𝑡
1

𝑡
0

𝜑𝑝(𝑢
󸀠
(𝑠))
󸀠

− 𝜑𝑝(𝛽
󸀠

1
(𝑠))
󸀠

𝑑𝑠

> ∫

𝑡
1

𝑡
0

−𝜆ℎ (𝑠) 𝑓 (𝑢 (𝑠)) + 𝜆ℎ (𝑠) 𝑓 (𝛽1 (𝑠)) ≥ 0.

(56)

Since 𝑢(0) = 𝛽1(0) = 𝑢(1) = 𝛽1(1) = 0, it suffices to show
that𝑤𝑢󸀠(1) > 𝑤𝛽󸀠

1
(1).The inequality𝑤𝑢󸀠(0) < 𝑤𝛽󸀠

1
(0) can be

proved similarly. For the case that lim𝑡→1− ∫
𝑡

1/2
ℎ(𝑠)𝑑𝑠 < ∞,

we know 𝑢󸀠(1) and 𝛽󸀠(1) exist. Since

𝜑𝑝(𝑢
󸀠
(𝑡))
󸀠

− 𝜑𝑝(𝛽
󸀠

1
(𝑡))
󸀠

> 0, 𝑡 ∈ (0, 1) , (57)

we know that there exists 𝑑 ∈ (0, 1) such that 𝑢󸀠(𝑑) > 𝛽󸀠(𝑑).
Indeed, otherwise, 𝑢󸀠(𝑡) ≤ 𝛽

󸀠
(𝑡) for all 𝑡 ∈ (0, 1); then by

integrating this from 𝑡 to 1, we have the contradiction

𝑢 (𝑡) ≥ 𝛽 (𝑡) , 𝑡 ∈ (0, 1) . (58)

Integrating (57) from 𝑑 to 1, we have

𝜑𝑝 (𝑢
󸀠
(1)) − 𝜑𝑝 (𝛽

󸀠

1
(1)) > 𝜑𝑝 (𝑢

󸀠
(𝑑)) − 𝜑𝑝 (𝛽

󸀠

1
(𝑑)) > 0,

(59)

and thus 𝑢󸀠(1) > 𝛽󸀠(1) and

𝑤𝑢
󸀠
(1) > 𝑤𝛽

󸀠
(1) . (60)

For the case that lim𝑡→1− ∫
𝑡

1/2
ℎ(𝑠)𝑑𝑠 = ∞,

𝑤𝛽
󸀠

1
(1) = lim

𝑡→1−
𝑤 (𝑡) 𝛽

󸀠

1
(𝑡)

= lim
𝑡→1−

1

𝜑−1
𝑝
(∫
𝑡

1/2
ℎ (𝑠) 𝑑𝑠)

× [−𝜑
−1

𝑝
(−𝛼(

𝑎
𝑝−1

‖𝑒‖
𝑝−1

∞

ℎ) +
𝑎
𝑝−1

‖𝑒‖
𝑝−1

∞

∫

𝑡

1/2

ℎ (𝑠) 𝑑𝑠)]

= lim
𝑡→1−

− 𝜑
−1

𝑝
(−

𝛼 ((𝑎
𝑝−1
/‖𝑒‖
𝑝−1

∞
) ℎ)

∫
𝑡

1/2
ℎ (𝑠) 𝑑𝑠

+
𝑎
𝑝−1

‖𝑒‖
𝑝−1

∞

)

= 𝜑
−1

𝑝
(−

𝑎
𝑝−1

‖𝑒‖
𝑝−1

∞

) .

(61)

From the monotonicity of 𝑓 and choice of 𝜆 with help of
L’Hospital’s rule, we have

𝑤𝑢
󸀠
(1) = lim

𝑡→1−
𝑤 (𝑡) 𝑢

󸀠
(𝑡)

= lim
𝑡→1−

1

𝜑−1
𝑝
(∫
𝑡

1/2
ℎ (𝑠) 𝑑𝑠)

× [−𝜑
−1

𝑝
(−𝛼 (𝜆ℎ𝑓 (𝑢)) + ∫

𝑡

1/2

𝜆ℎ (𝑠) 𝑓 (𝑢 (𝑠)) 𝑑𝑠)]

= lim
𝑡→1−

−𝜑
−1

𝑝
(−
𝛼 (𝜆ℎ𝑓 (𝑢))

∫
𝑡

1/2
ℎ (𝑠) 𝑑𝑠

+

∫
𝑡

1/2
𝜆ℎ (𝑠) 𝑓 (𝑢 (𝑠)) 𝑑𝑠

∫
𝑡

1/2
ℎ (𝑠) 𝑑𝑠

)

= 𝜑
−1

𝑝
(− lim
𝑡→1−

∫
𝑡

1/2
𝜆ℎ (𝑠) 𝑓 (𝑢 (𝑠)) 𝑑𝑠

∫
𝑡

1/2
ℎ (𝑠) 𝑑𝑠

)

= 𝜑
−1

𝑝
(− lim
𝑡→1−

𝜆ℎ (𝑡) 𝑓 (𝑢 (𝑡))

ℎ (𝑡)
)

= 𝜑
−1

𝑝
(− lim
𝑡→1−

𝜆𝑓 (𝑢 (𝑡))) = 𝜑
−1

𝑝
(−𝜆𝑓 (0))

> 𝜑
−1

𝑝
(−

𝑎
𝑝−1
𝑓 (0)

𝑓 (𝑎) ‖𝑒‖
𝑝−1

∞

)

> 𝜑
−1

𝑝
(−

𝑎
𝑝−1

‖𝑒‖
𝑝−1

∞

) = 𝑤𝛽
󸀠

1
(1) .

(62)

Thus we proved that 𝛽1 is a strict upper solution of (𝑃𝜆). Now,
since 𝜆 > 𝑏

𝑝−1
𝐶/𝑓(𝑏)‖𝑒‖

𝑝−1

∞
, we may choose 𝜆∗ satisfying

𝑏
𝑝−1
𝐶/𝑓(𝑏)‖𝑒‖

𝑝−1

∞
< 𝜆
∗
< 𝜆; then since 𝜆∗ℎ𝑓(𝑏)/4𝑝𝑏𝑝−1 > 1,
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we may choose 𝑘, 𝑗 > 1 such that 1 < (𝑘𝑗)𝑝−1 < 𝜆∗ℎ𝑓(𝑏)/
4
𝑝
𝑏
𝑝−1. Let 𝛼2 be the solution of

𝜑𝑝(𝛼
󸀠

2
(𝑡))
󸀠

+ 𝜆
∗
ℎ𝑓 (V (𝑡)) = 0, 𝑡 ∈ (0, 1) ,

𝛼2 (0) = 0 = 𝛼2 (1) ,

(63)

where V(𝑡) = 𝑏𝛾(𝑡) when

𝛾 (𝑡) =

{{{

{{{

{

1 − (1 − (4𝑡)
𝑘
)
𝑗

, if 0 ≤ 𝑡 ≤ 1
4
,

1, if 1
4
≤ 𝑡 ≤

1

2
,

(64)

and 𝛾(𝑡) = 𝛾(1−𝑡), for 𝑡 ∈ (1/2, 1]. We note that |V󸀠(𝑡)| ≤ 4𝑘𝑗𝑏
and let us show that V(𝑡) ≤ 𝛼2(𝑡) for 0 ≤ 𝑡 ≤ 1/2. It is clear that
𝛼
󸀠

2
(𝑡) ≥ 0 = V󸀠(𝑡) for 1/4 ≤ 𝑡 ≤ 1/2. We note that 𝛼󸀠

2
(1/2) = 0

from the symmetry of V. For 0 ≤ 𝑡 ≤ 1/4, by integrating (63)
from 𝑡 to 1/2, from the choice of 𝜆∗ and 𝐶, we have

𝛼
󸀠

2
(𝑡) = 𝜑

−1

𝑝
(∫

1/2

𝑡

𝜆
∗
ℎ𝑓 (V (𝑠)) 𝑑𝑠)

≥ 𝜑
−1

𝑝
(∫

1/2

1/4

𝜆
∗
ℎ𝑓 (𝑤 (𝑠)) 𝑑𝑠)

= (𝜆
∗
ℎ𝑓 (𝑏)

1

4
)

1/(𝑝−1)

> 4𝑘𝑗𝑏 ≥ V󸀠 (𝑡) .

(65)

Thus 𝛼2(𝑡) > V(𝑡) for 0 < 𝑡 ≤ 1/2 and it is clear that 𝛼2(𝑡) >
V(𝑡) for 0 < 𝑡 ≤ 1, by the symmetry of 𝛼2 and V. From the
monotonicity of 𝑓, we have

−𝜑𝑝(𝛼
󸀠

2
(𝑡))
󸀠

= 𝜆
∗
ℎ𝑓 (V (𝑡)) < 𝜆ℎ (𝑡) 𝑓 (V (𝑡))

≤ 𝜆ℎ (𝑡) 𝑓 (𝛼2 (𝑡)) .

(66)

This implies that 𝛼2 is a lower solution of (𝑃𝜆) and by using
the similar argument as of 𝛽1, we can show that 𝛼2(𝑡) < 𝑢(𝑡)
for all solution 𝑢 of (𝑃𝜆) such that 𝑢 ≥ 𝛼2. Now to show
that 𝛼2 is a strict lower solution of (𝑃𝜆), we need to show
that 𝑤𝑢󸀠(0) > 𝑤𝛼󸀠

2
(0) and 𝑤𝑢󸀠(1) < 𝑤𝛼󸀠

2
(1). For the case

that lim𝑡→0+ ∫
1/2

𝑡
ℎ(𝑠)𝑑𝑠 < ∞, 𝑤𝑢󸀠(1) < 𝑤𝛼

󸀠

2
(1) can be

proved by similar argument as of 𝛽1. Now, for the case of
lim𝑡→0+ ∫

1/2

𝑡
ℎ(𝑠)𝑑𝑠 = ∞, from (65) and lim𝑡→0+𝑤(𝑡) = 0,

we have 𝑤𝛼󸀠
2
(0) = lim𝑡→0+𝑤(𝑡)𝛼

󸀠

2
(𝑡) = 0 and

𝑤𝑢
󸀠
(0) = lim

𝑡→0+
𝑤 (𝑡) 𝑢

󸀠
(𝑡)

= lim
𝑡→0+

1

𝜑−1
𝑝
(∫
1/2

𝑡
ℎ (𝑠) 𝑑𝑠)

× [𝜑
−1

𝑝
(𝛼 (𝜆ℎ𝑓 (𝑢)) + ∫

1/2

𝑡

𝜆ℎ (𝑠) 𝑓 (𝑢 (𝑠)) 𝑑𝑠)]

= 𝜑
−1

𝑝
( lim
𝑡→0+

𝜆ℎ (𝑡) 𝑓 (𝑢 (𝑡))

ℎ (𝑡)
) = 𝜆𝑓 (0) > 0

= 𝑤𝛼
󸀠

2
(0) .

(67)

Similarly, we can prove 𝑤𝑢󸀠(1) < 𝑤𝛼󸀠
2
(1) and thus 𝑢 ≻ 𝛼2 for

all solution 𝑢 of (𝑃𝜆) such that 𝑢 ≥ 𝛼2. This implies that 𝛼2
is a strict lower solution of (𝑃𝜆). Since ‖𝛼2‖∞ ≥ ‖V‖∞ = 𝑏 >
𝑎 = ‖𝛽1‖∞, there exists 𝑡0 ∈ (0, 1) such that 𝛼2(𝑡0) > 𝛽1(𝑡0).
Define

𝛽2 = 𝜆𝑀
𝑒

‖𝑒‖∞
. (68)

Then from (𝐹1), there exists sufficiently large 𝑀 ≫ 1 such
that

𝑓 (𝜆𝑀)

(𝜆𝑀)
𝑝−1

<
𝜆

‖𝑒‖
𝑝−1

∞

(69)

and 𝛽2 > 𝛼2, 𝛽2 > 𝛽1. Thus we have

−𝜑𝑝(𝛽
󸀠

2
(𝑡))
󸀠

= −
(𝜆𝑀)
𝑝−1
𝜑𝑝(𝑒
󸀠
(𝑡))
󸀠

‖𝑒‖
𝑝−1

∞

> 𝜆ℎ (𝑡) 𝑓 (𝜆𝑀) ≥ 𝜆ℎ (𝑡) 𝑓 (𝛽2 (𝑡)) .

(70)

This implies that 𝛽2 is an upper solution of (𝑃𝜆) and the proof
is complete by three solutions theorem.

4. Example

As an example, let us consider the following combustion
model defined on an exterior domain:

−Δ𝑝𝑢 = 𝜆𝑘 (|𝑥|) exp (
𝛼𝑢

𝛼 + 𝑢
) , 𝑥 ∈ Ω,

𝑢||𝑥|=𝑟
0

= 0, 𝑢 󳨀→ 0 as |𝑥| 󳨀→ ∞,

(𝐸𝜆)

where Δ𝑝𝑢 = div(|∇𝑢|𝑝−2∇𝑢), Ω = {𝑥 ∈ R𝑁 | 𝑟 < |𝑥| < ∞},
1 < 𝑝 < 𝑁, and 𝛼, 𝜆 > 0. Moreover 𝑘 ∈ 𝐿1loc([𝑟0,∞), (0,∞)).
For the radial solutions of (𝐸𝜆), by changes of variables,
𝑟 = |𝑥|, 𝑢(𝑟) = 𝑢(|𝑥|), 𝑡 = (𝑟/𝑟0)

(−𝑁+𝑝)/(𝑝−1), (𝐸𝜆) can be
transformed into (𝑃𝜆) with

ℎ (𝑡) = (
𝑝 − 1

𝑁 − 𝑝
)

𝑝

𝑟
𝑝

0
𝑡
−𝑝(𝑁−1)/(𝑁−𝑝)

𝑘 (𝑟0𝑡
−(𝑝−1)/(𝑁−𝑝)

) .

(71)

Let us define

K={𝑘∈𝐿
1

loc ([𝑟0,∞)) |∫
∞

𝑟
0

𝜑
−1

𝑝
(𝜏
1−𝑁
∫

𝜏

𝑟
0

𝑟
𝑁−1
𝑘 (𝑟) 𝑑𝑟) 𝑑𝜏

< ∞} ,

K1 = {𝑘 ∈ 𝐿
1

loc ([𝑟0,∞)) | ∫
∞

𝑟
0

𝑟
𝑁−1
𝑘 (𝑟) 𝑑𝑟 < ∞} ;

(72)

then it is easy to check K1 ⫋ K and if 𝑘 ∈ K \K1, then
corresponding ℎ in (71) satisfies ℎ ∈H \ 𝐿

1
(0, 1).
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As an example of 𝑘, take 𝑘(𝑟) = 𝑟𝛿 for −𝑁 < 𝛿 < −𝑝;
then 𝑘 ∈ K \K1. Moreover, ℎ in (71) can be calculated as
ℎ(𝑡) = 𝐶2𝑡

𝜌, for some 𝐶2 > 0 and 𝜌 given as

𝜌 =
−𝑝 (𝑁 + 𝛿) + (𝑝 + 𝛿)

𝑁 − 𝑝
, (73)

and we see that ℎ ∈H \ 𝐿
1
(0, 1), when −𝑁 < 𝛿 < −𝑝.

Finally, we have a multiplicity result of positive solutions
for combustion model (𝐸𝜆).

Corollary 12. Assume 𝑘 ∈ K \K1. If 𝛼 is sufficiently large,
then (𝐸𝜆) has at least three positive radial solutions for 𝜆 ∈
(𝐼1, 𝐼2), where

𝐼1 =
4
𝑝
𝛼
𝑝−1

ℎ exp (𝛼/2)
, 𝐼2 =

1

exp (𝛼/ (𝛼 + 1)) ‖𝑒‖𝑝−1
∞

. (74)

Proof. Let 𝑓(𝑢) = exp(𝛼𝑢/(𝛼 + 𝑢)) and 𝑎 = 1, 𝑏 = 𝛼. Then
since 𝑓 is nondecreasing and

1/𝑓 (1)

𝛼𝑝−1/𝑓 (𝛼)
=

1

𝛼𝑝−1

𝑓 (𝛼)

𝑓 (1)
=

1

𝛼𝑝−1
exp(𝛼

2
−

𝛼

𝛼 + 1
) 󳨀→ ∞

(75)

as 𝛼 → ∞, all hypotheses of Theorem 11 are satisfied for
sufficiently large 𝛼 and we get the conclusion.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgments

This research was supported by Basic Science Research
Program through theNational Research Foundation of Korea
(NRF) funded by the Ministry of Education, Science and
Technology (no. 2012005767). This research was supported
by Basic Science Research Program through the National
Research Foundation of Korea (NRF) funded by theMinistry
of Education, Science and Technology (2012R1A1A1011225).

References

[1] A. K. Ben-Naoum and C. de Coster, “On the existence and
multiplicity of positive solutions of the p-Laplacian separated
boundary value problem,” Differential and Integral Equations,
vol. 10, pp. 1093–1112, 1997.

[2] G. Bonannao, “Existence of three solutions for a two point
boundary value problem,” Applied Mathematics Letters, vol. 13,
no. 5, pp. 53–57, 2000.

[3] J. R. Graef, S. Heidarkhani, and L. Kong, “A critical points
approach for the existence of multiple solutions of a Dirichlet
quasilinear system,” Journal ofMathematical Analysis andAppli-
cations, vol. 388, no. 2, pp. 1268–1278, 2012.

[4] B. Ricceri, “A three critical points theorem revisited,” Nonlinear
Analysis: Theory, Methods and Applications, vol. 70, no. 9, pp.
3084–3089, 2009.

[5] B. Ricceri, “On a three critical points theorem,” Archiv der
Mathematik, vol. 75, no. 3, pp. 220–226, 2000.

[6] G. L. Karakostas, “Triple positive solutions for theΦ-Laplacian
whenΦ is a sup-multiplicative-like function,” Electronic Journal
of Differential Equations, vol. 69, pp. 1–13, 2004.

[7] J. Li and J.Wang, “Triple positive solutions for a type of second-
order singular boundary problems,” Boundary Value Problems,
vol. 2010, Article ID 376471, 2010.

[8] J. Ren, W. Ge, and B. Ren, “Existence of three positive solutions
for quasi-linear boundary value problem,” Acta Mathematicae
Applicatae Sinica. English Series, vol. 21, no. 3, pp. 353–358, 2005.

[9] E. K. Lee and Y. H. Lee, “A result on three solutions theorem and
its application to p-Laplacian systems with singular weights,”
Boundary Value Problems, vol. 2012, article 63, 20 pages, 2012.

[10] I. Sim and Y. H. Lee, “A new solution operaor of one
dimensional p-Laplacian with a sign-changing weight and its
application,” Abstract and Applied Analysis, vol. 2012, Article ID
243740, 15 pages, 2012.

[11] E. Ko, E. K. Lee, and R. Shivaji, “Multiplicity results for classes
of singular problems on an exterior domain,” Discrete and
Continuous Dynamical Systems, vol. 33, no. 11/12, pp. 5153–5166,
2013.


