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#### Abstract

We consider the sufficient conditions for asymptotic stability and instability of certain higher order nonlinear difference equations with infinite delays in finite-dimensional spaces. With the aid of the general comparison condition on the right-hand side function $f_{k}(\cdot)$, we generalize the stability and instability result.


## 1. Introduction

In the field of statistics, people get used to mark the number of sample as discrete parameter not continuous for applied meaning. There are some discrete models in real life such as cobweb model of demand and supply and national income model, which could not be described by differential equation under the factual conditions. Then difference equations arise and are widely used in areas such as information transmission and population models [1-4].

During the period of development of mathematics together with information revolution, there are many discrete dynamic systems to describe the real problem, such as the monographs [5, 6]. For example, the book Liber Abaci, written by the famous mathematician Leonardo di Pisa, stated the so-called Fibonacci sequence to the problem of rabbits' number. To march the development of mathematic discrete models in application, difference equations raised the form of higher orders or with delays; see [7-9]. Besides, the stability of the equilibrium is always a great topic to study, such as [10-13] and the references therein. Also, there are some researchers engaged in studying the stability analysis of the equations with delay; see $[14,15]$.

As the simplest case, the first order difference equation

$$
\begin{equation*}
y_{k+1}=f_{k}\left(y_{k}\right), \quad k \geq 0 \in Z \tag{1}
\end{equation*}
$$

has been paid much attention to and widely investigated in the literature.

In this paper, we consider a higher order difference equation with delays

$$
\begin{equation*}
y_{k+1}=f_{k}\left(y_{k}, y_{k-1}, \ldots, y_{k-r}, \sum_{s=0}^{k-1} g_{k, s}\left(y_{s}, y_{s-1}, \ldots, y_{s-r+1}\right)\right) \tag{2}
\end{equation*}
$$

where $y_{k} \in X, X$ is a Banach space, and $f_{k}(\cdot), g_{k, s}(\cdot)$ are functions on $Z \times X^{r+1} \rightarrow X$ and $Z^{2} \times X^{r-1} \rightarrow X$, respectively. We assume that (2) satisfies the initial condition ( $x_{0}$, $x_{-1}, \ldots, x_{-r}$ ), which means that the solution of system (2), $\left\{y_{n}\right\}_{n \geq-r}$, holds for $y_{i}=x_{i}, i=-r, 1-r, \ldots, 0$. In addition, we suppose that the zero solution is the unique equilibrium; in other words, $f_{k}(c, c, \ldots, c)=c$ for some real values and all $k \in Z^{+}=\{x \mid x \geq 0, x \in Z\}$ if and only if $c=0$. Yao and Meng in [9] studied the similar system and gave some sufficient conditions to guarantee that the solution satisfies a contained equation under the method of a discrete inequality. We note that the system (2) always has solution at the time $k$ given by

$$
\begin{aligned}
& y_{1}=f_{0}\left(y_{0}, y_{-1}, \ldots, y_{-r}\right) \\
& y_{2}=f_{1}\left(y_{1}, y_{0}, \ldots, y_{1-r}, g_{1,0}\left(y_{0}, y_{-1}, \ldots, y_{-r}\right)\right)
\end{aligned}
$$

$$
\vdots
$$

$$
\begin{align*}
y_{k}=f_{k-1}( & y_{k-1}, y_{k-2}, \ldots, y_{k-r-1}, \\
& \left.\sum_{s=0}^{k-2} g_{k-1, s}\left(y_{s}, y_{s-1}, \ldots, y_{s-r+1}\right)\right) . \tag{3}
\end{align*}
$$

It is easy to see that $y_{k}$ is defined by the solution $y_{k-1}$.
The main aim of this paper is to provide the sufficient conditions for asymptotic stability and instability of (2). First, we state some notations and basic definitions used in the paper. Denote that $\|\mathbf{x}\|=\sqrt{x_{0}^{2}+x_{1}^{2}+\cdots+x_{n}^{2}}$ for the vector $\mathbf{x}=\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in X$, which implies that, for $f, g \in X$,

$$
\begin{equation*}
\|f \cdot g\| \leq\|f\| \cdot\|g\|, \quad\|f+g\| \leq\|f\|+\|g\| . \tag{4}
\end{equation*}
$$

Definition 1. The zero solutions of the system (2) are stable if, for every $\varepsilon>0, k_{0} \in Z^{+}$, there exists $\delta\left(\varepsilon, k_{0}\right)>0$ such that every solution $\left\{x_{k}\right\}$ of the system with the initial condition $\left\|\left(x_{k_{0}-k}, \ldots, x_{k_{0}}\right)\right\| \leq \delta$ satisfies the condition $\left\|x_{k}\right\|<\varepsilon$, for all $k \geq k_{0}$.

Definition 2. The zero solutions of the system (2) are asymptotically stable if it is stable and, under a constant $\mu$ existing, $\lim _{k \rightarrow \infty}\left\|x_{k}\right\|=0$ for any solution $\left\{x_{n}\right\}$ of (2) such that $\left\|\left(x_{k_{0}-k}, \ldots, x_{k_{0}}\right)\right\| \leq \mu$.

Definition 3. The zero solutions of system (2) are unstable if it is not stable, that is, if there are numbers $\varepsilon>0, k_{0} \in Z^{+}$, such that for every $\delta>0$ there is a solution $\left\{x_{k}\right\}$ with the initial condition $\left\|\left(x_{k_{0}-k}, \ldots, x_{k_{0}}\right)\right\| \leq \delta$ and there exists a number $K \geq k_{0}$ such that $\left\|x_{K}\right\| \geq \varepsilon$.

The system we consider is a general form of higher order difference equations without the concrete formula of $f_{k}(\cdot)$. If we entitle the function $f_{k}(\cdot)$ to a special form, such as the form of logistic function, then the stability of equilibrium points can be used to discuss the population model.

## 2. Asymptotic Stability

In this section, using the method of comparison conditions, we will obtain the sufficient conditions of the nonlinear difference system (2). The following discrete inequalities we assumed play an important role in the investigations of the asymptotic stability:

$$
\begin{array}{r}
\left\|f_{k}\left(x_{0}, x_{1}, \ldots, x_{r+1}\right)\right\| \leq \alpha \prod_{i=0}^{r}\left\|x_{i}\right\|^{p_{i}}\left\|x_{r+1}\right\|  \tag{C1}\\
\alpha>0, \quad p_{i} \geq 0, \quad i=0,1, \ldots, r
\end{array}
$$

$$
\begin{align*}
& \left\|g_{k, s}\left(x_{0}, x_{1}, \ldots, x_{r-1}\right)\right\| \leq \beta \prod_{i=1}^{r}\left\|x_{i-1}\right\|^{q_{i}},  \tag{C2}\\
& \quad \beta>0, \quad q_{i} \geq 0, \quad i=0,1, \ldots, r-1 ; \\
& \sum_{s=k_{0}}^{k-2}\left\|g_{k, s}\left(x_{0}, x_{1}, \ldots, x_{r}\right)\right\| \leq M<\infty, \quad M \in R^{+} . \tag{C3}
\end{align*}
$$

Denote by

$$
\begin{equation*}
P=\sum_{r=0}^{r} p_{i}, \quad Q=\sum_{i=1}^{r} q_{i} . \tag{6}
\end{equation*}
$$

Using the method in [10], we can obtain the following theorem.

Theorem 4. Under the hypothesises (C1, C2, and C3), system (2) is asymptotically stable if $P>1, \alpha>0,0<\beta<1$, and $M<1 / 2 \alpha$.

Proof. Since $P>1$, we can choose two real numbers $s \geq 1$, $0<\delta<1$ such that $P-s>0$,

$$
\begin{gather*}
p_{0}+\frac{p_{1}}{s}+\cdots+\frac{p_{r}}{s^{r}}-s>0  \tag{7}\\
\alpha \beta \delta^{p_{0}+p_{1} / s+\cdots+p_{r} / s^{r}-s}<\frac{1}{2}
\end{gather*}
$$

From (7), it is easy to note that

$$
\begin{gather*}
p_{0}+\frac{p_{1}+q_{1}}{s}+\cdots+\frac{p_{r}+q_{r}}{s^{r}}-s>0 \\
\alpha \beta \delta^{p_{0}+\left(p_{1}+q_{1}\right) / s+\cdots+\left(p_{r}+q_{r}\right) / s^{r}-s}<\frac{1}{2} \tag{8}
\end{gather*}
$$

Next, we consider solution of the system (2) with the initial condition such that $\left\|y_{k}\right\| \leq \delta, k=0,-1, \ldots,-r$. According to the definition, we will prove the following inequality:

$$
\begin{equation*}
\left\|y_{k}\right\| \leq \delta^{s^{k}}, \quad \forall k \in Z^{+} \tag{9}
\end{equation*}
$$

which is obvious to hold for $k=1$.
Assuming that (9) still holds for $2,3, \ldots, k(k \geq 2)$, in addition to (C2) and (C3), then we estimate the solution at the $(k+1)$ step by (4).

Let $z_{r+1}=\sum_{s=0}^{k-1} g_{k, s}\left(y_{s}, y_{s-1}, \ldots, y_{s-r+1}\right)$. Then

$$
\begin{align*}
&\left\|z_{r+1}\right\|=\left\|\sum_{s=0}^{k-1} g_{k, s}\left(y_{s}, y_{s-1}, \ldots, y_{s-r+1}\right)\right\| \\
&= \| g_{k, k-1}\left(y_{k-1}, y_{k-2}, \ldots, y_{k-r}\right) \\
& \quad+\sum_{s=0}^{k-2} g_{k, s}\left(y_{s}, y_{s-1}, \ldots, y_{s-r+1}\right) \|  \tag{10}\\
& \leq\left\|\beta y_{k-1}^{q_{1}} y_{k-2}^{q_{2}} \cdots y_{k-r}^{q_{r}}\right\|+M \\
& \leq \beta \delta^{k^{k-1}} q_{1}+s^{k-2} q_{2}+\cdots+s^{k-r} q_{r}+M .
\end{align*}
$$

By the inequalities (8) and (10), we can obtain the following conclusion:

$$
\begin{align*}
\left\|y_{k+1}\right\|= & \left\|f_{k}\left(y_{0}, y_{1}, \ldots, z_{r+1}\right)\right\| \\
\leq & \alpha \prod_{i=0}^{r}\left\|y_{i}\right\|^{p_{i}}\left\|z_{r+1}\right\| \\
\leq & \alpha\left\|y_{k}\right\|^{p_{0}}\left\|y_{k-1}\right\|^{p_{1}} \cdots\left\|y_{k-r}\right\|^{p_{r}} \\
& \times\left(\beta \delta^{\left.s^{k-1} q_{1}+s^{k-2} q_{2}+\cdots+s^{k-r} q_{r}+M\right)}\right. \\
\leq & \alpha \delta^{k^{k} p_{0}+s^{k-1} p_{1}+\cdots+s^{k-r} p_{r}\left(\beta \delta^{s^{k-1} q_{1}+s^{k-2} q_{2}+\cdots+s^{k-r} q_{r}}+M\right)} \begin{aligned}
= & \alpha \beta \delta^{s^{k}} p_{0}+s^{k-1}\left(p_{1}+q_{1}\right)+\cdots+s^{k-r}\left(p_{r}+q_{r}\right) \\
& +\alpha \delta^{s^{k} p_{0}+s^{k-1} p_{1}+\cdots+s^{k-r} p_{r}} M \\
= & \delta^{s^{k+1}}\left(\alpha \beta \delta^{s^{k}\left(p_{0}+\left(p_{1}+q_{1}\right) / s+\cdots+\left(p_{r}+q_{r}\right) / s^{r}-s\right)}\right. \\
& \left.\quad+\alpha \delta^{\delta^{k}\left(p_{0}+p_{1} / s+\cdots+p_{r} / s^{r}-s\right)} M\right) \leq \delta^{s^{k+1}},
\end{aligned}
\end{align*}
$$

which implies that inequality (9) holds for the step $(k+1)$. Therefore, inequality (9) holds for all $k \in Z^{+}$. Since $\delta \in(0,1)$, we can obtain that $s^{k} \rightarrow \infty$ as $k \rightarrow \infty$ and derive the conclusion. Hence, the proof is completed.

Theorem 5. Let system (2) satisfy the same conditions as in Theorem 4. Then, the zero solutions are asymptotically stable if $P=1,0<\alpha \beta<1$, and $M<\beta\left(1-\delta^{Q}\right)$.

Proof. According to the assumption, we can define a set for every integer $n \geq 0$,

$$
\begin{equation*}
I_{n}=\{n(r+1)+i: i=1,2, \ldots, r+1\}, \tag{12}
\end{equation*}
$$

which contains $r+1$ index numbers and

$$
\begin{equation*}
Z^{+}=\bigcup_{n=0}^{\infty} I_{n} \tag{13}
\end{equation*}
$$

To prove that the solution is asymptotically stable, according to the definition, we will prove the following inequality:

$$
\begin{equation*}
\left\|y_{k}\right\| \leq(\alpha \beta)^{n+1} \delta, \quad \forall k \in I_{n} \tag{14}
\end{equation*}
$$

It is obvious that (9) holds for $k=1$. Since the definition of the set $I_{n}$ and the assumption of the solution $\left\{y_{k}\right\}$ fit the estimation (14) at the step $k$, the following proof will be divided into two aspects.
(i) If $k$ is on the end of $I_{n}$, such that $k+1 \in I_{n+1}$, then we have
$\left\|y_{k+1}\right\|$

$$
\begin{align*}
\leq & \alpha \beta\left(\left((\alpha \beta)^{n+1} \delta\right)^{p_{0}}\left((\alpha \beta)^{n+1} \delta\right)^{p_{1}+q_{1}} \cdots\left((\alpha \beta)^{n+1} \delta\right)^{p_{r}+q_{r}}\right) \\
& +\alpha(\alpha \beta)^{n+1} \delta^{p_{0}}\left((\alpha \beta)^{n+1} \delta\right)^{p_{1}} \cdots\left((\alpha \beta)^{n+1} \delta\right)^{p_{r}} M \\
= & \alpha \beta\left(\left((\alpha \beta)^{n+1} \delta\right)^{P+Q}+\alpha(\alpha \beta)^{n+1} \delta\right)^{P} M \tag{15}
\end{align*}
$$

By the assumptions in this theorem, we have

$$
\begin{equation*}
\left\|y_{k+1}\right\| \leq(\alpha \beta)^{n+2} \delta\left(\delta^{Q}+\beta^{-1} M\right) \leq(\alpha \beta)^{n+2} \tag{16}
\end{equation*}
$$

As desired.
(ii) If $k$ is inside $I_{n}$, in other words, $k, k-1, \ldots, k-i \in I_{n}$ and $k-i-1, k-i-2, \ldots, k-r \in I_{n-1}$, such that $k+1 \in I_{n+1}$, then we have

$$
\begin{align*}
\left\|y_{k+1}\right\| \leq & \alpha \beta\left(\left((\alpha \beta)^{n+1} \delta\right)^{p_{0}} \cdots\left((\alpha \beta)^{n+1} \delta\right)^{p_{i}+q_{i}}\right. \\
& \left.\times\left((\alpha \beta)^{n} \delta\right)^{p_{i+1}+q_{i+1}} \cdots\left((\alpha \beta)^{n} \delta\right)^{p_{r}+q_{r}}\right) \\
+\alpha & \left(\left((\alpha \beta)^{n+1} \delta\right)^{p_{0}} \cdots\left((\alpha \beta)^{n+1} \delta\right)^{p_{i}}\right.  \tag{17}\\
& \left.\times\left((\alpha \beta)^{n} \delta\right)^{p_{i+1}} \cdots\left((\alpha \beta)^{n} \delta\right)^{p_{r}}\right) M
\end{align*}
$$

Because of the sufficient condition in this theorem, we can derive

$$
\begin{equation*}
\left\|y_{k+1}\right\| \leq \alpha \beta\left((\alpha \beta)^{n} \delta\right)^{P+Q}+\alpha\left((\alpha \beta)^{n} \delta\right)^{P} M \leq(\alpha \beta)^{n+1} \delta \tag{18}
\end{equation*}
$$

which proves that (14) holds for $y_{k+1}$. From estimation (14) and $\alpha \beta \in(0,1)$, it follows the asymptotic stability of the zero solutions of system (2). The proof is ended.

## 3. Instability Conditions

Apart from the instability comparison condition defined in the whole state space $Y=R^{n}$ in [13], we state that the condition is satisfied only in some subset of the state space $Y$. Thus, we introduce a convex set $G \subset Y, 0 \in G$ to be an invariant set for system (2). Further, for every $k_{0} \in Z^{+}$, the solution $y_{k}$ with the initial condition (3) starting in $G: y_{n} \in G$, $n=0,-1, \ldots,-r$ satisfies $y_{k} \in G$ for all $k \in Z^{+}$.

In this section, we assume the following comparison condition:

$$
\begin{array}{r}
\left\|f_{k}\left(x_{0}, x_{1}, \ldots, x_{r+1}\right)\right\| \geq \widetilde{\alpha} \prod_{i=0}^{r}\left\|x_{i}\right\|^{\tilde{p}_{i}}\left\|x_{r+1}\right\|  \tag{C4}\\
\widetilde{\alpha}>0, \quad \widetilde{p}_{i} \geq 0
\end{array}
$$

(C5)

$$
\begin{align*}
\left\|g_{k, s}\left(x_{0}, x_{1}, \ldots, x_{r-1}\right)\right\| & \geq \widetilde{\beta} \prod_{i=1}^{r}\left\|x_{i-1}\right\|^{\tilde{q}_{i}}, \\
\widetilde{\beta} & >0, \quad \widetilde{q}_{i} \geq 0 . \tag{19}
\end{align*}
$$

Denote by

$$
\begin{equation*}
\widetilde{P}=\sum_{r=0}^{r} \widetilde{p}_{i}, \quad \widetilde{Q}=\sum_{i=0}^{r-1} \widetilde{q}_{i} . \tag{20}
\end{equation*}
$$

The following three theorems are our main results on instability of the system (2).

Theorem 6. Under conditions (C4)-(C5), system (2) is unstable if $0<\widetilde{P}+\widetilde{Q}<1$ for all $0<\widetilde{\alpha} \widetilde{\beta}<1$.

Proof. Let the arbitrary initial conditions satisfy

$$
\begin{gather*}
\left\|y_{i}\right\|=\eta_{i} \\
i=0,-1, \ldots,-r, \quad \eta=\min \left\{1, \eta_{i}: i=0,-1,-2, \ldots,-r\right\} . \tag{21}
\end{gather*}
$$

Note that $\left\|y_{i}\right\| \geq \eta$, for all $i=0,-1, \ldots,-r$.
For $k=1$, from (2) and conditions (C4), (C5), we have

$$
\begin{align*}
y_{1} & =f_{0}\left(y_{0}, y_{-1}, \ldots, y_{-r}\right) \geq \widetilde{\alpha} \prod_{i=0}^{r}\left\|y_{i}\right\|^{\widetilde{p}_{i}}=\widetilde{\alpha} \prod_{i=0}^{r} \eta_{i}^{\widetilde{p}_{i}}  \tag{22}\\
& \geq \widetilde{\alpha} \eta^{\widetilde{p}_{0}+\widetilde{p}_{1}+\cdots+\widetilde{p}_{r}}=\widetilde{\alpha} \eta^{\widetilde{P}} \geq \widetilde{\alpha} \widetilde{\beta} \eta^{\widetilde{P}} .
\end{align*}
$$

For $k=2$, by the same way and noting that $G$ is invariant set, we have the following estimation:

$$
\begin{align*}
y_{2} & =f_{1}\left(y_{1}, y_{0}, \ldots, y_{-r+1}, g_{1,0}\left(y_{0}, \ldots, y_{-r+1}\right)\right) \\
& \geq \widetilde{\alpha}\left(\widetilde{\alpha} \widetilde{\beta} \eta^{\widetilde{P}}\right)^{\widetilde{p}_{0}} y_{0}^{\tilde{p}_{1}} y_{-1}{ }^{\tilde{p}_{2}} \cdots y_{-r+1} \widetilde{p}_{r} \widetilde{\beta} y_{0} \tilde{q}_{1} y_{-1}^{\tilde{q}_{2}} \cdots y_{-r+1} \widetilde{q}_{r} \\
& \geq \widetilde{\alpha}\left(\widetilde{\alpha} \widetilde{\beta} \eta^{\widetilde{P}}\right)^{\widetilde{p}_{0}} \eta^{\tilde{p}_{1}} \eta^{\widetilde{p}_{2}} \cdots \eta^{\tilde{p}_{r}} \widetilde{\beta} \eta^{\tilde{q}_{1}} \eta^{\tilde{q}_{2}} \cdots \eta^{\tilde{q}_{r}} \\
& =(\widetilde{\alpha} \widetilde{\beta})^{1+\tilde{p}_{0}} \eta^{\widetilde{P_{p}^{0}}} \widetilde{p}_{1}+\cdots+\widetilde{p}_{r}+\widetilde{q}_{1}+\widetilde{q}_{2}+\cdots+\widetilde{q}_{r} \tag{23}
\end{align*}
$$

Repeating the above procedure, for every step $k \in Z^{+}$, we can obtain the inequality of the form

$$
\begin{equation*}
\|y(k)\| \geq(\widetilde{\alpha} \widetilde{\beta})^{\mu(k)} \eta^{\nu(k)}, \tag{24}
\end{equation*}
$$

where the functions $\mu(k), \nu(k)$ are defined by the following two propositions.
(a) The functions $\mu(k), \nu(k)$ satisfy the following relations:

$$
\begin{gather*}
\mu(0)=\mu(-1)=\cdots=\mu(-r)=0, \\
\mu(k+1)=1+\widetilde{p}_{0} \mu(k)+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right) \mu(k-1)  \tag{25}\\
+\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right) \mu(k-r), \\
\nu(0)= \\
\nu(-1)=\cdots=\nu(-r)=1,  \tag{26}\\
\nu(k+1)= \\
\quad \widetilde{p}_{0} \nu(k)+\left(\widetilde{p}_{1}+\tilde{q}_{1}\right) \nu(k-1) \\
+\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right) \nu(k-r),
\end{gather*}
$$

which can be directly proved by the method of induction in $k \in Z^{+}$.
(b) The functions $\mu(k), \nu(k)$ satisfy the following estimations:

$$
\begin{equation*}
\sum_{i=0}^{n}(\widetilde{P}+\widetilde{Q})^{i} \leq \mu(k) \leq \sum_{i=0}^{k-1}(\widetilde{P}+\widetilde{Q})^{i}, \quad \forall k \in I_{n}, n \in Z^{+} \tag{27}
\end{equation*}
$$

$$
\begin{equation*}
\nu(k) \leq(\widetilde{P}+\widetilde{Q})^{n}, \quad \text { if }(\widetilde{P}+\widetilde{Q}) \in(0,1], \quad \forall k \in I_{n}, n \in Z^{+} \tag{28}
\end{equation*}
$$

where $I_{n}$ is defined by (12).
The proof of Proposition (b) is as follows. We will prove the left-hand side inequality (27) by induction on each set $I_{n}$, and the right-hand side can be proved similarly.

It is obvious that the assertion is true for the step $k=1$. Assume that the assertion holds until the step $k \in I$. For every $k \in I_{n}$, using Proposition (a), (24) and by induction assumption, we have

$$
\begin{align*}
\mu(k+1)= & 1+\widetilde{p}_{0} \mu(k)+\left(\tilde{p}_{1}+\tilde{q}_{1}\right) \mu(k-1)  \tag{29}\\
& +\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right) \mu(k-r) .
\end{align*}
$$

If $k \in I$ is on the end of the set $I_{n}$, that is, $k \in I_{n},(k+1) \in I_{n+1}$, we have

$$
\begin{align*}
\mu(k+1) \geq & 1+\widetilde{p}_{0}\left[1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n}\right] \\
& +\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)\left[1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n}\right] \\
& +\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)\left[1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n}\right] \\
= & 1+\left[1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n}\right] \\
& \times\left[\widetilde{p}_{0}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)+\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)\right] \\
= & 1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n+1} . \tag{30}
\end{align*}
$$

If $k$ is inside $I_{n}$, so that $k, k-1, \ldots, k-i \in I_{n}$ and $k-i-1$, $k-i-2, \ldots, k-r \in I_{n-1}$, which implies $k+1 \in I_{n+1}$, then we have

$$
\begin{align*}
\mu(k+1) \geq & 1+\widetilde{p}_{0}\left[1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n}\right] \\
& +\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)\left[1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n}\right] \\
& +\cdots+\left(\widetilde{p}_{i}+\widetilde{q}_{i}\right)\left[1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n}\right] \\
& +\left(\widetilde{p}_{i+1}+\widetilde{q}_{i+1}\right)\left[1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n}\right] \\
& +\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)[1+(\widetilde{P}+\widetilde{Q})] \\
= & 1+\left[\widetilde{p}_{0}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)+\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)\right]+(\widetilde{P}+\widetilde{Q}) \\
& \times\left[\widetilde{p}_{0}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)+\cdots+\left(\tilde{p}_{r}+\widetilde{q}_{r}\right)\right]+\cdots \\
& +(\widetilde{P}+\widetilde{Q})^{n-1}\left[\widetilde{p}_{0}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)+\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)\right] \\
& +(\widetilde{P}+\widetilde{Q})^{n}\left[\widetilde{p}_{0}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)+\cdots+\left(\widetilde{p}_{i}+\widetilde{q}_{i}\right)\right] \\
\geq & 1+\left[\widetilde{p}_{0}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)+\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)\right] \\
& +(\widetilde{P}+\widetilde{Q})\left[\widetilde{p}_{0}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)+\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)\right]+\cdots \\
& +(\widetilde{P}+\widetilde{Q})^{n-1}\left[\widetilde{p}_{0}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)+\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)\right] \\
= & +(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n} \tag{31}
\end{align*}
$$

which proves the left-hand side inequality of (27).
To prove inequality (28), using (26) and by induction, we assume that the inequality holds for all steps $1,2, \ldots, k$. For the step $k+1$, by the same method of induction, if $k \in I$ and is on the end of the set $I$ so that $k+1 \in I_{n+1}$, we have

$$
\begin{align*}
v(k+1)= & \widetilde{p}_{0} v(k)+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right) v(k-1)+\cdots \\
& +\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right) v(k-r) \\
\leq & \widetilde{p}_{0}(\widetilde{P}+\widetilde{Q})^{n}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)(\widetilde{P}+\widetilde{Q})^{n}+\cdots  \tag{32}\\
& +\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)(\widetilde{P}+\widetilde{Q})^{n}=(\widetilde{P}+\widetilde{Q})^{n} .
\end{align*}
$$

If $k$ is inside $I_{n}$, in other words, $k, k-1, \ldots, k-i \in I_{n}$ and $k-i-1, k-i-2, \ldots, k-r \in I_{n-1}$, such that $k+1 \in I_{n+1}$, then we have

$$
\begin{align*}
\nu(k+1) \leq & \tilde{p}_{0}(\widetilde{P}+\widetilde{Q})^{n}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)(\widetilde{P}+\widetilde{Q})^{n}+\cdots \\
& +\left(\widetilde{p}_{i}+\widetilde{q}_{i}\right)(\widetilde{P}+\widetilde{Q})^{n}+\left(\widetilde{p}_{i+1}+\widetilde{q}_{i+1}\right)(\widetilde{P}+\widetilde{Q})^{n-1} \\
& +\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)(\widetilde{P}+\widetilde{Q})^{n-1} \tag{33}
\end{align*}
$$

Given $(\widetilde{P}+\widetilde{Q}) \in(0,1):(\widetilde{P}+\widetilde{Q})^{n-1} \geq(\widetilde{P}+\widetilde{Q})^{n}$, we obtain

$$
\begin{align*}
\nu(k+1) \leq & \widetilde{p}_{0}(\widetilde{P}+\widetilde{Q})^{n-1}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)(\widetilde{P}+\widetilde{Q})^{n-1} \\
& +\cdots+\left(\widetilde{p}_{i}+\widetilde{q}_{i}\right)(\widetilde{P}+\widetilde{Q})^{n-1}+\left(\widetilde{p}_{i+1}+\widetilde{q}_{i+1}\right) \\
& \times(\widetilde{P}+\widetilde{Q})^{n-1}+\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)(\widetilde{P}+\widetilde{Q})^{n-1} \\
= & {\left[\widetilde{p}_{0}+\left(\widetilde{p}_{1}+\widetilde{q}_{1}\right)+\cdots+\left(\widetilde{p}_{r}+\widetilde{q}_{r}\right)\right](\widetilde{P}+\widetilde{Q})^{n-1} } \\
= & (\widetilde{P}+\widetilde{Q})^{n} \tag{34}
\end{align*}
$$

as desired.
Next, we will prove Theorem 6 based on the above propositions. Let $\widetilde{P}+\widetilde{Q} \in(0,1)$. From the estimation (24) and the estimations (27), (28) of Proposition (b), we have two cases.

Case (i). If ( $\widetilde{\alpha} \widetilde{\beta}) \geq 1$, we have

$$
\begin{align*}
(\widetilde{\alpha} \widetilde{\beta})^{\mu(k)} \geq(\widetilde{\alpha} \widetilde{\beta})^{1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n}}, \quad \eta^{\nu(k)} & \geq \eta^{(\widetilde{P}+\widetilde{\widetilde{ }})^{n}},  \tag{35}\\
\forall k \in I_{n}, \quad n & =1,2, \ldots,
\end{align*}
$$

where $\eta \geq 1$. Therefore,

$$
\begin{align*}
\left\|y_{k}\right\| & \geq(\widetilde{\alpha} \widetilde{\beta})^{1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{n}} \eta^{(\widetilde{P}+\widetilde{Q})^{n}} \\
& =(\widetilde{\alpha} \widetilde{\beta})^{1 /[1-(\widetilde{P}+\widetilde{Q})]}(\widetilde{\alpha} \widetilde{\beta})^{(\widetilde{P}+\widetilde{Q})^{n+1} /[(\widetilde{P}+\widetilde{Q})-1]} \eta^{(\widetilde{P}+\widetilde{Q})^{n}}, \tag{36}
\end{align*}
$$

which gives

$$
\begin{equation*}
\lim \left\|y_{k}\right\| \geq(\widetilde{\alpha} \widetilde{\beta})^{1 /[1-(\widetilde{P}+\widetilde{Q})]}, \tag{37}
\end{equation*}
$$

as $n$ and then $k$ go to infinity.
Therefore, there are a number $a>0$ and a large number $K \in Z^{+}$such that $\left\|y_{K}\right\| \geq a$. By Definition 3, if $\varepsilon=a$ and $\delta \geq \eta$, the zero solutions are unstable.

Case (ii). If $(\widetilde{\alpha} \widetilde{\beta}) \in(0,1)$, using the estimation (24) and the estimations (27), (28) of Proposition (b) again, we then obtain

$$
\begin{align*}
(\widetilde{\alpha} \widetilde{\beta})^{\mu(k)} \geq(\widetilde{\alpha} \widetilde{\beta})^{1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{k-1}}, \quad \eta^{\nu(k)} \geq \eta^{(\widetilde{P}+\widetilde{Q})^{n}}, \\
\forall k \in I_{n}, \quad n=1,2, \ldots, \tag{38}
\end{align*}
$$

where $\eta \geq 1$. Therefore,

$$
\begin{align*}
\left\|y_{k}\right\| & \geq(\widetilde{\alpha} \widetilde{\beta})^{1+(\widetilde{P}+\widetilde{Q})+\cdots+(\widetilde{P}+\widetilde{Q})^{k-1}} \eta^{(\widetilde{P}+\widetilde{Q})^{n}} \\
& =(\widetilde{\alpha} \widetilde{\beta})^{1 /[1-(\widetilde{P}+\widetilde{Q})]}(\widetilde{\alpha} \widetilde{\beta})^{(\widetilde{P}+\widetilde{Q})^{k} /[(\widetilde{P}+\widetilde{Q})-1]} \eta^{(\widetilde{P}+\widetilde{Q})^{n}}, \tag{39}
\end{align*}
$$

which gives

$$
\begin{equation*}
\lim \left\|y_{k}\right\| \geq(\tilde{\alpha} \widetilde{\beta})^{1 /[1-(\widetilde{P}+\widetilde{Q})]} \tag{40}
\end{equation*}
$$

as $n$ and then $k$ goes to infinity. Thus, as in Case (i), we prove the instability of zero solutions. The proof is ended.

According to Theorem 6, we can analogize the following theorems.

Theorem 7. Assume that conditions (C4)-(C5), where we estimate inequality (24), hold in the system (2). Then, system (2) is unstable if $\widetilde{P}+\widetilde{Q}=1$ for all $(\widetilde{\alpha} \widetilde{\beta})>1$.

Proof. Let $\widetilde{P}+\widetilde{Q}=1$ and $(\widetilde{\alpha} \widetilde{\beta})>1$. In this case for the inequality we obtained in Theorem 6

$$
\begin{equation*}
\left\|y_{k}\right\| \geq(\widetilde{\alpha} \widetilde{\beta})^{1 /[1-(\widetilde{P}+\widetilde{Q})]}(\widetilde{\alpha} \widetilde{\beta})^{(\widetilde{P}+\widetilde{Q})^{n+1} /[(\widetilde{P}+\widetilde{Q})-1]} \eta^{(\widetilde{P}+\widetilde{Q})^{n}} \tag{41}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left\|y_{k}\right\| \geq(\tilde{\alpha} \tilde{\beta})^{n+1} \eta, \quad k \in I_{n} \tag{42}
\end{equation*}
$$

which goes to infinity as $n, k$ go to infinity.
By Definition 3 of the instability, it is easy to see that the zero solutions are unstable. The theorem is proved.

Theorem 8. Assume that conditions (C4)-(C5), where we estimate inequality (24), hold in the system (2). Then, system (2) is asymptotically unstable if $\widetilde{P}+\widetilde{Q}=\widetilde{\alpha} \widetilde{\beta}=1$.

Proof. When $\widetilde{P}+\widetilde{Q}=\widetilde{\alpha} \widetilde{\beta}=1$, in addition to the inequality

$$
\begin{equation*}
\left\|y_{k}\right\| \geq(\tilde{\alpha} \widetilde{\beta})^{n+1} \eta \tag{43}
\end{equation*}
$$

we can obtain

$$
\begin{equation*}
\left\|y_{k}\right\| \geq \eta, \quad \forall k \in Z^{+} \tag{44}
\end{equation*}
$$

which shows that the zero solutions are asymptotically unstable. This ends the proof.

## 4. Applications

In this section, we state two examples concerning the above theorems in Sections 2 and 3, respectively.

Example 9. The difference control system with higher order term

$$
\begin{equation*}
y_{k+1}=f_{k}\left(y_{k}, y_{k-1}, \varphi_{k-2}, \sum_{s=0}^{k-1} g_{k, s}\left(y_{s}, y_{s-1}\right)\right), \quad k \in Z^{+} \tag{45}
\end{equation*}
$$

where $f_{k}(\cdot): Z^{+} \times Y \times Y \times T \times Y, \varphi_{k} \in T$, is a control argument. We note that the system is stabilizable when there is a linear bounded operator $\Phi: Y \rightarrow T$ such that the control $\varphi_{k}=$ $\Phi\left(y_{k}\right)$, if the system without control

$$
\begin{equation*}
y_{k+1}=f_{k}\left(y_{k}, y_{k-1}, \Phi y_{k-2}, \sum_{s=0}^{k-1} g_{k, s}\left(y_{s}, y_{s-1}\right)\right) \tag{46}
\end{equation*}
$$

is asymptotically stable.

Suppose that the function $f_{k}(\cdot)$ satisfies the conditions

$$
\begin{array}{r}
\sum_{s=0}^{k-1} g_{k, s}\left(y_{s}, y_{s-1}\right) \leq z\left(y_{k}, y_{k-1}, y_{k-2}\right) \\
\left\|f_{k}(\cdot)\right\| \leq \lambda\|x\|^{p_{1}}\|y\|^{p_{2}}\|t\|^{p_{3}}  \tag{47}\\
\forall k \in Z^{+}, \quad(x, y, t, z) \in X \times X \times T \times X
\end{array}
$$

for some $p_{1}, p_{2}, p_{3} \in Z^{+}$. Then by Theorems 6 and 7 , the above system is stable under the following $\operatorname{control} \varphi_{k}=\Phi\left(y_{k}\right)$ and one of the following conditions:

$$
\begin{equation*}
p_{1}+p_{2}+p_{3}>1 \tag{48}
\end{equation*}
$$

or

$$
\begin{equation*}
p_{1}+p_{2}+p_{3}=1, \quad\|\Phi\|<\frac{1}{\lambda} \tag{49}
\end{equation*}
$$

Example 10. We study the following system in Banach space $l^{2}$ :

$$
\begin{equation*}
y_{k+1}=f_{k}\left(y_{k}, y_{k-1}, y_{k-2}, \sum_{s=0}^{k-1} g_{k, s}\left(y_{s}, y_{s-1}\right)\right), \quad k \in Z^{+} \tag{50}
\end{equation*}
$$

where

$$
\begin{align*}
f_{k}(\cdot)= & \left(a_{0}\left\|y_{k}\right\|^{q_{0}}, a_{1}\left\|y_{k-1}\right\|^{q_{1}}, a_{2}\left\|y_{k-2}\right\|^{q_{2}}\right. \\
& \left.\sqrt{a_{3}\left(\left\|y_{k}+y_{k-1}+y_{k-2}\right\|^{2 q_{3}}\right)}, 0,0, \ldots\right) \tag{51}
\end{align*}
$$

and $a_{i}>0, q_{i}>0, i=0,1,2,3$, are real numbers. We assume that

$$
\begin{equation*}
\left\|y_{k}+y_{k-1}+y_{k-2}\right\| \geq\left\|y_{k-1}\right\|+\left\|y_{k}-2\right\| . \tag{52}
\end{equation*}
$$

Next, we can take a convex cone $G$ with the form of

$$
\begin{gather*}
G=\left\{\left(y_{0}, y_{1}, y_{2}, y_{3}, \ldots\right) \in l^{2}: y_{i} \geq 0,\right. \\
\left.i=0,1,2,3 ; y_{j}=0, \forall j \geq 0\right\} \tag{53}
\end{gather*}
$$

which is the invariant set for system.
By Theorems 6 and 7 and for arbitrary $\left(y_{k}, y_{k-1}, y_{k-2}\right.$, $\left.\sum_{s=0}^{k-1} g_{k, s}\left(y_{s}, y_{s-1}\right)\right) \in G$, we have

$$
\begin{align*}
\left\|f_{k}(\cdot)\right\|^{2}= & \|\left(a_{0}\left\|y_{k}\right\|^{q_{0}}, a_{1}\left\|y_{k-1}\right\|^{q_{1}}, a_{2}\|y(k-2)\|^{q_{2}}\right. \\
& \left.\sqrt{a_{3}\left(\left\|y_{k}+y_{k-1}+y_{k-2}\right\|^{2 q_{3}}\right)}, 0,0, \ldots\right) \|^{2}  \tag{54}\\
\geq & \sum_{i=0}^{3} a_{i}^{2}\left\|y_{k-i}\right\|^{2 p_{i}},
\end{align*}
$$

where $p_{0}=q_{0}, p_{1}=q_{1}+q_{3}$, and $p_{2}=q_{2}+q_{3}$. Thus,

$$
\begin{equation*}
\left\|f_{k}(\cdot)\right\| \geq \sqrt{3}\left(a_{0} a_{1} a_{2}\right)^{1 / 3}\left\|y_{k}\right\|^{p_{0} / 3}\left\|y_{k-1}\right\|^{p_{1} / 3}\left\|y_{k-2}\right\|^{p_{2} / 3} \tag{55}
\end{equation*}
$$

Hence, system (50) is unstable if one of the following conditions holds:
(a') $p_{0}+p_{1}+p_{2}<3 ;$
(b') $p_{0}+p_{1}+p_{2}=3$ and $a_{0} a_{1} a_{2}>1 / \sqrt{27}$.
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