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#### Abstract

A chemostat model of plasmid-bearing and plasmid-free competition with pulsed input is proposed. The invasion threshold of the plasmid-bearing and plasmid-free organisms is obtained according to the stability of the boundary periodic solution. By use of standard techniques of bifurcation theory, the periodic oscillations in substrate, plasmid-bearing, and plasmid-free organisms are shown when some conditions are satisfied. Our results can be applied to control bioreactor aimed at producing commercial producers through genetically altered organisms.


## 1. Introduction

Biofermentation has become an active area of research on the continuous cultivation of microorganism in recent years [13]. The chemostat is an important laboratory apparatus used to continuously culturing microorganisms [2-8]. It can be used to investigate microbial growth because the parameters are measurable, the experiments are reasonable, and the mathematics is tractable [9].

Fermentations using genetically modified (recombinant) microorganisms typically contain two kinds of cellsrecombinant cells and wild-type cells. The former contains a genetically inserted plasmid (a foreign DNA molecule that can exist independent of the host chromosome and can replicate autonomously) which is responsible for the coding functions that result in the synthesis of a desired protein. Wild-type or plasmid-free cells do not contain this plasmid and therefore cannot generate the protein. Nevertheless, they consume nutrients, grow, and multiply. From this perspective, plasmid-free cells may thus be considered undesirable, and different methods are employed to check their proliferation. As recombinant (or plasmid-bearing) cells have to support a larger metabolic load than plasmid-free cells, their growth rates are smaller. In addition, these cells lose their plasmids during the fermentation process.

With the scientific technology, the importance of the genetically altered technology is widely recognized. Therefore, it is necessary to understand the dynamic behavior of the fermentation process. Xiang and Song [10] analyze a simple chemostat model for plasmid-bearing and plasmid-free organisms with the pulsed substrate and linear functional response. They prove that system is permanent if the impulsive period is less than some critical value. Shi et al. [11] consider a new Monod type chemostat model with delayed growth response and pulsed input in the polluted environment. Normally, the velocity of the enzyme reaction increases with the increase in substrate concentration. Some enzymes, however, display the phenomenon of excess substrate inhibition, which means that large amounts of substrate can have the adverse effect and actually slow the reaction down. The Monod function does not account for any inhibitory effect at high substrate concentration. Therefore, it is crucial to choose a response function showing the excess substrate inhibition. Pal et al. [12] introduce the MonodHaldene functional responses into a three-tier model of phytoplankton, zooplankton, and nutrient in order to investigate the phenomenon of excess substrate inhibition. Therefore, we introduce the Monod-Haldene functional
response into the following chemostat model with pulsed input:

$$
\begin{align*}
& \dot{S}(\bar{t})=-Q S-\frac{\mu_{1} x_{1} S}{\delta\left(A+S+B S^{2}\right)}-\frac{\mu_{2} x_{2} S}{\delta\left(A+S+B S^{2}\right)}, \\
& \dot{x}_{1}(\bar{t})=x_{1}\left(\frac{\mu_{1}(1-q) S}{A+S+B S^{2}}-Q\right), \\
& \dot{x}_{2}(\bar{t})=x_{2}\left(\frac{\mu_{2} S}{A+S+B S^{2}}-Q\right)+\frac{q \mu_{1} S x_{1}}{A+S+B S^{2}},  \tag{1}\\
& \bar{t} \neq \frac{n \tau}{Q}, \\
& \Delta S=S^{0} \tau, \quad \bar{t}=\frac{n \tau}{Q}, \\
& \Delta x_{1}=0, \quad \\
& \Delta x_{2}=0,
\end{align*}
$$

where $\Delta S=S\left(n \tau^{+} / Q\right)-S(n \tau / Q), \Delta x_{1}=x_{1}\left(n \tau^{+} / Q\right)-$ $x_{1}(n \tau / Q), \Delta x_{2}=x_{2}\left(n \tau^{+} / Q\right)-x_{2}(n \tau / Q)$, and $n \in Z_{+}, Z_{+}=$ $\{1,2, \ldots\} . A(A>0)$ can be interpreted as the halfsaturation constant in the absence of any inhibitory effect. $B(B>0)$ is the measure of inhibitory effect. $S(\bar{t})$ denotes the nutrient concentration at time $\bar{t}$, and $x_{1}(\bar{t})$ denotes the concentration of plasmid-bearing organism at time $\bar{t} . x_{2}(\bar{t})$ is the concentration of plasmid-free organism at time $\bar{t} . \mu_{1}$ and $\mu_{2}$ are the uptake constant of the microorganism. $\delta$ is the constant yield (It is reasonable to assume that the yield constants for two organisms are the same since they are the same organism just with or without the plasmid). $S^{0}$ represents the input concentration of the nutrient each time, and the probability that a plasmid is lost in reproduction is represented by $q(0<q<1)$. $Q(0<Q<1)$ is the washout proportion of the chemostat each time. $n \tau / Q$ is the period of the pulse.

The variables in the above system may be rescaled by measuring $x(t) \equiv S(\bar{t}) / S^{0}, y(t) \equiv x_{1}(\bar{t}) / \delta S^{0}, z(t) \equiv x_{2}(\bar{t}) / S^{0} \delta$, and $t=Q \bar{t}$, and then we have the following system:

$$
\begin{aligned}
& \dot{x}(t)=-x-\frac{m_{1} x y}{a_{1}+x+a_{2} x^{2}}-\frac{m_{2} x z}{a_{1}+x+a_{2} x^{2}}, \\
& \dot{y}(t)=y\left(\frac{m_{1}(1-q) x}{a_{1}+x+a_{2} x^{2}}-1\right), \\
& \dot{z}(t)=z\left(\frac{m_{2} x}{a_{1}+x+a_{2} x^{2}}-1\right)+\frac{m_{1} q x y}{a_{1}+x+a_{2} x^{2}}, \\
& t \neq n \tau, \\
& \Delta x=\tau, \\
& \Delta y=0, \quad t=n \tau, \\
& \Delta z=0,
\end{aligned}
$$

where $m_{1}=\mu_{1} / Q, m_{2}=\mu_{2} / Q, a_{1}=A / S^{0}, a_{2}=B S^{0}$.

## 2. The Behavior of the Substrate and Plasmid-Free Organism Subsystem

In the absence of the plasmid-bearing organism, system (2) is reduced to

$$
\begin{gather*}
\dot{x}(t)=-x-\frac{m_{2} x z}{a_{1}+x+a_{2} x^{2}}, \\
\dot{z}(t)=z\left(\frac{m_{2} x}{a_{1}+x+a_{2} x^{2}}-1\right)  \tag{3}\\
\Delta x=\tau, \quad t=n \tau \\
\Delta z=0,
\end{gather*}
$$

This nonlinear system has a simple periodic solution. For our purpose, we present the solution in this section.

We add the first and the second equations of (3). We have

$$
\begin{equation*}
\frac{d(x+z)}{d t}=-(x+z) \tag{4}
\end{equation*}
$$

Taking the variable change $s=x+y$, the system (3) can be rewritten as

$$
\begin{gather*}
\frac{d s}{d t}=-s, \quad t \neq n \tau  \tag{5}\\
s\left(n \tau^{+}\right)=s(n \tau)+\tau, \quad t=n \tau .
\end{gather*}
$$

Thus, we have the following.
Lemma 1. System (5) has a positive periodic solution $\widetilde{\boldsymbol{s}}(t)$ and for any solution $s(t)$ of system (5) $|s(t)-\widetilde{s}(t)| \rightarrow 0$ as $t \rightarrow \infty$, where $\widetilde{\boldsymbol{s}}(t)=(\tau \exp (-(t-n \tau)) /(1-\exp (-\tau))), t \in(n \tau,(n+1) \tau]$, and $\widetilde{s}\left(0^{+}\right)=\tau /\left(1-e^{-\tau}\right)$.

Proof. Clearly, $\widetilde{s}(t)$ is a positive periodic solution of the system (5). Any solution $s(t)$ of system (5) is $s(t)=(s(0)-(\tau /(1-$ $\left.\left.\left.e^{-\tau}\right)\right)\right) e^{-t}+\widetilde{s}(t), t \in(n \tau,(n+1) \tau], n \in Z_{+}$. Hence, $|s(t)-\widetilde{s}(t)| \rightarrow$ 0 as $t \rightarrow \infty$.

Lemma 2. Let $(x(t), z(t))$ be any solution of system (5) with initial condition $x(0) \geq 0, z(0)>0$, and then $\lim _{t \rightarrow \infty} \mid x(t)+$ $z(t)-\widetilde{s}(t) \mid=0$.

Lemma (5) shows that the periodic solution $\widetilde{s}(t)$ is uniquely invariant manifold of system (3). Therefore, one has $0<x(t) \leq$ $M, 0<z(t) \leq M$, where $M=\tau /\left(1-e^{-T}\right)$.

Theorem 3. For system (3), one has the following.
(1) If $(1 / \tau) \int_{0}^{\tau}\left(m_{2} \widetilde{s}(l) /\left(a_{1}+\widetilde{s}(l)+a_{2} \widetilde{s}(l)^{2}\right)\right) d l<1$, system (3) has a uniquely globally stable boundary $\tau$-periodic solution $\left(x_{e}(t), z_{e}(t)\right)$, where $x_{e}(t)=\widetilde{s}, z_{e}(t)=0$.
(2) If $(1 / \tau) \int_{0}^{\tau}\left(m_{2} \widetilde{s}(l) /\left(a_{1}+\widetilde{s}(l)+a_{2} \widetilde{s}(l)^{2}\right)\right) d l>1$, system (3) has a globally asymptotically stable positive $\tau$-periodic solution $\left(x_{s}(t), z_{s}(t)\right)$, and one has

$$
\begin{equation*}
\int_{0}^{\tau} \frac{m_{2}\left(\widetilde{s}(t)-z_{s}(t)\right)}{a_{1}+\widetilde{s}(t)-z_{s}(t)+a_{2}\left(\widetilde{s}(t)-z_{s}(t)\right)^{2}} d t=1 \tag{6}
\end{equation*}
$$

Proof. (1) If $(1 / \tau) \int_{0}^{\tau}\left(m_{2} \widetilde{s}(l) /\left(a_{1}+\widetilde{s}(l)+a_{2} \widetilde{s}(l)^{2}\right)\right) d l<1$, it is obvious that

$$
\begin{align*}
z(t) \leq & z(0) \exp \left(\left(\frac{1}{\tau} \int_{0}^{\tau} \frac{m_{2} \widetilde{s}(l)}{a_{1}+\widetilde{s}(l)+a_{2} \widetilde{s}(l)^{2}} d l-1\right) t\right)  \tag{7}\\
& \times \exp \left(\int_{0}^{t} p_{1}(l) d l\right)
\end{align*}
$$

where $p_{1}(t)=\left(m_{2} \widetilde{s}(l) /\left(a_{1}+\widetilde{s}(l)+a_{2} \widetilde{s}(l)^{2}\right)\right)-$ $(1 / \tau) \int_{0}^{\tau}\left(m_{2} \widetilde{s}(l) /\left(a_{1}+\widetilde{s}(l)+a_{2} \widetilde{s}(l)^{2}\right)\right) d l . p_{1}(t)$ is $\tau$-periodic piecewise continuous function in view of $(1 / \tau) \int_{0}^{\tau} p_{1}(l) d l=0$. For $(1 / \tau) \int_{0}^{\tau}\left(m_{2} \widetilde{s}(l) /\left(a_{1}+\widetilde{s}(l)+a_{2} \widetilde{s}(l)^{2}\right)\right) d l-1<0$, we obtain $z(t)$ that tends exponentially to zero as $t \rightarrow+\infty$. From Lemma 2 and system (5), we have $\lim _{t \rightarrow \infty}|x(t)-\widetilde{s}(t)|=0$.
(2) If $(1 / \tau) \int_{0}^{\tau}\left(m_{2} \widetilde{s}(l) /\left(a_{1}+\widetilde{s}(l)+a_{2} \widetilde{s}(l)^{2}\right)\right) d l>1$, we consider system (3) in its stable invariant manifold $\widetilde{s}(t)$; that is,

$$
\begin{array}{r}
\frac{d z}{d t}=\frac{m_{2}(\widetilde{s}(t)-z(t)) z(t)}{a_{1}+\widetilde{s}(t)-z(t)+a_{2}(\widetilde{s}(t)-z(t))^{2}}-z  \tag{8}\\
0 \leq z_{0} \leq \widetilde{s}(0)
\end{array}
$$

Suppose $z\left(t, z_{0}\right)$ is a solution of (8) with initial condition $z_{0} \in$ $(0, \widetilde{s}(0)]$, and we obtain

$$
\begin{align*}
& z\left(t, z_{0}\right) \\
& \qquad=z(n \tau) \exp \left(\int _ { n \tau } ^ { t } \left(\frac{m_{2}(\widetilde{s}(t)-z(t))}{a_{1}+\widetilde{s}(t)-z(t)+a_{2}(\widetilde{s}(t)-z(t))^{2}}\right.\right. \\
& -1) d l), \\
& z(n \tau)=z_{0}, \quad t \in(n \tau,(n+1) \tau] . \tag{9}
\end{align*}
$$

For (9), we have the following properties:
(i) the function $F\left(z_{0}\right)=z\left(t, z_{0}\right), z_{0} \in(0, \widetilde{s}(0)]$ is an increasing function;
(ii) $0<z\left(t, z_{0}\right) z<\widetilde{s}(0), t \in[0, \infty)$ is a continuous function;
(iii) $z(t, 0)=0, t \in[0, \infty)$ is a solution.

The periodic solution of (9) satisfies the following equation:

$$
\begin{aligned}
& z_{0} \\
& =z_{0} \exp \left(\int_{0}^{\tau}\left(\frac{m_{2}(\widetilde{s}(l)-z(l))}{a_{1}+\widetilde{s}(l)-z(l)+a_{2}(\widetilde{s}(l)-z(l))^{2}}-1\right) d l\right) .
\end{aligned}
$$

And we denote $m_{2}^{*}=\left(\tau / \int_{0}^{\tau}\left(\widetilde{s}(l) /\left(a_{1}+\widetilde{s}(l)+a_{2} \widetilde{s}(l)^{2}\right)\right) d l\right)$. By (i) and (ii), system (8) has a stable solution $z_{e}(t)=0$ for $m_{2}<$ $m_{2}^{*}$. By Lemma 2, we have $\lim _{t \rightarrow \infty}|x(t)-\widetilde{s}(t)|=0$.

If $m_{2}>m_{2}^{*}$, system (8) has a uniquely positive periodic solution. We denote the positive periodic solution

$$
\begin{equation*}
z_{s}(t)=z\left(t, z_{0}^{*}\right), \quad x_{s}(t)=\widetilde{s}(t)-z\left(t, z_{0}^{*}\right) \tag{11}
\end{equation*}
$$

From (9), we obtain

$$
\begin{equation*}
\int_{0}^{\tau} \frac{m_{2}\left(\widetilde{s}(t)-z_{s}(t)\right)}{a_{1}+\widetilde{s}(t)-z_{s}(t)+a_{2}\left(\widetilde{s}(t)-z_{s}(t)\right)^{2}} d t=1 \tag{12}
\end{equation*}
$$

where $z_{0}^{*}=z_{s}(0)$.
In order to prove the stability of the periodic solution $z_{s}(t)$, we define a function $F:\left(t, z_{0}\right) \rightarrow R \in[0, \infty) \times[0, \widetilde{s}(0)]$ as the following:

$$
\begin{equation*}
F\left(z\left(t, z_{0}\right)\right)=\int_{0}^{t} \frac{m_{2}\left(\widetilde{s}(t)-z_{s}(t)\right)}{a_{1}+\widetilde{s}(t)-z_{s}(t)+a_{2}\left(\widetilde{s}(t)-z_{s}(t)\right)^{2}} d t-t \tag{13}
\end{equation*}
$$

Noticing (8), we have

$$
\begin{equation*}
F\left(z\left(\tau, z_{0}\right)\right)=\ln \left(\frac{z\left(\tau, z_{0}\right)}{z_{0}}\right), \quad z_{0} \in(0, \widetilde{s}(0)] \tag{14}
\end{equation*}
$$

and it is obvious that $F\left(z(n \tau), z_{0}^{*}\right)=0$. For any $z_{0} \in(0, \widetilde{s}(0)]$, by the theorem on the differentiability of the solutions on the initial values, $\partial z\left(t, z_{0}\right) / \partial z_{0}$ exists. Furthermore, $\partial z\left(t, z_{0}\right) / \partial z_{0}$ holds for $t \in(0, \infty)$ (otherwise, there exists $0<z_{1}<$ $z_{2}<\widetilde{s}(0)$ such that $z\left(t_{0}, z_{1}\right)=z\left(t_{0}, z_{2}\right)$ for $t_{1}>0$, which is a contradiction to the different flows of system (8) not to intersect, and we have $\widetilde{s}(l)>z\left(l, z_{0}\right)$ for $l \in[0, \tau]$. So, we obtain that

$$
\begin{equation*}
\frac{d F\left(z\left(\tau, z_{0}\right)\right)}{d z_{0}}<0 \tag{15}
\end{equation*}
$$

Therefore, $F\left(z\left(\tau, z_{0}\right)\right)$ is monotonously decreasing continuous function for $z_{0} \in[0, \widetilde{s}(0)]$. Now, we choose $\varepsilon$ such as $0<\varepsilon<z_{0}^{*}<\widetilde{s}(0)$, and we have the following cases:

$$
\begin{gather*}
\ln z\left(\tau, z_{0}\right)-\ln z_{0}<0, \quad \text { if } z_{0}^{*}<z_{0}<\widetilde{s}(0) \\
\ln z\left(\tau, z_{0}\right)-\ln z_{0}=0, \quad \text { if } z_{0}^{*}=z_{0}  \tag{16}\\
\ln z\left(\tau, z_{0}\right)-\ln z_{0}>0, \quad \text { if } \varepsilon<z_{0}<z_{0}^{*}
\end{gather*}
$$

Furthermore, we obtain the following equations:

$$
\begin{gather*}
z_{0}>z\left(\tau, z_{0}\right)>\cdots z\left(n \tau, z_{0}\right)>z_{0}^{*}, \quad \text { if } z_{0}^{*}<z_{0} \leq \widetilde{\mathcal{s}}(0), \\
z_{0}<z\left(\tau, z_{0}\right)<\cdots z\left(n \tau, z_{0}\right)<z_{0}^{*}, \quad \text { if } \varepsilon<z_{0}<z_{0}^{*} \tag{17}
\end{gather*}
$$

Suppose that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} z\left(n \tau, z_{0}\right)=a \tag{18}
\end{equation*}
$$

We will prove that the solution $z(t, a)$ is $\tau$-periodic. Because the function $z_{n}(t)=z\left(t+n \tau, z_{0}\right)$ is also a solution of system (8) and $z_{n}(0) \rightarrow a$ as $n \rightarrow \infty$, we have that $z(\tau, a)=\lim _{n \rightarrow \infty} z_{n}(\tau)=a$ by the continuous dependence of
the solutions on the initial values. Hence, the solution $z(t, a)$ is $\tau$-periodic. The periodic solution $z\left(t, z_{0}^{*}\right)$ is unique and $a=z_{0}^{*}$. Let $\varepsilon>0$ be given, by the theorem on the continuous dependence of the solutions on the initial values, there exists a $\delta>0$ such that

$$
\begin{equation*}
\left|z\left(t, z_{0}\right)-z\left(t, z_{0}^{*}\right)\right|<\varepsilon \tag{19}
\end{equation*}
$$

if $\left|z_{0}-z_{0}^{*}\right|<\delta$ and $0 \leq t \leq \tau$. Choose $n_{1}>0$ such as $\left|z\left(n \tau, z_{0}\right)-z_{0}^{*}\right|<\delta$ for $n>n_{1}$. Then, $\left|z\left(t, z_{0}\right)-z\left(t, z_{0}^{*}\right)\right|<\varepsilon$ for $t>n \tau$, which shows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|z\left(t, z_{0}\right)-z\left(t, z_{0}^{*}\right)\right|=0, \quad z_{0} \in(0, \widetilde{s}(0)] \tag{20}
\end{equation*}
$$

For system (3), we obtain $\lim _{t \rightarrow \infty}\left|x-x_{s}\right|=0$ and $\lim _{t \rightarrow \infty} \mid z-$ $z_{s} \mid=0$ for any solution $(x(t), z(t))$ with the initial condition $x(0) \geq 0, z(0)>0$. From the $\tau$-periodic solution $z_{s}$ being asymptotically stable, we obtain the multiplier $\mu$ of $z_{s}$, which satisfies

$$
\begin{equation*}
\mu=\exp \left(\int_{0}^{\tau} \frac{m_{2} x_{s}(l)\left(a_{1}-a_{2} x_{s}^{2}(l)\right)}{\left(a_{1}+x_{s}(l)+a_{2} x_{s}^{2}(l)\right)^{2}} d l\right)<1 . \tag{21}
\end{equation*}
$$

This conclusion will be used in Section 3.

## 3. The Bifurcation of the System

In order to investigate the properties of system (2), we add the first, second, and third equations of system (2) and take variable change $s=x+y+z$, and the following lemma is obvious.

Lemma 4. Let $X(t)=(x(t), y(t), z(t))$ be any solution of system (2) with $X(0)>0$, and then

$$
\begin{equation*}
\lim _{t \rightarrow \infty}|x(t)+y(t)+z(t)-\widetilde{s}(t)|=0 . \tag{22}
\end{equation*}
$$

For convenience, we suppose $m_{2}>m_{2}^{*}$ and denote that

$$
\begin{equation*}
m_{1}^{*}=\frac{\tau}{(1-q) \int_{0}^{\tau}\left(z_{s}(l) /\left(a_{1}+z(l)+a_{2} z_{s}^{2}(l)\right)\right) d l} \tag{23}
\end{equation*}
$$

Theorem 5. Let $(x(t), y(t) z(t))$ be any solution of system (2) with $X(0)>0$, and we obtain the following.
(1) If $m_{2}<m_{2}^{*}$, then system (2) has a unique globally asymptotically stable boundary $\tau$-periodic solution $(\widetilde{s}(t), 0,0)$.
(2) If $m_{2}>m_{2}^{*}$ and $m_{1}<m_{1}^{*}$, then system (2) has a unique globally asymptotically stable boundary $\tau$-periodic solution $\left(x_{s}(t)\right), 0, z_{s}(t)$.
(3) If $m_{2}>m_{2}^{*}$ and $m_{1}>m_{1}^{*}$, then boundary $\tau$-periodic solution $\left(x_{s}(t)\right), 0, z_{s}(t)$ of system (2) is unstable.

Proof. The proof of (1) is easy; we want to prove (2) and (3). The local stability of periodic solution $\left(x_{s}(t), 0, z_{s}(t)\right)$ may be determined by considering the behavior of small amplitude of the solution. Define

$$
\begin{equation*}
x(t)=w(t)+x_{s}(t), \quad y(t)=v(t), \quad z(t)=w(t)+z_{s}(t) . \tag{24}
\end{equation*}
$$

There may be written

$$
\left(\begin{array}{c}
u(t)  \tag{25}\\
v(t) \\
w(t)
\end{array}\right)=\Phi(t)\left(\begin{array}{c}
u(0) \\
v(0) \\
w(0)
\end{array}\right), \quad 0 \leq t \leq \tau
$$

where $\Phi(t)=\left\{\varphi_{i j}\right\}_{i, j=1,2,3}$ satisfies

$$
\frac{d \Phi(t)}{d t}=\left(\begin{array}{ccc}
-1-\frac{m_{2}\left(a_{1}-a_{2} x_{s}\right) z_{s}}{\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)^{2}} & -\frac{m_{1} x_{s}}{a_{1}+x_{s}+a_{2} x_{s}^{2}} & -\frac{m_{2} x_{s}}{a_{1}+x_{s}+a_{2} x_{s}^{2}}  \tag{26}\\
\frac{m_{2}\left(a_{1}-a_{2} x_{s}\right) z_{s}}{\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)^{2}} & -1+\frac{m_{2} x_{s}}{a_{1}+x_{s}+a_{2} x_{s}^{2}} & \frac{m_{1} q x_{s}}{a_{1}+x_{s}+a_{2} x_{s}^{2}} \\
0 & 0 & -1+\frac{m_{1}(1-q) x_{s}}{a_{1}+x_{s}+a_{2} x_{s}^{2}}
\end{array}\right) \Phi(t)
$$

and $\Phi(0)=I$ is the identity matrix. Hence, the fundament solution matrix is

$$
\Phi(\tau)=\left(\begin{array}{ccc}
\varphi_{11}(\tau) & \varphi_{12}(\tau) & *  \tag{27}\\
\varphi_{21}(\tau) & \varphi_{22}(\tau) & * * \\
0 & 0 & \exp \left(\int_{0}^{\tau}\left(\frac{m_{1}(1-q) x_{s}(l)}{a_{1}+x_{s}(l)+a_{2} x_{s}^{2}(l)}-1\right) d l\right)
\end{array}\right)
$$

and there is no need to calculate the exact form $(*)$ and $* *$ as it is not required in the analysis that follows.

The eigenvalues of the matrix $\Phi(\tau)$ are $\mu_{3}=$ $\exp \left(\int_{0}^{\tau}\left(\left(m_{1}(1-q) x_{s}(l) /\left(a_{1}+x_{s}(l)+a_{2} x_{s}^{2}(l)\right)\right)-1\right) d l\right), \mu_{1}$, and $\mu_{2}$, where $\mu_{1}$ and $\mu_{2}$ are determined by the following matrix:

$$
\Phi(\tau)=\left(\begin{array}{ll}
\varphi_{11}(\tau) & \varphi_{12}(\tau)  \tag{28}\\
\varphi_{21}(\tau) & \varphi_{22}(\tau)
\end{array}\right)
$$

$\mu_{1}$ and $\mu_{2}$ are also the multipliers of the local linearization system of (3). According to Theorem 3, we have that $\mu_{1}<1$ and $\mu_{2}<1$.

If $m_{2}>m_{2}^{*}$ and $m_{1}<m_{1}^{*}$ and $\mu_{3}=\exp \left(\int_{0}^{\tau}\left(\left(m_{1}(1-\right.\right.\right.$ q) $\left.\left.\left.x_{s}(l) /\left(a_{1}+x_{s}(l)+a_{2} x_{s}^{2}(l)\right)\right)-1\right) d l\right)<1$, the boundary periodic solution $\left(x_{s}(t), 0, z_{s}(t)\right)$ of system (2) is locally asymptotically stable. In view of $y(t) \leq y(0) \exp \left(\int_{0}^{t}\left(\left(m_{1}(1-\right.\right.\right.$ q) $\left.\left.\left.x_{s}(l) /\left(a_{1}+x_{s}(l)+a_{2} x_{s}^{2}(l)\right)\right)-1\right) d l\right)$, we obtain $y(t) \rightarrow 0$ as $t \rightarrow \infty$.

From $\lim _{t \rightarrow \infty}|x(t)+y(t)+z(t)-\widetilde{s}(t)|=0$, we have $\lim _{t \rightarrow \infty}|x(t)+z(t)-\widetilde{s}(t)|=0$. Now, using Theorem 3, we have $\lim _{t \rightarrow \infty}\left|z(t)-\widetilde{z}_{s}(t)\right|=0$ and $\lim _{t \rightarrow \infty}\left|x(t)-\widetilde{x}_{s}(t)\right|=0$.

If $m_{2}>m_{2}^{*}, m_{1}>m_{1}^{*}$ and $\mu_{3}=\exp \left(\int_{0}^{\tau}\left(\left(m_{1}(1-\right.\right.\right.$ q) $\left.\left.\left.x_{s} /\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)\right)-1\right) d l\right)>1$, the boundary periodic solution $\left(x_{s}(t), 0, s_{s}(t)\right)$ of system (2) is unstable. The proof is completed.

Let $B$ denote the Banach space of continuous, $\tau$-periodic function $N:[0, \tau] \rightarrow R^{2}$. In the set $B$, we introduce the norm $|N|_{0}=\sup _{0 \leq t \leq \tau}|N(t)|$ with which $B$ becomes a Banach space with the uniform convergence topology. For convenience, just like [13], we introduce the following Lemmas 6 and 7.

Lemma 6. Suppose $a_{i j} \in B$.
(a) If $\int_{0}^{\tau} a_{22}(s) d s \neq 0, \int_{0}^{\tau} a_{11}(s) d s \neq 0$, then the linear homogenous system

$$
\begin{gather*}
\frac{d y_{1}}{d t}=a_{11} y_{1}+a_{12} y_{2} \\
\frac{d y_{2}}{d t}=a_{22} y_{1} \tag{29}
\end{gather*}
$$

has no nontrivial solution in $B \times B$. In this case, the nonhomogeneous system

$$
\begin{gather*}
\frac{d y_{1}}{d t}=a_{11} y_{1}+a_{12} y_{2}+f_{1}  \tag{30}\\
\frac{d y_{2}}{d t}=a_{22} y_{1}+f_{2}
\end{gather*}
$$

has, for every $\left(f_{1}, f_{2}\right) \in B \times B$, a unique solution $\left(x_{1}, x_{2}\right) \in$ $B \times B$ and the operator $L: B \times B \rightarrow B \times B$ defined by $\left(x_{1}, x_{2}\right)=$ $L\left(f_{1}, f_{2}\right)$ is linear and compact. If we define that $x_{2}^{\prime}=a_{22} x_{2}+f_{2}$ has a unique solution $x_{2} \in B$ and the operator $L_{2}: B \rightarrow B$ defined by $x_{2}=L_{2} f_{2}$ is linear and compact. Further, $x_{1}^{\prime}=$ $a_{11} x_{1}+f_{3}\left(f_{3} \in B\right)$ has a unique solution (since $\left.\int_{0}^{\tau} a_{11}(s) d s \neq 0\right)$
in $B$ and $x_{1}=L_{3} f_{3}$ define a linear, compact operator $L_{1}: B \rightarrow$ $B$. Then, we have

$$
\begin{equation*}
Ł\left(f_{1}, f_{2}\right) \equiv\left(L_{1}\left(a_{12} L_{2} f_{2}\right), L_{2} f_{2}\right) \tag{31}
\end{equation*}
$$

(b) If $\int_{0}^{\tau} a_{22}(s) d s=0, \int_{0}^{\tau} a_{11}(s) d s \neq 0$, then (29) has exactly one independent solution in $B \times B$.

Lemma 7. Suppose $a \in B$ and $(1 / \tau) \int_{0}^{\tau} a(l) d l=0$. Then, $x_{1}^{\prime}=a x+f(f \in B)$ has a solution $x \in B$ if and only if $(1 / \tau) \int_{0}^{\tau} f(l)\left(\exp \left(-\int_{0}^{l} a(s) d s\right) d l\right)=0$.

By Lemma 7, in its invariant manifold $\widetilde{s}=x(t)+y(t)+z(t)$, system (2) is reduced to a equivalently nonautonomous system as the following:

$$
\begin{gather*}
\dot{x}(t)=-x-\frac{m_{1} x y}{a_{1}+x+a_{2} x^{2}}-\frac{m_{2} x(\tilde{s}-x-y)}{a_{1}+x+a_{2} x^{2}}, \\
\dot{y}(t)=y\left(\frac{m_{1}(1-q) x}{a_{1}+x+a_{2} x^{2}}-1\right), \\
\Delta x=\tau, \quad t=n \tau \\
\Delta y=0, \tag{32}
\end{gather*}
$$

and if $m_{2}>m_{2}^{*}$, the boundary periodic solution $\left(x_{s}, 0\right)$ is locally asymptotically stable provided with $m_{1}<m_{1}^{*}$ and it is unstable provided with $m_{1}>m_{1}^{*}$; hence $m_{1}^{*}$ practices as a bifurcation threshold. For system (32), we have the following result.

Theorem 8. If $m_{2}>m_{2}^{*}$ and $a_{1}-2 a_{2} x_{s}^{2} \geq 0$ hold, then there exists a constant $\lambda_{0}$, such that $m_{1} \in\left(m_{1}^{*}, m_{1}^{*}+\lambda_{0}\right)$, and there exists a solution $(x, y)$ satisfying $0<x<x_{s}, y>0, z=\widetilde{s}-$ $x-y>0$. Hence, system (2) has a positive $\tau$-periodic solution $(x, y, \widetilde{s}-x-y)$.

Proof. Let $x_{1}=x-x_{s}, x_{2}=y$, and then system (32) becomes

$$
\begin{gather*}
\frac{d x_{1}}{d t}=F_{11}\left(x_{s}, \tilde{s}\right) x_{1}+x_{2}+g_{1}\left(x_{1}, x_{2}\right)  \tag{33}\\
\frac{d x_{2}}{d t}=F_{22}\left(m_{1}, x_{s}\right) x_{2}+g_{2}\left(x_{1}, x_{2}\right)
\end{gather*}
$$

where

$$
\begin{align*}
& F_{11}\left(x_{s}, \widetilde{s}\right)= \frac{m_{2}\left(\widetilde{s}-x_{s}\right)}{a_{1}-2 a_{2} x_{s}^{2}}-\frac{m_{2} x_{s}\left(a_{1}-2 a_{2} x_{s}^{2}\right)}{\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)^{2}} \\
&-1-\frac{m_{2} \widetilde{s} x_{s}\left(1+2 a_{2} x_{s}\right)}{\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)^{2}}, \\
& F_{12}\left(m_{1}, x_{s}, \widetilde{s}\right)= \frac{m_{2} x_{s}\left(a_{1}-2 a_{2} x_{s}^{2}\right)}{\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)^{2}}+\frac{m_{2} \widetilde{s} x_{s}\left(1+2 a_{2} x_{s}\right)}{\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)^{2}} \\
&-\frac{m_{1} x_{s}}{\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)^{2}}, \\
& F_{22}\left(m_{1}, x_{s}\right)=\frac{(1-q) m_{1} x_{s}}{\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)^{2}}-1 . \tag{34}
\end{align*}
$$



Figure 1: Time series of the system (2) with pulse. $a_{1}=0.2, a_{2}=0.2, m_{1}=1.3, q=0.16$, and $T=0.5$.

We know that $\int_{0}^{\tau}\left(\left((1-q) m_{1} x_{s}(l) /\left(a_{1}+x_{s}(l)+a_{2} x_{s}^{2}\right)^{2}(l)\right)\right)-$ 1) $d l \neq 0$, and, by Lemma 7 , we can equivalently write system (33) as the operator equation

$$
\begin{equation*}
\left(x_{1}, x_{2}\right)=L^{*}\left(x_{1}, x_{2}\right)+G\left(x_{1}, x_{2}\right), \tag{35}
\end{equation*}
$$

where

$$
\begin{gather*}
G\left(x_{1}, x_{2}\right)=L_{1}\left(F_{12}\left(x_{s}, \tilde{s}\right) g_{2}\left(x_{1}, x_{2}\right)+g_{1}\left(x_{1}, x_{2}\right),\right. \\
\left.L_{2} g_{2}\left(x_{1}, x_{2}\right)\right) . \tag{36}
\end{gather*}
$$

Here, $L^{*}: B \times B \rightarrow B \times B$ is linear and compact. $G:$ $B \times B \rightarrow B \times B$ is continuous and compact (since $L_{1}$ and $L_{2}$ are compact) and satisfies $G=o\left(\left|\left(x_{1}, x_{2}\right)\right|_{0}\right)$ near $(0,0)$. A nontrivial solution $\left(x_{1}, x_{2}\right) \neq(0,0)$ for some $m_{1}>1$ yields a solution $(x, y)=\left(x_{s}+x_{1}, x_{2}\right) \neq(0,0)$ of system (32). Thus, the existence of the periodic solution of system (2) can be considered as the bifurcation problem of system (35). Now, we apply local bifurcation technique to (35). As is well known, bifurcation can occur only at the nontrivial solution of linearized problem

$$
\begin{equation*}
\left(y_{1}, y_{2}\right)=L^{*}\left(y_{1}, y_{2}\right), \quad m_{1}>0 \tag{37}
\end{equation*}
$$

If $y_{1} \times y_{2} \in B \times B$ is a solution of (37) for some $m_{1}>0$, then $\left(y_{1}, y_{2}\right)$ satisfies

$$
\begin{gather*}
\frac{d y_{1}}{d t}=F_{11}\left(x_{s}, \tilde{s}\right) y_{1}+F_{12}\left(x_{s}, \tilde{s}\right) y_{2}  \tag{38}\\
\frac{d y_{2}}{d t}=F_{22}\left(x_{s}\right) y_{2}
\end{gather*}
$$

By virtue of Lemma 7 (b) and system (38), system (37) has one nontrivial solution in $B \times B$ if and only if $m_{1}^{*}=m_{1}$. Therefore, we obtain one piecewise continuous periodic solution of system (35), which is all nontrivial solutions expect for ( $m_{1}^{*}, 0,0$ ). Now, we investigate the solution $\left(m_{1}, x_{1}, x_{2}\right)$ near the bifurcation point $\left(m_{1}^{*}, 0,0\right)$ by expanding $m_{1}$ and $x_{1}, x_{2}$ in a Lyapunov-Schmidt series:

$$
\begin{gather*}
m_{1}=m_{1}^{*}+\lambda \varepsilon+\cdots \\
x_{1}=x_{11} \varepsilon_{1} x_{12} \varepsilon^{2}+\cdots  \tag{39}\\
x_{2}=x_{21} \varepsilon+x_{22} \varepsilon^{2}+\cdots
\end{gather*}
$$



Figure 2: Time series of the system (2) with pulse. $a_{1}=0.2, a_{2}=0.2, m_{1}=1.3, m_{2}=1.5, q=0.2$, and $T=0.8$.
where $x_{i j} \in B, \varepsilon$ is a small parameter. If we substitute those series into the system (32) and equate coefficients of $\varepsilon$ and $\varepsilon^{2}$, we find that

$$
\begin{align*}
& x_{11}^{\prime}= F_{11}\left(x_{s}, \widetilde{s}\right) x_{11}+F_{12}\left(m_{1}^{*}, x_{s}, \widetilde{s}\right) x_{21} \\
& x_{21}^{\prime}=F_{22}\left(m_{1}^{*}, x_{s}\right) x_{21} \\
& x_{12}^{\prime}= F_{11}\left(x_{s}, \widetilde{s}\right) x_{12}+F_{12}\left(m_{1}^{*}, x_{s}, \widetilde{s}\right) x_{22} \\
& x_{22}^{\prime}= F_{22}\left(m_{1}^{*}, x_{s}\right) x_{22}+\frac{x_{21}(1-q)}{a_{1}+x_{s}+a_{2} x_{s}^{2}}  \tag{40}\\
& \times\left(\lambda+\frac{m_{1}^{*} x_{11}\left(a_{1}-2 a_{2} x_{s}^{2}\right)}{a_{1}+x_{s}+a_{2} x_{s}^{2}}\right) .
\end{align*}
$$

Thus, $\left(x_{1}, x_{2}\right) \in B \times B$ must exist a solution of (37). Choose the specific solution such as the initial condition $x_{21}(0)=1$, and then we have

$$
\begin{equation*}
x_{21}=\exp \left(\int_{0}^{t}\left((1-q) \frac{m_{1}^{*} x_{s}(l)}{a_{1}+x_{s}(l)+x_{s}^{2}(l)}-1\right) d l\right)>0 \tag{41}
\end{equation*}
$$

$x_{11}<0$ for all $t$ (since $m_{2}>m_{2}^{*}$ and (14), $\int_{0}^{\tau}\left(\left(m_{2}\left(\widetilde{s}-x_{s}\right) /\left(a_{1}-\right.\right.\right.$ $\left.\left.2 a_{2} x_{s}^{2}\right)\right)-\left(m_{2} x_{s}\left(a_{1}-2 a_{2} x_{s}^{2}\right) /\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)^{2}\right)-1-\left(m_{2} \widetilde{s} x_{s}(1+\right.$ $\left.\left.\left.2 a_{2} x_{s}\right) /\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)^{2}\right)\right) d l=-\int_{0}^{\tau}\left(\left(m_{2} x_{s}\left(a_{1}-2 a_{2} x_{s}^{2}\right) /\left(a_{1}+\right.\right.\right.$ $\left.\left.\left.x_{s}+a_{2} x_{s}^{2}\right)^{2}\right)+\left(m_{2} \widetilde{s} x_{s}\left(1+2 a_{2} x_{s}\right) /\left(a_{1}+x_{s}+a_{2} x_{s}^{2}\right)^{2}\right)\right) d l<0$ implies that Green's function for the first equation in (38) is positive). From Lemma 7, we obtain that

$$
\begin{aligned}
& \lambda=-( \left(\int_{0}^{\tau} \frac{m_{1}^{*} x_{11}(t) x_{21}(t)\left(a_{1}-a_{2} x_{s}^{2}(t)\right)}{\left(a_{1}+x_{s}(t)+a_{2} x_{s}^{2}(t)\right)^{2}}\right. \\
& \times \exp \left(\int_{0}^{t}\left(\frac{(1-q) m_{1}^{*} x_{s}(l)}{a_{1}+x_{s}(l)+a_{2}+x_{s}^{2}(l)}-1\right)\right. \\
&d l) d t) \\
& \times\left(\int_{0}^{\tau} \frac{x_{21}(t)}{a_{1}+x_{s}(t)+a_{2} x_{s}^{2}(t)}\right.
\end{aligned}
$$



Figure 3: Time series of the system (2) with pulse. $a_{1}=0.2, a_{2}=0.2, m_{1}=2, m_{2}=1.5, q=0.2$, and $T=0.8$.

$$
\begin{gather*}
\times \exp \left(\int_{0}^{t}\left(\frac{(1-q) m_{1}^{*} x_{s}(l)}{a_{1}+x_{s}(l)+a_{2}+x_{s}^{2}(l)}-1\right)\right. \\
\left.d l) d t)^{-1}\right)>0 \tag{42}
\end{gather*}
$$

provided with $a_{1}-2 a_{2} x_{s}^{2} \geq 0$, which shows that near the bifurcation point ( $m_{1}^{*}, 0,0$ ), there exists a constant $\lambda_{0}$, such that $m_{1} \in\left(m_{1}^{*}, m_{1}^{*}+\lambda_{0}\right)$. Thus, system (29) has a solution $(x, y) \in(B \times B), y>0$. Next, we have only to show that $x=x_{1}+x_{s}>0$ for all $t>0$; that is, if $\lambda_{0}$ is small, then $x$ is near $x_{s}$ in the sup norm of $B$. Since $x_{s}$ is bounded away from zero, so is $x$. According to Theorem 5, for system (2), $x$ is near $x_{s}$, which implies that $z$ is near $z_{s}$. We notice that the period of the periodic solution $(x, y)$ is $\tau$; therefore, $z=\widetilde{s}-x-y>0$ is piecewise continuous and $\tau$-periodic. The proof is completed.

## 4. Numerical Simulations

In order to justify our theoretic results, we will give some numerical simulations.

Let the parameters of system (2) be $a_{1}=0.2, a_{2}=$ $0.2, m_{1}=1.3, m_{2}=1.3, q=0.16$, and $T=0.8$. By computing, $m_{2}^{*}=1.404>m_{2}=1.3$ is obtained. From Theorem 5, we know that if $m_{2}^{*}>m_{2}$, system (2) has a unique globally asymptotically stable boundary $\tau$-periodic solution $(\widetilde{s}(t), 0,0)$, which is shown in Figure 1.

Suppose that $a_{1}=0.2, a_{2}=0.2, m_{1}=1.3, m_{2}=1.5$, $q=0.2$, and $T=0.8$. By computing, we have $m_{2}^{*}=1.410<$ $m_{2}=1.5, m_{1}^{*}=1.763>m_{1}=1.3$. According to Theorem 5, for $m_{2}>m_{2}^{*}$ and $m_{1}<m_{1}^{*}$, system (2) has a unique globally asymptotically stable boundary $\tau$-periodic solution $\left(x_{s}(t)\right), 0, z_{s}(t)$, which is demonstrated in Figure 2.

Set $a_{1}=0.2, a_{2}=0.2, m_{1}=2, m_{2}=1.5, q=0.2$, and $T=$ 0.8. By computing, we obtain $m_{1}^{*}=1.763<m_{1}=2, m_{2}^{*}=$ $1.410<m_{2}=1.5$. From Theorem 5, when $m_{2}>m_{2}^{*}$ and $m_{1}>m_{1}^{*}$, system (2) exists a positive periodic solution, which is simulated in Figure 3.

## 5. Discussion

In this paper, we have investigated a competitive model of plasmid-bearing and plasmid-free organisms in a pulsed chemostat. It is important in biotechnology for the study of plasmid stability where the effects of plasmid loss in genetically altered organisms (the plasmid-free organism is presumably the better competitor) are investigated. Firstly, we find the invasion threshold of the plasmid-free organism, which is $m_{2}^{*}=\left(\tau / \int_{0}^{\tau}\left(\widetilde{s}(l) /\left(a_{1}+\widetilde{s}(l)+a_{2} \widetilde{s}^{2}(l)\right)\right) d l\right)$. If $m_{2}<$ $m_{2}^{*}$, the microorganism-free periodic solution $(\widetilde{s}(0), 0,0)$ is globally asymptotically stable, which is simulated in Figure 1. If $m_{2}>m_{2}^{*}$, then the plasmid-free organism begins to invade the system. Furthermore, we have proved that if $m_{2}>m_{2}^{*}$, there exists $m_{1}^{*}=\left(\tau / \int_{0}^{\tau}\left((1-q) x_{s}(l) /\left(a_{1}+x_{s}(l)+a_{2} x_{s}^{2}(l)\right)\right) d l\right)$ as the invasion threshold of the plasmid-bearing; that is to say, if $m_{1}<m_{1}^{*}$ the boundary periodic solution $\left(x_{s}(t), 0, z_{s}(t)\right)$ is globally asymptotically stable (see Figure 2) and if $m_{1}>$ $m_{1}^{*}$, the solution $\left(x_{s}(t), 0, z_{s}(t)\right)$ is unstable. Lastly by using standard techniques of bifurcation theory, we prove that if $m_{2}>m_{2}^{*}$ and $a_{1}-a_{2} x_{s}^{2} \geq 0$, the system has a positive $\tau$-periodic solution, which is shown in Figure 3.

System (2) compared with other literatures is more interesting since it can be used to model the excess substrate inhibition in the process of the genetically modified fermentation. We show that the plasmid-bearing and plasmid-free can coexist on a periodic solution. The analysis indicates that the change of one organism into another can complicate the dynamics of system (2) since the plasmid-bearing concentration is relevant to the substrate concentration and the substrate concentration can be controlled by setting the period of impulsive input. However, how to find the optimal period of impulsive input makes microorganisms reach the maximum production by genetically altered biotechnology, which is a challenging problem to solve and we will leave it for the future.
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