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The principal result obtained is the theorem tha t  for every recursively enumerable  

degree of unsolvability, there exists a finitely presented group whese con jugacy  problem 

has tha t  degree. (Parts I, I I ,  I I I  and IV.) In  Par t  V this result is generalised to the theorem 

tha t  certain complexes of recursively enumerable degrees of unsolvabil i ty m a y  be ob- 

tained as the degrees of a complex of problems concerning conjugacy in a finitely presented 

group.  

I t  is a pleasure to acknowledge the encouragement  and inspiration provided by  

Professor William Boone during this work. 

I n t r o d u c t i o n  

I n  1911, Max Dehn formulated three fundamenta l  decision problems(2) concerning 

groups: the word problem, the eonjugacy (or t ransformation)  problem and the isomorphism 

problem. These m a y  be roughly  s tated as: (3) (i) Word  problem for the group Cr--does 

there exist an  effective method to determine of an arb i t rary  element W of G whether  or 

not  W = 1 in G. (ii) Conjugacy problem for the group G--does  there exist an  effective 

method  to determine of two arb i t ra ry  elements U and  V of G whether  or not  U is conjugate  

to V in G. (iii) I somorphism problem for the class C of g roups- -does  there exist an  effective 

method  to determine of two arb i t ra ry  members  G 1 and G~ of C whether  or not  G 1 is iso- 

morphic to G2. Dchn ' s  principal goal was the formulat ion of algori thms to provide effective 

(~) The material in this paper is taken from the author's Ph.D. thesis submitted to Princeton 
University. 

(2) A decision problem is a problem of the following type. Let C be a class of entities and P a 
property such that every n-tuple (where n is f ixed) of e l ements  of C e i ther  does  or does n o t  en joy  P .  
Does there exist an effective procedure to determine of an arbitrary n-tuple (al, a2, ..., an) whether or 

n o t  (al, a~ . . . . .  an) enjoys P? 
(a) A more  careful  s t a t e m e n t  w o u l d  specify presentation of a group rather than group. 
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solutions for these problems. The discovery in the 1930's of recursively unsolvable decision 

problems, however, led mathematicians to investigate, with a view toward proving recur- 

sive unsolvability, decision problems for which recursive solutions had previously been 

sought. 

The first such result regarding Dehn's problems was obtained in 1954 by Novikov 

[18] who proved that  there exists a group whose conjugacy problem is recursively unsolv- 

able. Shortly thereafter Novikov [19] and Boone [4] each exhibited a finitely presented 

group with recursively unsolvable word problem. Finally, it was proved by Adjan [1] and 

Rabin [20], independently, that  the isomorphism problem for the class of all groups was 

recursively unsolvable. 

At about the same time as the work of Adjan and Rabin, a new developement occurred 

in the theory of recursive unsolvability. A decision problem is called recursively enumerable 

(r.e.) if, roughly, it is possible to enumerate in some mechanical fashion either all the 

n-tuples for which the problem would be decided in the affirmative or all those for which 

it would be decided in the negative. (Almost all significant problems outside foundations 

are recursively enumerable.) Two decision problems are said to have the same degree of 

unsolvability if a recursive solution of the first provides a recursive solution of the second 

and conversely. Friedberg [13] and Mucnik [17] (also independently) proved that  there 

exist unsolvable recursively enumerable decision problems of distinct degrees of unsolva- 

bility. Since Dehn's decision prolems are recursively enumerable, it was natural to consider 

the question of whether or not there existed, for every recursively enumerable degree of 

unsolvability, an example of one of Dehn's problems which was unsolvable of that  degree. 

The first such result was obtained by Fridman [12] who proved that  for every r.e. degree 

of unsolvability there exists a finitely presented group whose word problem is of that  

degree. This result was also proved by Bokut '  [2], Boone [7] and Clapham [I0]. Then Boone 

[8] proved that  for :every r.e. degree of unsolvability, there exists a class of finite presenta- 

tions of groups whose isomorphism problem is of that  degree. Our principal result rounds 

out this investigation. We prove that  for every r.e. degree of unsolvability there exists a 

finitely presented group whose conjugacy problem is of that  degree. An analogous result 

was obtained, more Or less simultaneously, by Miller [15] for finitely generated, recursively 

presented groups. 

Given that  an r.e. degree can be considered as the degree of the word problem of a 

certain group or as the degree of the conjugacy problem of a certain group, it seems reason- 

able then to examine the relationship of the word and conjugacy problems for groups in 

general. The first result in this area was obtained by Fridman [11]. By proving that  there 

existed a group with solvable word problem and unsolvable conjugacy problem, Fridman 
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showed that  the word and eonjugaey problems are not always of the same degree. This 

has also been proved by  Bokut '  [3]. Since the groups we construct all have solvable word 

problems we prove a degree analogue of this result of Fridman. More generally one might 

ask whether or not any two r.e. degrees can be obtained as the degree of the word and 

eonjugacy problems of a certain group. This question can be immediately answered in the 

negative since the word problem for a group must always be reducible to the conjugaey 

problem for the group. But  there exist incomparable pairs of degrees. However, if the 

question is asked of any two degrees D1, D~ such that  D1 < D~ the answer is less immediate. 

Miller [16] has given an affirmative answer for finitely generated, reeursively presented 

groups. At present we can only conjecture that  the answer for finitely presented groups is 

also in the affirmative. 

While the principal goal of the present paper is to obtain every r.e. degree as the degree 

of the conjugacy problem of a certain group, the method of proof is such that  we are able 

to prove a result rather more general than this. Given a group G and an element V of G, 

the individual conjugacy problem for V in G is to determine of an arbitrary element U of 

G whether or not U is conjugate to V in G. The generalised theorem then states that  given 

any recursively enumerable class (Dn~ of recursively enumerable degrees and any recur- 

sively enumerable degree D ~>each Dn, there exists a group G such that  the set of degrees 

of the individual conjugacy problems for elements of G consists exactly of all finite unions 

of the members of (Dn} and the overall conjugaey problem for G has a degree D. This 

theorem is an analogue of a theorem of Shcpherdson [21J concerning individual word 

problems and overall word problem for a Thue system. (Moreover, we depend on Shep- 

herdson's theorem to obtain our own theorem.) 

Some general remarks 

This paper has been written on the assumption that  the reader has some familiarity 

with the papers [7] and [9], by Boone and Britton respectively. A complete knowledge of 

these two papers is not required. The reader should however be familiar with the definitions 

and lemmas (but not necessarily their proofs) of w 1 of [9] and also of w 2 of [7]. :No knowledge 

of Shepherdson's [21] is assumed. 

In  the introduction to [7], Boone remarks that  throughout his whole argument, the 

only tools employed are the Lemmas 3 and 4 proved by Britton in [9]. In a very real 

sense, the same is true of our argument. We do indeed develop other lemmas of a general 

nature but  they are proved by using these two lemmas of Britton. Of these new lemmas, 

General Lemmas 3 and 4 (see Part  I) are the most important. Indeed General Lemma 3 
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may  be fairly regarded as a kind of conjugacy analogue of Brit ton's  Lemma 4. This is 

well illustrated b y  a combinatorial approach to the word and conjugacy problems. 

Let  E be a basis of E* with stable letters (p,} (see [9] for the definitions of all terms 

used here), say E = ( S ;  D), E*=(S ,  {p,}; D, FipviG~=H~p,iK~) and suppose the iso. 

morphism condition holds. Let  U and V be words of E* containing one or more positive 

pv-symbols but  no negative p,-symbols. Then U = V in E* if there exists a sequence 

W I ~  W2-+...-~ W~ where U is Wi and V is W, and Wk -~ ~ + 1  either by  application of a 

defining relation or by  insertion or deletion of a pair of inverse generators. Bri t ton 's  Lemma 

4 (essentially) asserts tha t  if such a sequence can be found, then there is a sequence of the 

same type  in which a p ; l - symbol  never appears. But  there is a very  similar combinatorial 

approach to conjugacy. Ins tead of regarding U and V as linear words, consider them as 

circular words (i.e. instead of the symbols being strung out in a line, they are wrapped 

around a drum). Then U is conjugate to V in E* if there exists a sequence of circular 

words W I ~  W~ . . . .  -~ Wn where U is W1, V is Wn and Wk ~ Wk+l either by  an application 

of a defining relation or by insertion or deletion of an inverse pair of generators, where these 

operations can be performed upon any section of the circular word. (In terms of our physi- 

cal imagery it is clear tha t  the drum must  be expandable.) General Lemma 3 proves tha t  

if such a sequence exists, then there exists a sequence of the same type in which a p~l.  

symbol never appears. A conjugacy analogue of Brit ton's Lemma 3 is impossible; for let  

E = (a, b; O) and  E* = (a, b, p; ap =pb). Then a is conjugate to b in E* but  not in E. 

In  analysing the conjugacy problem for a group presentation, with a view toward 

obtaining either a recursive or a relatively recursive solution, there are two rather  obvious 

approaches. One may  a t t empt  to show tha t  it is necessary to solve the problem for a limited 

subclass of words rather  than  for all words. Alternatively one may  a t tempt  to show tha t  

only a limited subclass of words need be considered as possible conjugating elements. And 

of course, one can, as we do, combine these approaches. Roughly, we follow the first method 

for a while (Reductions I I  and IX)  and then revert  to the second (Reductions I I I  and X). 

The main tool for the second approach is General Lemma 3 which shows tha t  only a very 

restricted class of words need be considered as possible conjugating elements. Under 

certain circumstances, General Lemma 4 can be used to provide a considerable further 

restriction (Reductions IV and X). 

The plan of the argument  is outlined in the diagrams on pp. 147, 151 and 155. We 

use the "quest ionmark" notation defined in the middle of p. 533 of [6]. The diagrams are 

then to be interpreted in the following manner: a decision problem P in the diagram is 

reducible to the collection of problems to which it is connected b y  an outward arrow. 

At various times during the argument  we shall appear  to consult oracles to determine 
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whether or not there exist words of a certain type satisfying certain conditions and assume 

tha t  an example is supplied along with an affirmative answer. But  in fact this seemingly 

oracular consultation appears rather as an expositional device and questions of this type 

will be recursively solvable and we shall specify a recursive method to compute such a 

word if indeed one exists. (Actually this example "proviso" is not a restriction on genuine 

oracles--see the third paragraph on p. 53 of [7].) 

Statement of results 

R E S U LT A. Given any recursively enumerable degree o/unsolvability D, there is a uni- 

/orm explicit construction which yields a/initely presented group G D such that 

(1) GD has solvable word problem; 

(2) G D has con]ugacy problem o/degree D. 

:For a group presentation G, define the individual con]ugacy problem for the word V 

in G to be the problem (?U, a word of G)(3W) W-1UW=oV.  With this definition we can 

assert the following generalisation of Result A. 

RESULT B. Let {Dn} be an r.e. set o/ r.e. degrees and D an r.e. degree such that D>~ D n 

/or every n. Then there exists a recursive construction which yields a finitely presented group 

G({Dn}, D) such that 

(1) G({D~}, D) has solvable word problem; 

(2) /or each Dn, there is a word V~ such that the individual conjugacy problem ]or V~ 

has degree D~; 

(3) G({Dn}, D) has conjugacy problem o/degree D; 

(4) the set o/degrees o/individual con~ugacy problems o/G({Dn}, D) consists o/all finite 

loins D~I U D~ U ... U D~m where D~k E {D~} (including degree 0 as the empty join). 

The starting point of our work is a theorem due to Shepherdson [21] which we state 

below. We shall, however, modify Shepherdson's terminology. :For any  Thue system ~,  

the individual word problem for the word qb 0 in ~ is the problem (?(I), a word of ~)(I) =~  (P0. 

(Shepherdson calls this a special word problem.) 

SHEPHERDSON'S RESULT. Let {D~} be an r.e. set o/ r.e. degrees and D any r.e. 

degree such that D >~ D~ ]or every n. Then there exists a recursive construction which yields 

a Thue system ~({Dn} , D) such that 

(1) ]or every Dn, there exists a word @n o/~({Dn} , D) such that the individual word prob- 

lem/or (Pn in ~({D~}, D) has degree Dn; 

(2) the word problem/or ~({D~}, D) has degree D; 
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(3) the set o/ degrees o/ individual word problems o/~( { D,}, D) consists o/ all finite joins 

D .  U Di, U ... U Dim where Dt~ E {Dn} (including degree 0 as the empty join); 

(4) i / the de/inin 9 relations o/~({D~}, D) are P~=Qt, i=1 ,  2 . . . . .  N, then i:4:j implies 

that P~ is distinct/rom Pj and Q~ is distinct/rom Qj; 

(5 ) /o r  each i, P~ and Qi are at least two symbol occurrences long. 

Parts (1)-(3) are explicitly stated in Theorem X of [21] and (4) and (5), which we 

require for technical reasons, are readily verified by inspection. 

Before stating our main technical theorem, we must give a corollary to Shepherdson's 

theorem. Let  ~({D~}, D) be presented as (s 1, s 2 ..... SM; P~=Qt, i = 1 ,  2 ..... N). Then let 

~.({Dn}, D) be the Thue system with presentation 

(Sl, s2 ..... SM, q; P,q = qQt, s~q = qsb, i = 1, 2 . . . . .  N, b = 1, 2, ..., M) 

For notational convenience we write the defining relations of ~.({D~}, D) as _~iq=qKt, 

i = 1, 2 ..... M +N.  A word of ~.({D~}, D) is called special if it contains exactly one q-symbol. 

COROLLARY. Let {D~} and D be as above. Then 

(1) /or each D=, there exists a special word ~=qr such that the problem (?~q(I), a special 

word) ~ q r  =~q~Pn in ~.({D~}, D) has degree D~; 

(2) the problem (?AqH, ~qr  special words) AqYI =~q(I) in ~.({D=}, D) has degree D; 

(3) the set o/degrees o/individual word problems o/~. ({D~) ,  D), where both the fixed 

word and the variable word are required to be special, consists o/all finite joins D ,  U ... U Dr, n 

where D~ E {nn} (including degree 0 as the empty join); 

(4) i / i  # j ,  then F~ is distinct/rom Fj and K~ is distinct/rom Kj. 

The corollary is most easily shown by observing that  AqII =~q(I) in ~:,({Dn}, D) if 

and only if AII =~(I) in ~({Dn}, D). (The necessary argument is easily derived from the 

proof of Theorem 10 on p. 260 of [5].) Parts  (1)-(3) then follow easily from parts (1)-(3) of 

Shepherdson's result. Part  (4) is a consequence of parts (4) and (5) of Shepherdson's result. 

We are now in a position to state the main technical theorem whose proof occupies 

most of the remainder of the paper. 

TECHNICAL RESULT. Let ~ .  be the Thue system with presentation (sl, s~ ..... SM, q; 

F i q = q K ,  i=1,  2 ..... P) where Ft, K~ are q./ree words such that assertion (4) o/ the corollary 

holds. Let G o be the group presentation 
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81, 82, ..., 8M, q, ~, t, X, r~ 

xs b = 8bxx r t8~ = soxr tx 

r~F~q = qK~r~ 

tx = xt tr~ : r~t 

kx = xlc kri = r~k 

where i = 1, 2 . . . .  , P ,  b = 1, 2 . . . . .  M and _P~ is obtained/rom -~t by replacing each occurrence 

o/ sb by s~ 1 (e.g. F~ i8 81 8~ 8 a means.F~ i8 8~18~1s~1). Then 

(1) G O has solvable word problem; 

(2) the con]ugacy problem/or  G O is Turing equivalent to the word problem/or  special 

words o] ~ . .  

As it stands the Technical Result,  t aken  with the corollary, suffices only to prove 

Result  A. However,  once the proof of the Technical Result  is completed, it is easy to indicate 

the fuller a rgument  necessary to obtain Result  B. 

I t  should be ment ioned tha t  if Result  A is all tha t  is desired, then  a theorem of Boone 

[6] m a y  be taken  as a start ing-point.  Boone 's  result  asserts the existence of a Thue system 

whose word problem has a rb i t ra ry  preassigned degree. However,  the Thue system of Boone 

does not  satisfy the technical conditions (4) and  (5) of Shepherdson's  result so tha t  a certain 

amoun t  of manipulat ion and construct ion must  be carried out  before a Thue system of 

the  type  ~ .  in the Technical Result  can be obtained. This manipulat ion and construct ion 

is no t  difficult and there seems to be little point  to including it here. 

Part I 

The nota t ion employed in this Pa r t  is a lmost  identical to tha t  used in w 2 of [7]. 

Variations will be specifically noted; also we shall write U i8 V to  mean  tha t  U and V 

are identical words. 

Let  S be a set of generators  and {At}, {B,},  i E I ,  sets of words over S.(1) We use A 
81 e$ and  B as variables for formal products  ~1~'~t, . . . . . .  A ~  and  Bj~ B~ B~: respectively, 

where dk = _+ 1, ek = _+ 1 and i~ E I ,  ?'k E I .  

Let  A be ~,~'~d'~, ... A~:;  if there exists k such tha t  ik=i~+ 1 and d~+dk+l=O; then a 

primitive a-reduction of A is A~ 1A~,' A .~k-1 A ak+~ A~s A word A is called o:-reduced 

(1) The situation where we have two such sets of words will occur frequently. Our usual practice 
will be to analyse or make definitions with reference to one set and dismiss the other by remarking that 
the corresponding analysis or definition is similar (or dual). The reader should always be able to supply 
the second analysis or definition himself. 
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if no primitive a-reductions arc applicable to it. An identical definition is given for words B. 

I t  is clear that  beginning from any word A or B one can compute a finite sequence of 

primitive a-reductions which terminates in an a-reduced word. Moreover it is well known 

that  any two such sequences beginning with the same word will terminate in the same 

word. We shall write a[A] or a[B] for this terminal word. 

Finally if m = n and, for all k, ik = j~ and dk = ek, we write A -~ B. 

We vary the definition of primitive p-reduction which we choose to give as: if W is a 

word of E*, then 

(i) if W is Wlp~ICp, W2 and (3A)[C=EA and AEA(v)] then Wla[B]W2, where 

A ~ B, is a primitive p-reduction of W with respect to (E*, E) (w.r.t. (E*, E)); 

(ii) if W is Wlp, CpvlW, and (3B)[C=sB and BEB(v)] then WlO~[A]W~, where 

A -~ B, is a primitive p-reduction of W (w.r.t. (E*, E)). 

I t  is expositionally convenient to adopt this definition. All results proved by Boone in 

w 2 of [7] remain valid for this altered definition. The phrase "with respect to (E*, E)" 

is added since we shall at times consider a certain set of letters to be stable for two pairs 

of groups. When no ambiguity can arise, it will be omitted. 

Let W be a word of E*; (i) if W1 is a primitive p-reduction of W w.r.t. (E*, E), then 

W I is a primitive p-contraction of W w.r.t. (E*, E); (ii) if W is C~pvWoP~lC1 and 

(3A) [C 1C 2 =EA and A EA(v)] then a[B] W 0 where A ~ B is a primitive p-contraction of W 

w.r.t. (E*, E); (iii) if W is C2p, 1WopvC 1 and (3B)[CIC2=EB and BEB(v)], then a[A] W o 

where A ~ B is a primitive p-contraction of W w.r.t. (E*, E). If none of the above is appli- 

cable to W we say W is p-contracted w.r.t. (E*, E). Always w.r.t. (E*, E), a p-contraction of 

W is any word obtained from W by a sequence of primitive p-contractions. We use 15{W} 

as a variable for such words. A sequence of successive p-contractions must terminate in a 

p-contracted word. If  we pick some canonical way of obtaining p-contractions, we can 

define a unique word p{ W} which is obtained from W by taking p-contractions for as long as 

possible. Then p{W} is p-contracted (eft the definition of p[W] in w 2 of [7]). 

Let U be any word of E*; a cyclic permutation of U is any word V such that  there exist 

words W1, W~ such that  U is W 1 W~ and V is W2 Wr The p.projection of U is the word 

obtained from U by deleting all symbols of U except p-symbols; we write ~ [ U ]  for this. 

Two words U, V are p-parallel if ~p[U] is gp[V] and p-circumparaUel if ~p[V] is a cyclic 

permutation of r~[ U]. Finally we write lp(U) for the number of occurrences of p-symbols in U. 

GENERAL LEMMA 1. Suppose CondjLs(E*, E, Pv) holds and let U, V be p-reduced 

words o/E*. I] U =E* V, then U, V are p.parallel. 
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Proo/. We proceed by induction w.r.t, l,(U). Suppose I~(U)=0; n o w  U-1V=E, 1 

whence by Britton's Lemma (i.e. Lemma 4 of [9]) U-iV  is either p-free or not p-reduced. 

The latter is impossible and so V must be p-free. Let  Ip(U)>0; again U-1V=E,1 and, by 

Britton's Lemma, U-1V is not p-reduced. Since U -1 must be p-reduced, we have either 

(1) U is Xp~U', V is Yp~V' where X, Y are p.free and ( 3 A ) [ X - 1 Y = ~ A  and AEA(v)] or 

(2) U is Xp~XU ', V is Y p v l V  ' where X, Y are p-free and (3B)[X-1Y=E B and BEB(v)]. 

Case (1). 1 =E* U ' - l p v l X Y p ,  V' =E* U'-IBV'  where A ~ B .  Hence U' =E, BV '  and the 

result follows from the hypothesis of induction applied to U' and B V'. 

Case (2). The argument is similar. 

GENERAL LEMMA 2. Suppose CondjLs(E*, E, pv) holds and let U, V be words o/ 

E*. Then (3W)W- IUW=E,  V i / an d  only i/ (3W) W-~p{U} W=E,p{V} .  

Proo/. We need consider only a single primitive p-contraction Of U iTh e  result follows 

by induction since conjugacy is an equivalence relation. If 15{U} is a p-reduction of U, then 

~{U}=E,U and the lemma is immediate. So suppose that  U is C~pvUop~lC1 where 

C 1C 2 =E A. Then 

1 = E* W-1 U W V -1 = E* W-1Cl lp ,p~l  C1 C2pv Uopvl C1 W V -1 

= ~, W -1 C~ lpv B Uop; 1 C1 W V -1 

where A ~ B. Since B=s ,~ [B] ,  the lemma follows. The dual case is similar. 

GENERAL LEMMA 3. Suppose Cond1LB(E*, E, Pv) holds and let U, V be p-contracted 

words o] E* not both p-/ree. _7/(3W) W-1UW=E,  V, then U, V are p-circumparallel and either 

(i) there exist words Uo, Vo, A such that 

(a) Uo, V o are cyclic permutations o/ U, V respectively; 

(b) U o, V o each have p ; l  as final symbol; 

(c) A-1UoA =~, Vo; or 

(ii) there exist words U o, Vo, B such that 

(a) Uo, V o are cyclic permutations o /U ,  V respectively; 

(b) U o, V o each have pv as/ inal  symbol; 

(e) B -1UoB=E,  V o. 

Conversely i/ (i) or (ii) holds, then (3W) W-1UW=E,  V. 

Proo/. We proceed in two stages. Firstly we prove (#) there exist U*, V*, X such that  

(~) U*, V* are cyclic permutations of U, V respectively; (fl) X is p-free; (7) X-1U*X =E* V*. 
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Let us assume U is not p-free (there is no loss of generality in doing so). We proceed 

by  induction w.r.t, lp(W). Let  Iv(W)= 0; take X to be W, U* to be U and V* to be V. 

Let  /v(W)>0; since W-1UW=E.,V, W-1UWV-I=s.1 .  I f  W is not p-reduced, then 

(:[ W1) W = s* W1 and lp(W1) < lv(W). Then (#) follows by  the induction hypothesis. 

So suppose W is p-reduced. Since U, V are p-contracted, it follows tha t  U, V -1 are 

p-reduced. Also W -~ must be p-reduced. By Brit ton's  Lemma,  a p-reduction is applicable 

to W-1UWV -1. Three possible cases occur. 

(1) W -1 is W ~ l p ~ Z  -1, U is Yp~ U 1 with Y, Z p-free andp~Z-1yp~ induces ap - re -  

duction. 

(2) U is UiPv 8 Y, W is Zp~ W1 with Y, Z p-free and p ~  YZT~ induces a p-reduction. 

(3) W is Wlp~Z,  V -1 is y-lp~ V~I with Y, Z p-free and p ~ Z y - l p ~  induces a p-re- 

duction. 

Case (1). Let  e = 1; then (3 A)Z -1 Y = E.A whence (3 A)Z =~ YA -1. Then 

1 =E* WI-lp~ 1Z-1YPv UIZpv W1 V-1 =E* W11 BU1Zpv Wl V-1 

=E* W11BU1 yA-lpv WI V -1 =s* W11BU1 YPv B-1 W1 V -1 

where A ~ B. Since taking cyclic permutat ions is an equivalence relation, (#) follows from 

the hypothesis of induction since lv(B-1Wi)=lv(W ) - l .  The arguments for e = - 1  and 

cases (2) and (3) are similar to the above. 

Let  U*, V*, X be as given by  (//). Since U and V are p-contracted, the U* and V* 

must  be p-reduced. Since X -1U*X =s* V* with X p-free it follows tha t  U*, V* are p-parallel. 

Thus U, V are p-circumparallel. Let  U* be Ulp~ Y and V* be V1p~Z where Y, Z are p-flee. 

By  Brit ton's  Lemma ( 3 A ) Y X Z - I = s A  or ( 3 B ) Y X Z - I = ~ B  according as ~=-T1.  Take 

U 0 to be YUlp~, V o to be ZVlpev and the result follows readily. 

Let  U, V be two words of E*, not p-free. We say V is a right (left) conjugate of U by  

W w.r.t. (E*, E, p) if W-1UW =s* V and there exists a sequence of p-reductions of W-1UW 

terminating in a p-reduced word in which the p-symbols of W in left to right order (of 

W -1 in right to left order) are the rightmost (leftmost) symbols of the words p~Cp~ which 

induce the successive p-reductions. 

G ~ R A L  LEMMA 4. Suppose CondiL~(E*, E, p,) holds. Let U, V be p-contracted words 

o/E*,  neither p-/ree, and W a p-reduced word o/E* such that W-1UW =E* V. Then V is either 

a right or a left conjugate o I U by W w.r.t. (E*, E, p). 11 W is notp-/ree, these cases are mutually 

exclusive and there is exactly one primitive p.reduction applicable to W-1UW. 
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Proo/. We proceed by  induction w.r.t, lv(W). I f  lp(W) = 0 the assertion is vacuous. Let  

l~(w)>0. 

Case (1). 1,(U) = 1. Let  U be YlP~I Y2 and W be Xp~I W1 with Y1, Y2, X p-flee. Then 
-i -s --i # e W-iUW is Wi pv, X YlpviY2Xpv~W i. I t  follows from General Lemma 3 (GL 3) tha t  

lp(V) = 1 and then from GL 1 tha t  W-~UW is not p-reduced. Thus either 

(a) Vl=V 2, ~ = e  and (3A)X-1YI=EA or (3B)X-1YI=EB according as e = _ l ;  or 

(b) vl=v 2 and ~/= - e  and (~]A) Y2X=EA or (3B) Y2X=EB according as e =  ___1. 

These possibilities are mutual ly exclusive. 

(a) Consider e = l ;  then W~la[B] Y~XpvWl=s, V. Now ~[B] Y~Xp, is certainly 

p-contracted and so we may  apply the inductive hypothesis since lp(W1)=lp(W)-l. 

Suppose V were a right conjugate of a[B] Y2Xp~ by W1. Then W would not be p-reduced. 

So V must be a left conjugate of a[B] Y2Xpv by W1. Hence V is a left conjugate of U by  W. 

Since (a) and (b) are mutual ly  exclusive, V cannot be a right conjugate of U by  W. A 

similar argument  holds when e = - 1 .  

The argument  for (b) is dual to that  for (a). 

Case (2). lp(U)> 1. Let U be Ylp~ 1, Uop~" , Y2 and W be Xp~, Wi with Y1, Y2 and X 

p-free. Again by  GL 3 and GL 1, W-1UW is not p-reduced. Four possible cases occur; 

we shall show tha t  they are mutual ly exclusive. The cases are 

(a) v~=v3, e = l ,  ~ 2 = - 1 ,  (3A) Y2X=EA; 

(b) v~=v 3, ~ = - 1 ,  ~ = l ,  (3B) Y2X=EB; 

(e) Vl=V a, e = ] ,  ~1=1, (~A)X-1Yi=~A; 

(d) Vl=V 3, e = - l ,  ~/1=1, (3B)X-1YI=EB. 

Suppose (a) occurs; then (b) and (d) are immediately impossible. Suppose (c) occurs; let 

Y2X=EA* and X-iYI=EA ~. Then Y2YI=EA*A" and also v2=va=Vl and r / 2 = - 1 ,  

~1 = 1. This means tha t  U is not p-contracted which is a contradiction. Using similar 

arguments we can show (b) and (d) mutual ly exclusive whence it follows tha t  (a), (b), (c) 

and (d) are mutual ly exclusive. 

Now we prove the assertion of the lemma. We shall examine only case (a) in detail; 

the others are similar. In  case (a), W-1UW=E, W11pvslX-lYlp~11 Uoa[B ] W 1 where A,,~ B. 

Writing U* for p~,lX-1 Ylpnv ', Uoa[B], we can easily show tha t  the assumption tha t  U* is 

not p-contracted contradicts the fact tha t  U is p-contracted. The inductive hypothesis 

may  therefore be applied to U* and V. Since W is p-reduced, W~lp;, 1 must  be p-reduced 
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so that  V must be a right conjugate of U* by W 1. Hence V must be a right conjugate of 

U by W. Since (a), (c) and (d) are mutually exclusive V cannot be a left conjugate of U. 

GENERAL LEMMA 5. Suppose CondjLs(E*, E, p,) holds. Let U and V be p-contracted 

words o/ E*, neither p-/ree, and W a p-reduced word o/ E*. I /  V is a left conjugate o/ U w.r.t. 

(E*, E, p) by W, then U is a right conjugate o/ V w.r.t. (E*, E, p) by W -1. 

Proo/. Since W-1UW =E* V, U :E* WVW-I"  By GL 4 U is either a left conjugate or a 

right conjugate of V by W -1. If  W is p-free, the lemma is trivial. If  W is not p-free, then 

exactly one p-reduction is applicable to W V W  -1. We want to show that  it must "straddle" 

V W  -1. Suppose not; then it must straddle WV. Now WVW-1U-I=E,1 whence 

p [ W V W - 1 U  -1] must be p-free. Since V is a left conjugate of U by W, UW and hence 

W-1U -1 are p-reduced. Thus there is exactly one p-reduction applicable to W V W - 1 U  -1 

and it straddles WV. Hence there is exactly one possible sequence of p-reductions from 

W VW-1U-L :But since l~(VW -1U -1) >lp(W), this sequence will not terminate in a p-free 

word. This is the necessary contradiction. 

G]~N~RAL LEMMA 6. Suppose CondjLB(E* , E, p~) holds and let U be Ulp v and V be 

Vlp ~. Then (3BEB(v) )B-1UB =E* V i / a n d  only i/ (3A EA(v))A -1U~1p~I A =E* VlIp~ 1. 

Proo/. If  B-1UB=E,V,  then B-1UIApv=E , Vlp ~ where A ~ B .  HencepvB-1U1A =E* 

p~ V 1 implying that  A-lpv U1A =E*Pv V1. Taking inverses gives A U ~ l p ; I A  -1 =E* Vl lp~  1. 

The converse is obtained by reversing the above argument. 

GEN]~RAL LEMMA 7. Suppose CondjLs(E*, E, Pv) holds. Then "(?U, U a word o/ E*) 

To compute p ( U )" reduces to ( ? X,  X a word o /E)  ( 3 A E A (v)) X = E A and ( ? X ,  X a word o /E)  

( 3 B e B ( v ) ) X  =~B. 

Proo/. This follows from the definition of p(W).  

Part II. The word problem 

Let G O be the group presented in the Technical Result. 

Let G2=(s~, q, x, r~; XSb=SbX 2, risb=sbxrtx , r iFiq=qKiri )  

G3=(sb, x, r~; xsb=s~x 2, r~sb=s~xrix ) 

G4 = (s~, x; xs~ =sbx 2) 
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F(x) = (x; •), i.e. the free group on x. Our G a and G4 coincide with G~ and G~ of [9]. 

Our G o and G 2 are very  similar to but  not  identical with the G 1 and G 2 of [9] (with N = 0). 

I n  [7], Boone shows tha t  the G l of [9] has a solvable word problem. I n  solving the word 

problem for Go, we do little more than  paraphrase  Boone 's  argument .  

We adopt  the following notat ion.  

Variable 

P 

F , G , H  

N 

R 

A 

B 

Q~ 
J 

T~ 

Range 

k-free, t-free words 

k-free, t-free, q-free words 

k-free, t-free, q-free, r-free words 

products  of ri, x, i = 1, 2 .. . .  , P 

products  of r,_F~, i = l, 2 .. . . .  P 

products  of K~r~, i = l, 2, ..., P 

products  of sox ~, s= + l ,  b= l, 2, ..., M 

words on x 

words o n  x (3-e) /2 ,  ~ ~ -~ 1 

Also we write A I for r,_~, and  B, for Kir i and an arrow " , "  for "is reducible to" .  The 

above list accords reasonably well with the nota t ion of w 1 of [7]. 

LEMMA 1. F(x) has a solvable word problem. 

Proo/. F(x) is a free group. 

LEMMA 2. CondILB(G4, F(x), s~) holds. 

Proo/. Trivial. 

LEMMA 3. For any IV, s[N] is recursively computable. 

Proo/. The problems ( ? J ) ( 3 T ~ ) J =  T~ in F(x), ~ = _+ 1 are solvable. 

LEMMA 4. The word problem/or G 4 is solvable. 

Proo/. Given N, compute  s[N]. If siN] is not  s-flee, it follows from GL 1 tha t  N 4 1  

in Gi. I f  s[N] is s-free, s[N] = 1 in G a if and only if s[N] = 1 in F(x). :Now use Lemma 1. 

L~MMA 5. (?N)(3Qe)N=G,Q, is solvable. 

Proo]. Let  N be given and  let Q* be s-parallel to  s[N]. Then we shall show tha t  

(] Qe)N = aaQ, if and only if s[N] =G,Q*. This suffices since siN] is reeursively computable.  

N * I f  s[N] =a,Q*, then =a,Q~. 
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Conversely suppose N = a ,  Qe; then s[N]=o,o~[Q~]. But it is easy to see that  ~[Qe] 

must be s-reduced. Hence :r is Q*. 

LEMMA 6. CondyLs(O3, G4, r~) holds. 

Proof. (SbX} and {sbx -1} are sets of free generators in G 4. 

LEMMA 7. The word problem for G a is solvable. 

Proof. I t  follows from Lemma 5 that  for any F, r[F] is recursively computable. The 

word problem for G 4 is solvable. 

LEMMA 8. (?F)(3A)F=c~A and (?F)(3B)F=G,B are solvable. 

Proof. For any A or B, a[A] or ~[B] is r-reduced w.r.t. (Ga, Ga). If  F is given, it then 

follows that  (3A)F=a,A if and only if r[F]=c~A* where A* is r-parallel to r[F]. But 

r[F] is recursively computable and the word problem for G a is solvable. 

L~MMA 9. CondjLs(G2, Ga, q) holds. 

Proof. We show{A~} and {B,} are sets of free generators in G 3. Let  1-[A~ = 1; putting 

x=sb= 1 we obtain 1-Ir~= 1 in F(r,) whence it fonows that  (A,} is a set of free gen- 

erators. A similar argument holds for {B~}. 

L~MMA 10. The word problem for G2 is solvable. 

Proof. For any P, q[P] is reeursively computable (by Lemma 8). The word problem for 

G a is solvable. 

LEMMA l l .  (?P)(3R)P=a,R is solvable. 

Proof. Let P be given; compute q[P]. If q[P] is not q-free, then (3R)P=a,R fails. So 

suppose that  q[P] is q-free. I t  is not hard to verify that  Cond~Ls(Ga, F(x, rt), Sb) holds. More- 

over it is easy to see that  for any F, s[F] is reeursively computable (s-reduction w.r.t. 

(Ga, F(x, r~), sb)). Since (3R)P=G2R if and only if s[q[P]] is a word on x and r~, the lemma 

follows. 

LEMMA 12. CondlLB(G0, G2, (t, ]c)) holds. 

Proof. Trivial. 

SOLUTION 1. The word problem/or G O is solvable. 

Proof. For any W, tk[ W] is reeursively computable. The word problem for G2 is solvable. 
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Part III. The conjugacy problem 

The argument  given in this section is very similar to that  of Brit ton in [9]. In  particular, 

Lemmas 14, 15 and 16 correspond to Lemmas 6, 7 and 8 of Britton. 

LEMMA 13. (i) Let S be a positive word on the symbols sl, s~ . . . . .  SM. T h e n / o r  e =  +_1, 

( : IR)r~S=aoSR and (3R)x~S=aoSR .  

(ii) Let S be a neqative word on the symbols s~, s~ . . . . .  s~. Then /or  e = +_ 1, (:IR) Sr~ = o. R S  

and (:i R) Sx  ~ = c~ RS .  

Proo/. This is proved by  induction w.r.t, l ( S ) u s i n g  the equations x~sa=s~x ~, 

r~s~ = sbx~r~x ~, s~lx ~= x2~s~ 1 and sglr~ = x~r~x~s~ 1, e = +_ 1. 

We use capital Greek letters, e.g. A, as variables for positive words on the s-symbols. 

Given any  A, the word/X is obtained from A by  replacing each sb by sg 1 (this is consistent 

with the definition of -Fi in the presentation of Go). 

LEMMA 14. Let AqH, ~qq9 be words o/ ~ ,  such that AqH =~q(P in ~ , .  Then 

t - l [ [ - lq - l [k - l t~qH i8 conjugate to t - l q g - l q - l ~ - l t ~ q ~  in G o. 

Proo/. Let W I ~ W ~  . . . . .  W= where W 1 is AqII and Wn is ~q(I) be the proof tha t  

AqH = s in ~ , .  We show firstly, by  induction w.r.t, n, that  (:IR) (:IR1)/XqII = a~ R1 ~q(I)R. 

I f  n = 1, this is trivial. So suppose that  n > 1; from the form of the rules of ~ , ,  it follows 

that  every W k must have the form Akql-I k. In  particular Wn_ 1 is An_lqHn_ 1 and either 

A~_ 1 is ~F~ or Hn-1 is K~qP according as F~q-~qK~ or q K ~ F ~ q  is the final rule applied. 

Assume it is the former; then [kn_lq[In_ 1 iS ~Fiq I I~_ l=co~r ( lqK~r i I I=_ l  . Since ~ is a 

negative word and II~_ 1 is a positive word, it follows from Lemma 13 tha t  

(3 R2) (3 R3) 5~_ I qH ~-I = c~ R2 ~q(P Rv 

By the inductive assumption we have (:IRa)(3Rs)AqII=~,RaA~_lql-I~_IR v Let Ri be 

RaRz and R be RaRe; then/XqH =RI~q( I )R .  I f  the final rule is q K ~ F ~ q ,  a similar argu- 

ment  applies. 

The lemma now follows easily; for 

t-~ H-lq-~ ~-~t[Xq H = ~~ t - l  R - l r  Rs  1 t R~ ~qel) R = ~. R-lt- l~p-lq-~-~-lt~q~) R 

because the equalities tr~ =r~t and tx ~ =x*t hold in G 0. 

LEMMA 15. I /  t-ly[-lq-l[k-lt[kqY[ and t - ! ~ p - l q - ~ - l t ~ q ~  are conjugate in Go, then 

(~ R1) (:i R~) (~ A) (3 B) [~- IR  1/XA = ~, 1, r = ~, 1 and A ~ B]. 

Proo/. We wish to apply GL 3 taking t-lII-lq-~7~-~t~qYI as U and t-~eP-~q-i~2-1t~qr 

as V and {t, k} as stable letters. We must  show tha t  U and V are tk-contracted. Suppose 

9 -  692905 Acta  mathematica 122. I m p r i m 6  le 21 m a r s  1969 
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U is not  tk-contracted; there appear  to  be two ways  in which this could occur. Bu t  in 

either case we should obtain the  conclusion tha t  (3R)~qII =G,R. Since CondILB(G2, G3, q) 

holds, by  GL 1 this is impossible. I n  a similar way, V can be shown to be tk-contracted. 

Now we apply  GL 3; we mus t  have either 

(i) (3R) R-1H-lq-1]~-lt~qHt-l R = G. ~- lq- l~- l t~q r or 

(ii) (gR) R-l[XqIIt-lII-lq-~-~tR = Go~qOgt-~r 

We shall examine (i); (ii) is similar. Since 

t- lR = G~ R-1H-lq-l~-lt~qIlR = GoO-lq-1/~-lt~q O. 

B y  Bri t ton 's  Lemma,  we have (3R')/XqIIRr -1= c,R'. Using q as stable letter w.r.t. 

(G~, Gs), we obtain (3 B) II  R(I) -1 = v, B. Upon  subst i tut ion this produces ~qBq-l~ -1 = a, R'. 

I t  follows from the defining relations rtF~q = qKir~ t ha t  qBq-l= c,A where A ,~ B. Hence 

~ A ~  -~ = G,R' and by  Lemma 3 of [9], this equal i ty  holds in G s. Thus  ~-IR'-I/XA =a, 1 

and  from a previous equat ion we obtain dPR-1II-1B = c, 1. Take R 1 to  be R '-1 and  R~ to 

be R -1. 

LEMMA 16. I/  (:tR1)(BR~)(gA)(3B)[~-IRI[XA=c,1, (I)R~II-1B=G,1 and A,.,B], 

then AqH = ~. ~ q ~ .  

Proo/. We proceed by  induct ion w.r.t, the number  of r-symbols in A. Let  lr(A)=0; 

then  ~ - l R 1 / k = c , 1  and  (bR21-[-l=~,l .  Pu t t ing  r t=x=l ,  we obtain ~ - I / X = I  in F(sb) 

and  CYI-x = 1 in F(sb). Thus ~ =/X in F(sb) and ~P = II  in F(sb). This means ~ is A and dp 

is YI. Let  lr(A ) > 0; if A, B are not  co-reduced, then ~-iR~ot[A] = ~, 1 and qPR~I]-lzc[B] = c~ 1 

and ~[A] ~ ~[B]. The result follows by  the inductive hypothesis.  

So suppose A and B are ~-reduced; we can ~t-reduce R~ and  R~ to obtain 

~-~:r 1 and  ~o~[R~]H-IB=G,1. We write A as A[A'  and consider the case 

when e = - 1 .  Now a[R~] and  A are r-reduced w.r.t. (Gs, Ga), bu t  A is no t  r-free so an  r- 

reduct ion must  apply  to ~-ia[Ri] ~A. This means that ~-16t[R1]/XA is ~-iR*r~xm~F~rTiA ' 

and  (3Q_Oxa~F~i=a,Q_~--and we m a y  assume Q_~ is a-reduced. Then  xm/~=a,Q_i.~,; 

we claim that /X and Q_xFt are bo th  s-reduced w.r.t. (G,, F(x)). 

Certainly /~ is s-reduced; since Q_I is a-reduced it is s-reduced, so an  s-reduction in 

Q_IF~ must "s t raddle"  Q-i and _F~. But  this means  tha t  Q_~_~ is Q*-lSbX-lsbi~) a n d x  -1 is 

a word on x ~. This is a contradiction. By  GL 1, xmS, and  Q_~F~ must  be s-parallel whence 

A is A S Fi. Then ~- l~[R1]  ~2FtFi  -1 r~ -1A '  = G, 1 whence, for some R ' ,  ~-it~[R1] R'~,~A' = ~, 1. 

Also r whence, for some R', r By the 

inductive hypothesis,  A2qK~H =~,~q(I).  But  AqII is A2F~qII = ~.A~qK~II. 

REDUCTION I. (?AqH,~qr162 *(?U, V)(~W)W-~UW=r 

Proo/. This is immediate  by  Lemmas  14, 15 and  16. 
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Part IV. The degree 

w 1. I n  Par ts  I I  and I I I  we have viewed G O as a tower  of presentations,  viz. 

G o 

It, k 

G2 

Iq 
G3 
It, 

G4 

F ( x ) ,  

where each presentat ion E is a subpresentat ion of t ha t  immediately  above it with the 

indicated letters as stable letters. Moreover, the isomorphism condition holds for each 

pair, so tha t  we actual ly  have a tower of groups. Our line of a rgumen t  will be to decompose 

G O in various ways to obtain different towers of presentat ions and  we shall show tha t  these 

actual ly  give towers of groups. Let  

H = ( s b ,  x ,  t, k,  r 5 xsa=sbx" ,  x t = t x ,  k x = x k ,  rts~ = sbxr ix ,  r ~ t = t r  i, r i k =  kr~) 

H 1 = (s~, x ,  t, k,  q; xs  b = s~x 2, x t  = tx,  k x  = xk )  

H a  = (sb, x ,  t, k; xs~ = s~x 2, x t  = tx,  k x  = x k )  

113 = (sb, x ,  q; xsB = sbx2). 

Notice that ,  str ict ly according to Br i t ton 's  definition, q is not  a stable letter for H 1 

with basis H a since H 1 has no relations involving q. But  by  regarding H 1 as H ~ -  [q], the free 

product  of H 2 and  the infinite cyclic group on q, we can regard L e m m a s  3 and 4 of [9] 

as applicable to (H1, H2, q) with A ( v ) = B ( v ) = t h e  group generated by  the ident i ty  ele- 

ment .  (1) Similar remarks  apply  to (H3, G4, q). 

Wi th  this in mind we obtain Diagram A which is to be interpreted as follows. I f  E* 

is connected to E by  a descending line marked p, then {Pv} is a set of stable letters for E* 

with basis E. We shall show tha t  Cond~LB(E*, E, Pv) holds for all such pairs on the diagram. 

We extend our list of notation.  

(1) The two lemmas of Britton are intimately connected with the theory of free products with 
amalgamated subgroups. The above is an illustration of this for a very special case. 
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a, 

R, H O. 

F(z) 

Variable 

U , V , W  

D, E 

X,  Y , Z  

L , M  

c~ 

Pl.t 

P- l . t  

S+l 

S_ 1 

H 

F(.r) 

Diagr~  A 

Range 

any word 

r-free words 

q-free words 

r-free, q-free words 

products of sbx", t, k 

products of sbx, t, k, qKt 

products of sbx -1, t, k, F~q 

products of x, ri 

products of x ~, xr,x 

Also let l(W)=total number of symbols in W (i.e. symbol occurrences in W). 

w 2. LEMMA 17. (i) Cond~L~(H~, F(x), {sb, t, k}) ho/ds. (ii) Cond~T.,(H 1, H~, q) ho/ds. 

(iii) CondjLB(G0, H1, ri) ho/ds. 

Proo/. (i) To prove this we must show that  x-~x 2 generates an isomorphism in F(x) 

and also that  x-~ x generates an isomorphism in F(x). But these are both trivial. 

Notice that  we do not verify Britton's strong isomorphism condition; indeed the strong 

isomorphism condition clearly fails. 

(ii) We have already remarked how we can assume this. 

(iii) Again we verify only the isomorphism condition and not the strong isomorphism 

condition. We show that  for each i, the sets {_~q, SbX -1, t, k} and {qK~, sbx, t, k} are sets 

of free generators in H 1. 

Suppose y I~k=H,1 ,  where y is 8bx-l , l ,k  or -~ iq  (with i fixed). 
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Case (a). l-I ~k is q-flee. Then  l-I 7~k = m 1 since (ii) holds. I f  1-I 7~ * is non -empty  

it mus t  contain either an  s~, a k or a t. Thus it contains s~Cs~ where (~ T~)C= T~ 

in F(x) or t-~Ct ~ or k-~Ck ~ where ( g J ) C = J  in F(x). I n  either ease, 1 ~  * cannot  be 

g-reduced. 

Case (b). ]-I~ k is no t  q-free. Then I - ~  ~ mus t  contain as a subword either 

F l  q ~m era''" 7an n q - l ~ - I  with 7~.. .7~" = ~ 1 or q- ~/V[~ r ~ - . ' 7 ~  " P~ q with _~  i 7~,...~,~ ~ = m 1. 

Wri te  M for 7~n~.. e,. �9 7~,  in bo th  cases M=H,1. I f  M is empty ,  then  it is immedia te  

t ha t  1~7~ k is not  g-reduced. I f  M is non-empty ,  then,  by  the a rgument  of (a), M is 

no t  g-reduced whence I~Z~ k is not  :c-reduced. 

The a rgument  for {sox, t, k, qK~} is vir tual ly identical. 

SOLUTION 2. The word problem/or H 2 is solvable. 

Proo/. L=H~I if and only if L=aol and  G O has solvable word problem. 

S o L U T I 0 N 3. For any L, stlc[L] is recursively computable (stk-reduction w.r.t. (H~, F(x))). 

Proo[. B y  Lemma 1.1 of [7], we need to be able to solve (?J)(3Te)J=T~ in F(x) 

and  (?J) "Is J a word on x". But  these are both  solvable. 

SOLUTIOZe 4. (?L)(3Ce)L=~,C~ is solvable. 

Proo/. (3C~)L=H,C, if and  only if ark[L] =mC* where C* is st/c-parallel to  stk[L]. The 

result follows since ark[L] is recursively computable  and  H 2 has a solvable word problem. 

SOLUTrO~ 5. For any D, q[D] is recursively computable (q-reduction w.r.t. (H1, H2) ). 

Proo/. We need to solve (?L)L =~, 1; bu t  this is solvable. 

SOLVTIO~ 6. (?D)(3P~,t)D=H,P~.~ e= ++_1 is solvable. 

Proo/. The a rgument  for e = 1 is dual  to t ha t  for e = - l .  Now (3P-1 . i )D =H,P  1. ~ if 

and  only if (3P-1. ~)q[D] =H~P_I. ~. So it suffices to consider D g-reduced w.r.t. (H1, H~). 

We proceed by  induct ion w.r.t, lq(D). Let  lq(D)=O; then  D=H,P-I.~ if and  only if 

D=H,g[P-I.~]. Since g[P-l.~] is g-reduced, it mus t  be g-flee. Thus (3PI.~)D=H1PI.i  if 

and only if (3C_I)D=H1C_ 1. The result  follows by  Lemma 3 of [9] and Solution 4. Le t  

lq(D) >0;  write D as D'q'L where L is g-flee. The a rgument  for ~ = - 1  is dual to the  argu- 

ment  for ~ ~ 1. So suppose ~7 = 1; by  the inductive hypothesis  and  Solution 4, we can deter- 

mine whether  or not  (i) (3 C_I)L=H,C_I and  (ii) (3P_I.~)D'F~-I=~P_I.f both  hold. We 

claim tha t  (~P-1. ~)D =H,P-1. l if and only if (i) and  (ii) hold. 
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Suppose D=tt~P_l.i; then D=~,a[P_I.~].  Now ~[P-l.~] must be q-reduced w.r.t. 

(HI, H2) whence by  GL l, ~[P-l . t]  is P*_I.~FiqC_I. But then L=n,C_ 1 and D'  =u,P*_i.t_~i. 

The converse argument  is trivial. 

THEOREM 1. Let U and V be any two words o/G o. Then (3 W) W-1U W = o, V if and only 

i / ( aW)  W-le{U} W=a,e{V} where r-contraction is w.r.t. (G o, H1). 

Proo]. This follows from GL 2 and Lemma 17. 

L ~ A  18. (i) CondlLs(H, G a, {t, k}) ho/ds. (ii) CondlzB(G0, H, q)/mlJs. 

Proo/. (i) This is trivial. (ii) I t  is easy to see tha t  {A,} and {B,} are sets of free genera- 

tors. 

LEMMA 19. CondsL,(H, H2, rt) holds. 

Proo/. The argument  of par t  (iii) (a) of Lemma 17 shows tha t  (sbx', t, k} is a set of 

free generators. 

TH]~OREM 2. Let q-contraction be w.r.t. (Go, H) and r-contraction w.r.t. (Go, H1) and 

let U and V be any two words o/G o. Then 

(i) (3W)W -1 UWmG, V i /and  only i/ (]W) W-xq(U}W=aoq(V}; 

(ii) i / U is r-contracted, then q(U} is r-contracted. 

Proo]. (i) This follows from GL 2 and Lemma 18. (ii) I t  suffices to consider the case in 

which q(U} is a primitive q-contraction of U; the general argument  is completed by  induc- 

tion. Four possible subeases occur. These are 

(1) U is UIq-IXqU~ with X =H A, q{U} is Ula[B ] U~; 
(2) the dual of (1); 

(3) U is X2qUoq-lXx with X 1 X  2 =zA,  q{U) is a[B] U0; 

(4) the dual of (3). 

We shall give the argument  required for (1); the others are similar. So suppose q{U) 

is not r-contracted. We must  consider the possible ways in which this could occur. I t  is 

clear tha t  the appropriate r:~Dr~ does not lie wholly within U 1 or within U2 nor can it 

begin in U~ and terminate in U 1. Moreover, ~[B] is r-reduced w.r.t. (O0, HI). The first 

possibility remaining is tha t  U x is U~r[~D and a[B] is (K,ri)~B ' where D is r-free and 

DKi =H, P1. t or D =n,P_I . ,  according as e = +__ 1. We shall examine the case when ~ = 1 in 

detail. 

Now a[A] must  be r iF ,A '  where A ' ~ B ' .  Since X must  be r-reduced w.r.t. (Go, HI), 

it follows tha t  X is r-reduced w.r.t. (H, H2). The latter is also true of a [A]  and since 

X=na[A],  it follows tha t  X is L r tX '  where L is r-free. Furthermore we obtain 
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(3 C1)L =H, C1. Thus Dq-IL = H,P 1.t Ki -1 q-1 C1 which is impossible. A similar contradiction 

is obtained when ~ = - 1 .  

The second possibility is tha t  g[B] is B'(K~ri) -~ and U S is Dr~ U~ where D is r-free and 

D =H~PL ~ or K [  1D =H,P_L ~ acccording as e - - _  1. This case is dealt with in the same way 

as the first. :Finally it is possible tha t  U 1 is Ulr jDI ,  a[B] is r-free and U2 is D~r~ U~ with 

DI~[B]D2=H,P~.~. But if ~[B] is r-free, then a[B] is 1. Hence a[A] is 1 whence X=H,1. 

Then  Diq-IXqD2=H~DID~ =H~P~. ~ which is impossible. 

SOLUTION 7. (?X) (3 A ) X  =HA and (?X) (3B) X =HB are recursively solvable. 

Proo]. Defining r-reduction w.r.t. (H, H~) we can recursively compute fiX]. Let  A* 

be r-parallel to r[X]. We claim tha t  (3A)X =H A if and only if r[X] =HAL To prove this it 

suffices to remark tha t  if X =HA, then a[A] is A*. Since CondjLB(G0, H, q) holds, H has a 

solvable word problem and the result follows. 

THEOREM 3. Let tic-, q- and r-contraction be defined w.r.t. (Go, G~), (G o, H) and (Go, H1) 
respectively. Also let U and V be any two words o] G o. Then (i) (3W) W-1UW=ao V i] and 

only i / (3W) W-irk(U} W =o, tic ( V }; (ii) i / U  is q- and r-contracted, then tic(U} is also q- and 

r-contracted. 

Proo/. (i) This follows from GL 2 and Lemmas 11 and 12. (ii) The argument  required 

is similar to tha t  given for par t  (ii) of Theorem 2. 

Call a word U normal if U is t/c-, q- and r-contracted. 

REDUCTION II .  (?U, V)(3W)W-1UW=ooV ,(?U, Vnormal)(3W)W-1UW=ooV. 

Proo/. This follows from GL 7, Theorems 1, 2 and 3, and Lemma 11, Solution 6 and 

Solution 7. 

Call a word U q-regular if U is normal and has q-1 as its final symbol. 

REDUCTION I I L  (?U, V normal)(3W)W-1UW=GoV , (?U,V q-regular)(3A) 

A-1UA =a0 V and (?Y, Z normal)(3W) W-1yw=o~ 

Proo/. Let 01 and O 3 be the two oracles which solve the lat ter  problems. Given U and 

V normal, by  GL 3, if they are not q-circumparallel then they are not conjugate. So we 

need only consider pairs U, V which are q-cireumparallel. I f  U and V are q-free then we 

apply immediately to 03 which will provide the appropriate answer. 

Now we need consider only those pairs U, V which are not q-free. Let  ((U~, Vi)} be 

a listing of all possible pairs such tha t  U~ and V~ are q-regular cyclic permutat ions of U 

and V respectively. Also let ((Uk, Vk)} be a listing of all possible pairs Uk and Vk such tha t  
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Uk and Vk are cyclic permutations of U and V respectively which terminate in q. Each 

listing is certainly finite. We can use 01 on each pair (U s, Vt) to determine whether or not 

(~A)A-1Us A =G~ Vs. But it follows from GL 6 that  we can also use 01 to determine for 

each pair (Uk, V~) whether or not (:IB)B-1U~B=c, V~ (for if U~q is normal then U~-lq -1 

is also normal). By GL 3, a negative answer to all of these problems means that U and V 

are not conjugate. But also a positive answer to any single one means that  U and V are 

conjugate. 

w 3. Define Conj(U, V, W, E*, E, p) to mean that  V is a right conjugate of U w.r.t. 

(E*, E, p) by W. Call a word U standard if it is q-regular and not r-free. 

REDUCTION IV. (?U, V q-regular)(3A)A-1UA=a.V , (?U,  V standard) (~tA) 

Conj (U, V, A, Go, H1, r) and (?D, E q-regular)(3A)A-1DA =GoE 

Proo/. I t  follows from GL 3 that  if U and V are conjugate, then either both are r-free 

or both contain r-symbols. If  both are r-free we apply to the oracle for the second problem 

listed above. If  U and V both contain r-symbols, the sufficiency of the oracle for the first 

problem follows from GL 4, GL 5 and the fact that  if A is a-reduced, then A is r-reduced 

w.r.t. (Go, H1)- 

In  this section we concentrate on the problem (?D, E q-regular)(3A)A-1DA=aoE. 

Let D have the form Llq~'L2q ~' ... Lmqe'; we call L1, L2, ..., Lm the q-/actors of D. We say 

D is/actor reduced if each L~ is stk-reduced w.r.t. (H2, F(x)). Also we say 

(1) Lu is of type ar if eu-1 = - 1, eu = 1; 

(2) L~ is of type fl if eu-1 =1, eu= - 1 ;  

(3) Lu is of type ? if eu- l= - 1 ,  e~= - 1 ;  

(4) Lu is of type (~ if eu-1 = 1, eu = 1 

(where we consider em to be e1_1). 

Lv.~MA 20. (?D, E q-regular)(3A)A-1DA=a,E---->(?D, E q-regular, ]actor reduced) 

(3A)A-1DA =a~ 

Proo/. Computation of stk[L] is a reeursive process. 

For the remainder of this section we shall always assume that  D and E are factor 

reduced. 

L v . ~ A  21. Let D and E be q-reduced w.r.t. (G O , H) and suppose that D is 

Llq~,L2 q~S... Lm q~,~ and that E is Mlq~'M2q~s... Mn q~". 1] D =m E, then m = n, e~ = ~u 

and Lu=mMu, u= 1, 2 . . . . .  m. 
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Proo[. D and  E must  in fact  be q-reduced w.r.t. (H1, H~). The result  follows by  an  

obvious inductive a rgumen t  using q as stable letter w.r.t. (HI, H~). 

L E ~ M i  22. Let D and E be q-regular and q-parallel with q-]actors L~, L~ ..... Ln and 

M1, M~, ..., Mn respectively. I / A - 1 D A = ~ , E  and A ~  B, then 

(~) A-~L~A=HM~ or (fl) B-~L~B=HM~ 

or (7) A- ILuB=HM~ or (~) B-~L~A=HM~ 

according as L~ and M~ are both o/type ~, fl, F or ~. 

Proo/. We proceed by  induct ion w.r.t, l~(A). I f  lr(A) = 0, then  D = c. E whence D =H, E. 

The result  is immediate  by  L e m m a  21. So suppose Ir(A ) >0;  if A is no t  ~-reduced then  we 

can replace A by  r162 and the result  is immediate  f rom the inductive hypothesis.  Assume 

then  tha t  A is ~-reduced and write A as A~A'. We give a detailed a rgument  only for the 

case when ~ = 1. 

Now A-~DA is A'-~F~r~Dr~_V~A'=~o E and hence (::IPIj)D=H, PI.~ since E is 

r-free. Since a[P~.~] mus t  be q-reduced, a[P~.~] is q-parallel to  D. Thus ~[PI.~] is 

C(tl)(qK~)~l... (qK~)~n-IC(t~)Kr, lq-~C(~ ~+~). But  it follows immediately tha t  C(~ ~+~) is 1 and  

hence by  Lemma 21 we have 

(O~) ~ ( u )  Lu=m~,l  or (fi) L~=H,K,C(lU)K~ 1 

or (7) L , =  g3(u) / ' r -  1 , ,~1  -~i or (O) L , =  H, J~-|r7 C(U)l 

as is appropriate.  The primitive r-reduction ~[A-1DA] is 

A , - I ~ - I / ~ ( 1 ) / ~  _~el 1, i "~-1~' ~ j  ... (F~q)~-IC(-~ q - IF; I  F~A '. 

Then ~[A-1DAJ=aoA'-ID1A ' where we write D 1 for 

_ ~ - 1 p ( 1 )  [ ~  ~ [ ~  . ~ e n _ l g - t ( n ) ~ - i  
V - l ~ •  t~// . . .  ~z' i~/] ~ J - 1  ~/ �9 

We want  to  show tha t  D 1 is q-regular. Certainly D1 is r -contracted since it is 

r-free. I f  D 1 is not  q-contracted, then either (~) for some u, (3A)F[1C(_~Pi=HA or 

(fl) for some u, (3B)C(~=HB.  I n  case (~), since F(1C(_~_V~ is r-free, A = ~ I .  Thus 

_ 1 = , 1  whence C(_~ is 1 (C(1 u) is par t  of a[Pl.l]). This gives L , = m l  which is impossible 

Case (fl) will yield the same contradication. 

Suppose tha t  D 1 is not  t/c-contracted w.r.t. (Go, G2). I t  is easy to  see tha t  the appro- 

priate subword t-~Ct ~ or k-~Ck~ must  lie within a q-factor. But  the occurrence of such a 

subword within a q-factor implies, after  a short  argument ,  t ha t  the q-factor is not  stk- 
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(o:) A'-~F-[~C(_~F~ A' = ~, M~ 

or ()~) A'- IFi~ ~C(-~B ' = H, Mu 

The l emma  now follows easily. 

reduced w.r.t. (H2, F(x)). But  C(1 ~) and  hence C(~I ) (for all u) are ~-reduced whence it 

follows tha t  C(_~, F~C(_Ul ) and  C(_~_P~ are all stk-reduced. This is contradic tory.  

We can thus  app ly  the  induct ive hypothesis  to D1 and E giving 

or (fl) B'-~C(_~B'=H,M~ 

or ((~) B'-aCL~F~A'=n,M~. 

For  any  word L, let m(L) be the n u m b e r  of occurrences of posit ive s-symbols  in L 

and  n(L) be the n u m b e r  of occurrences of negat ive  s-symbols  in L. Then  the s-signature 

of L is a ( L ) = r e ( L ) - n ( L ) .  For  example ,  if L is sisals3, then  m(L)=2 and n(L)= 1 whence 

a(L) = 1. 

L E ~ M A  23. Let Q be o:-reduced with s-signature a. Then (i) / /  x-nC~xm=~i, Ce then 

m= 2"n; (ii) i/x-nC_,xm=mC,, then m=2"n +e(2 ~+1- 2). 

Proo]. B y  induction on l~(Ct). 

LEMMA 24. (i) Let C~ be st]c-parallel to the positive word LF on the s-symbols. Then 

C~ =H,~Fx ~(2~ where c =I(~F). (ii) Let C~ be stk-parallel to ~-1 where ~F is a positive word on 

the s-symbols. Then C~=mx-~r~-l)ut e-l, where c=l(~F). 

Proo[. B y  induct ion on c. 

L E ~ M A  25. Let L and M be stk-reduced. Then (i) i / A  is a-reduced and A-1LB=~.M 

where A ~ B ,  then l~(A)<<.2; (ii) i/ A is ~-reduced and B-1LA=xM where A..~B, then 

I~(A) ~<2. 

Proo/. (i) We shall show t h a t  if A is ~-reduced and  l~(A) =3,  then  r[A-1LB] cannot  be 

r-free (r-reduction w.r.t. (H, H~)). The  result  follows f rom this. For  if A is ~-redueed and  

A-1LB =H M, t hen  r[A-1LB] mus t  be r-free. 

We consider all 8 possible values for A with I~(A)=3 and  A ~-reduced. These are 

(1) r~F~rjFjF;lr; 1, j~-k; 

(3) r iF,  F / - l~ l .F~l r i  1, i:~=~'; 

(5) _F; 'r; '_F~- ~rj- 'rk Fk, 14=Ir 

(7) r, F, rsF~rkRk; 

(2) r~FtF71r71rkFk, i:~j, j 4 k ;  

(4) F~lr[lrsFj_F~lr~l,i~:j, i~:1r 

(6) F~lrFlrjFjrkFk, i r  

(8) Ft- lr~- 1/~/- lr/- 1/~k ir~ 1. 

Cases (1), (2), (3) and  (4). I t  suffices to show t h a t  if A0 is riFiF~-lr] -1, i . j ,  t hen  

r[A~ILBo], where A 0 ~ B0, is not  r-free. Suppose it is; we shall follow through the computa -  

t ion of r[A6ILBo] and  obtain  a contradict ion.  
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Stage I. For the first primitive r-reduction to occur, it is necessary tha t  (3C(11))LK~ 
=H,C (1). Upon performing this first stage, we obtain the word rjFjF~-I~[C_!] rtO) -1K~-a. 

C_I)FjF~ ~[C-x] Stage II .  A second pair of r-symbols must  be eliminated. Hence (3 (2) - - - x  o) 

= H, C ~  whence it follows tha t  _Ft -1~[C~)1] =Ha_Ei 1 ~[C~].  Now both words in this last equa- 

tion are st/c-reduced and hence are st/c-parallel. Since F~ and F s are distinct, we must  

obtain either 
re(2) 1 (a) %F~[C(_I)I]=H.~L-lj or (h) o~[C(l_)]=H, kFo~[C(2_) ] 

where ~F is a non-empty,  positive word on the s-symbols. 

We examine (a) in detail. I t  is clear tha t  a[C~)l] must  have the form C*_I~[C(_D1] where 

C*-1 is st~c-parallel to ~F. Hence ~F=H,C*_I; but  by Lemma 24 C*l=H,~q/x -e~-l) where 

e=l(~F). This implies that  x-(2r whence x-(2~ in F(x). Since c+0 ,  this is a 

contradiction. The argument  for (b) is almost identical. We have thus disposed of (1), (2), 

(3) and (4). 

Cases (5) and (6). These are dealt with by  applying the argument  dual to that  given 

above to show tha t  if B 0 is ri-aK~lKjrj, then r[AotLBo], where A0~ B e, cannot be r-free. 

Case (7). We follow through the computation of r[A-1LB] in the same manner  as above. 

Stage I. (3 ~1~(1) J~ ~ir~ _- ~, ~1~(1) yielding as primitive r-reduction 

F ~  l rk  1Filr /-1.F~-I ~[C(_I)I] KtrlKk rk.  

C (2) yielding as r - r e d u c t i o n  l ~ k l r k l F / - 1  a[C(-2~] Kkrk. Stage II. (:~ Cca~))F[lo~[C~]Kj=., 1 

Stage HI .  ( ~ / " ( a ) ~ - l - r O ( 2 ) l  /'~ -- p(S) t.l 1 ]x'] ~.[~-lj~x/v--H~t~l must  hold. From this we obtain 

~/-1  ~[C(2)1] = Ha ~[C13) ] K -1. 

These last are both st/c-reduced and hence are st/c-parallel. Thus/V/-la[c(_2)] must  have 

the form FilC'IC*_I where C*_ x is st/c-parallel to K ;  1. Hence by  Lemma 24 

F~-i a[c~]=H~F]-aC'_~x2a-IK~ 1, where d=l(K~). 

But also from Stage I I I  we see tha t  a[C(lS)]K; 1 must  be C[C~K~ 1 where C I ' C ' I  
and C[ is st/c parallel to /~-1. This gives a[C(~3)]K;~=mF~lx2~ where c=l(F~). 
Then x-(~~ whence 2 a -  1 = 2"(2 c -  1)+ (2 ~  2) where a =  a(C~). 

Since c~=0 and d~O, a(C~)=O and thus a ( a [ C f f ~ ] ) = - d  and a(a[C~a)])=c. A similar 

analysis from Stage I I  gives a(a[C~)~])=-a and a(a[C(12)])=b where a=l(K~) and 

b= l(F,) and a r  0, b 4 0 .  But  this implies that  b = - d  which is impossible. 

Case (8). The argument required is the dual of tha t  for case (7). 

(ii) The proof is dual to that  for (i). 
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T H ~ O R E ~  4. Let D and E be q-regular and suppose A-~DA = a , E  with A a-reduced. I /  

D contain~ a q-/actor o/type 7 or type (~, then lr(A) <~2. 

Proo]. This is immediate  f rom Lemmas  22 and 25 since D and  E mus t  be q-parallel. 

Let  D be q-regular; call D q-alternating if D has no q-factors of type  7 or type  (~. 

L~MMA 26. Let L and M be stk-reduced and suppose a(L) 4=0. Then (i) i / A  is a-reduced 

and A-1LA ~-HM, then l~(A)<2; (ii) i/ B is a-reduced and B-1LB=M,  then lr(B)~2. 

Proo/. (i) We show, much  as in L e m m a  25, t ha t  if A is a-reduced and  l~(A)=3, then 

r[A-1LA] cannot  be r-free. 

Cases (1), (2), (3) and (4) (see L e m m a  25). We show t h a t  if A 0 is riF~F]-lr71, 

then  r[ASILAo) cannot  be r-free. We follow the computa t ion  of r[A~ILAo]. 

Stage I .  (~ C(ll))L = m C(~ 1) yielding as r-reduction the  word rjFjF[la[C(-1)~]F~F] -~ r~ 1. 

Stage I I .  (]C~)~)F~F~-~a[C~)lJF, F[~=m C~) ~ which implies tha t  _Fj-~a[C(_l)l]_~,= m 

_Ffla[C~)I]_Fj. Bo th  these last are stk-reduced words and so they  mus t  be stk-parallel. 

Hence either (a) ~F~[C(_I)~] ~F- 1 = m a[ C~)1] or (b) a[c(_l)~] = n, ~Fa[C~)~] ~F -x where ~F is non- 

e m p t y  (i~=~ implies tha t  F~ is dis t inct  f rom F~). We examine (a) in detail. 

Now a [ C ~ ]  mus t  have the form C*_~a[C~)I]C*_~ ~ with C*I=H,~Z'X -(~'-~) where 

c = l(~F). Then a[C~)l] = m x-  (z~ 1)a[C(1)l] x~O- 1 whence 2 c - 1 = 2"(2 ~ - 1 ) where a = a(a[C(-1)~]). 

Hence a(a[c(_l~])= 0. Since L is stk-parallel to  a[C(l~)], we have a ( L ) =  0 which is im- 

possible. Case (b) is similar. 

Cases (6) and  (7). We show t h a t  if A o is r~F~ryF~, then  r[A~ILAo] cannot  be 

r-free. We proceed as before. 

Stage I, (3 C(~ 1)) L = m C(11). 

Stage I I .  (2) - - 1  (1 )  - -  ( 2 )  p*~rp(1)l ~ , -1  with C* = m (3C1)F~ a[O_l]F~=mC1 . Hence a[C(1 ~)] is ~1~t~1 a~l  

~c- l_r~a) l~-(2c-1)_ _rc,~l)l Using par t  (ii) F~-lx ~c-1, where c=l(F~)40.  This gives , ~t~l j.~ - -Hz~ l .~J -1 / .  

of Lemma 23, we again obtain a ( L ) =  0 which is contradictory.  

Cases (5) and (8). The a rgument  required is a slight variat ion of those a l ready used. 

THEOREM 5. Let D and E be q-regular, q-alternating and suppose A-1DA =aoE where 

A is a-reduced. I] D or E has a q-/actor whose s-signature is non-zero, then l~(A) <<.2. 

Proo]. D and  E must  be q-parallel; the result  follows from Lemmas  22 and  26. 

Let  L be a ny  r-free, q-free word and let ~q[L] be the s-projection of L. Then there is a 
e t + I  

sequence $1, S 2 ..... S n of words on thes-symbols  such tha t  (i) S O is 1, (ii) Si+ 1 is S~sv~+I and 

(iii) Sn is Jq[L]. 
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Le t  a,=a(S, ) ;  call (%, a~ . . . . .  a=) the  s-distribution of L. Let  v ( L ) = -  min0<~<n {a,} 

and  call v(L) the  s-index of L. 

L]~MMA 27. Let L be ~k-reduced with s-signature ~y and s-index v. Then x - ~ L x  ~+~ =~,L.  

Proo]. B y  induction on Ist~(L ). 

L~MMA 28. Let C~ be stk.reduced with s-signature a = 0  and s-index v. Then 

x-~'C~x ~" = . ,  C~. 

Proo]. F r o m  L e m m a  27. 

LEMMA 29. Let L be stk-reduced and have s-index v. I / x -nLx '~=H,L ,  then 2"In. 

Proo/. By induct ion on l~tk(L). 

LV.MMA 30. Let C~ be stk-redueed with s-index v and s-signature a = 0 .  I]  x-~C~x ~ =H, Q ,  

then 2 ~ [ m. 

Proo/. F r o m  L e m m a  29. 

LEMMA 31. For any C1, x2C_lX-Z=H, C1. 

Proo/. We remark  t ha t  (i) x2 t ' x -2=mln  and x2knx-~=n, kn; (ii)X2SbX-lX-2=H, 

sb X4X - 3 = H~ Sb X; (iii) X2XS~lX - 2 = ~ X3X-*S; 1 = H, x - l sb  1. 

The proof is by  an  obvious induction.  

LEMMA 32. Let L and M be stk.reduced and suppose (~(L) = 0  and v(L) >0.  Then (i) i] A 

is :~-reduced and A - 1 L A  =HM,  then IT(A)<2; (ii) i] B is o~-reduced and B - 1 L B = H  M ,  then 

IT(B) < 2. 

Proo/. (i) We proceed much  as in L e m m a  26. 

Cases (1), (2), (3), and  (4). The  a rgumen t  is identical  down to the  equat ion 

~[C~)l]=mx-(2c-1)~[C~]x 2~'--1 of case (a). F r o m  this we conclude t h a t  2~[2 c -  1 where 

v=v(ot[C~]).  Hence v(~[C(_l)l] ) = 0 .  B u t  (1) L = m ~[C+1] whence v(L) = O. 

In  case (b) we obta in  v(a [C~]] )=0 .  Now ~[C~)I] is stk-parallel t o  lt2~[C(_2)I]/F -1 

and  so v(a[C~)l]= 0 whence v (L)=  0. I n  bo th  cases (a) and  (b) we thus  obta in  con- 

t radict ions.  

Cases (6) and  (7). Arguing as in L e m m a  26, we obta in  the equat ion  

2 c 1 (1) (2 c 1) (1) 
X - 0~[C 1 i x -  = H 2 0 ~ [ C _ 1 ] .  

Hence,  b y  L e m m a  31, x2~176 From this we get  2"12c+ 1 where 
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v=v(:t[C(11)]). Bu t  this means  t h a t  v =  0 whence it  follows t h a t  v(L)=O which is con- 

t rad ic tory .  

Cases (5) and  (8). The a rgumen t  required is similar to t h a t  for cases (6) and  (7). 

(ii) This is p roved  dual ly  to  (i). 

THEOREM 6. Let D and E be q-regular and q-alternating and suppose A-IDA = a , E  

with A :t-reduced. I/  either D or E has a q./actor with s-signature a =0 and s-index v > O, 

then lr(A) <2 .  

Proo/. This is immedia te  f rom L e m m a s  22 and  32. 

LEMMA 33. I / L  is stk-reduced with a ( L ) = 0  and v (L)=0 ,  then (3C1)L=H, C 1 i/ and 

only i/ (3C_I)L=n,C_ 1. 

Proo/. L =n,C 1 if and  only if L =H,:t[CI]. Now :t[C1] mus t  be stk-parallel to L whence 

a(:t[C1] ) = 0  and  v(a[C1])=0.  Hence  x2:t[C_,]x-2=m:t[C1] and x2:t[C_l]X-2=n,:t[C_l]. The 

l e m m a  now follows. 

I n  the  case when a ( L ) = 0  and  v(L)=0 the  two conditions (3C1)L=H, C1 and  (3C_1) 

L =H, C-1 are thus  equivalent .  We therefore  write (3C,)L =H,C, for these and  in te rpre t  e 

as 1 or - 1  as we wish. 

LEMMA 34. Let L and M be stk-reduced and suppose (1) a(L)=O; ( 2 ) v ( L ) = O ;  

(3) ~ [2 C~)L =..C~]. 
(i) I] A is :t.reduced and A-1LA =HM, then lr(A) <3. 

(ii) I / B  is :t-reduced and B-1LB=nM, then lr(B) <3. 

Proo/. (i) Once again we examine  the computa t ion  of r[A-1LA]. We claim t h a t  A 

mus t  be F[lr~-IA'; for suppose not.  Then  (3C1)L=H,C 1 which contradic ts  (3). Thus  A is 

_F:dlr:~IA' whence (3Cx)F~LF:,-I=mC1 and  A'-I:t[C1]A'=H M. I f  we can prove  t h a t  

a(: t[C1])=0 and  v(:t[C1])>0 , t hen  the l emma  follows f rom L e m m a  32. Since L=n,  

_Fi-l:t[C 1]_F,, it is clear t h a t  a(x[C1])=0.  Suppose t ha t  v(:t[C1])=0; then  x-l:t[C1]x=n, 

:t[C 1] whence x-(2~ 2~-1 =H,:t[C1] where c= l(Ft). I f  C*_ 1 is stk-parallel to ~ 1 ,  

then  it follows t h a t  C*_I:t[CI]C*_I I=H,L which contradicts  (3). 

(ii) This is dual  to (i). 

THEOREM 7. Let D and E be q-regular and q-alternating and suppose that A-IDA = a , E  

where A is :t-reduced. I/  either D or E has a q-/actor L such that a(L)=0, v(L)=0 and 

,,~[(3C~)L=n,C~], then I~(A)<3. 

Proo/. This is immedia te  f rom L e m m a s  22 and  34. 
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Call a word D symmetric if D is q-regular and q-alternating and every q-factor Lu of D 

satisfies the conditions (1) L ,  is stk-reduced, (2) (r(L~) = 0, (3) v(Lu) = 0 and (4) (3 C~)L~ =n, Cv 

If D is symmetric with n q-factors,(1) a representation of D is an (n+2)-tuple (A, II, X~) 

where X~ is an r-free, q-flee word such that  

(i) if u is odd (i.e. L~ is of type ~), then L~ =H,A-1X~A and ~-IXuA is stk-reduced; 

(ii) if u is even (i.e. L u is of type/6), then L~ =H,[IXu[1-1 and IIX~I1-1 is stk-reduced; 

(iii) for every u, v(X~)=O. 

A representation (A, II, X~) of a symmetric word D is called maximal if for every 

other representation (~, (I), Yu) there exist words 0 and ~ (depending on (~, (I), Yu)) 

such that  A is 0s and II is (I)~F. 

L ~ M A  35. I] (A, H, X~) is a representation o] a symmetric word D, then/or every u 

(~(X~) =0 and (3 C~)Xu =H~ C~. 

Proo/. I t  is obvious that  a(X~) = 0 for all u. Suppose that  u is odd; t h e n / ~ - I X ~  =~,L u 

whence (3C~)A-1X~/~=H, Cv Since a[C~] and /~-IX~/~ must be st/c-parallel, a[C~] =H, 

/ ~ - l x ~ ( 2 c - 1 ) C ~ x - e { 2 c - 1 ) f l k  where c=/(A). Hence Xu=H.Xe(2c-1)C*ex -~(2.-1). Clearly a(C*)=0 

* --8 * * and v(C~ :) =0  whence x~C~ x =mC~. Thus Xu =n,C~. 

A similar argument applies when u is even. 

Let  L be any word of H 2. If L is ~trx~sb L', then ~s~x2~L ' is a primitive ix-reduction of L. 

Also if L is L's~lx~Ut r-l, then L'x2~s~1u12-1 is a primitive ix-reduction of L. We adopt the usual 

collectio:a of definitions derived from that  of a primitive reduction. In particular ~t[L] 

is the word obtained from L by computing ix-reductions for as long as possible (say always 

operating on a positive s-symbol in preference to a negative s-symbol). Then we can effec- 

tively compute ix[L]. Intuitively ix[L] is obtained by pushing to the left end as many posi- 

tive s-symbols as possible and to the right end as many negative s-symbols as possible. 

LE]CIMA 36. I / L  is stk-reduced, then fi[L] is stk-reduced and L = n, fi[L]. 

Proo/. By an obvious induction. 

LE~MA 37. Let D be symmetric. Then there is a recursive procedure to compute a maximal 

represenfation o/ D. 

Proo/. Let D have q-factors L1, L 2 ..... Ln. Compute IX[L1], IX[L~], ..., ix[Ln]. According 

as u is odd or even, write ix[Lu] as/~_11 YuAu or IIu_ 1 YurtS, 1 whele Yu does not begin with 

a positive s-symbol nor end with a negative s-symbol. (Thus /~11 or H~-I is the longest 

(1) S ince  D is q - a l t e r n a t i n g ,  n m u s t  in  f a c t  be  e v e n .  
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initial subword of/~[L~] which consists entirely of positive s-symbols.) Call (A, II) a repre- 

sentative pair if for each u, there exist words ~l~ and (I)~ such that  

(i) A~ is ~uA and H~ is Hq)~; 

{ii) V(~u}l Y ~ u )  --0 if u is odd and v((~-i  Y~(I)~, 1) =0  if u is even. 

Since D is symmetric, taking A to be 1 and II to be 1, we see that  there exist repre- 

sentative pairs. The collection {(Au, II,)} is finite and so we can recursively determine a 

representative pair (A, II) such that  if (A', II') is any other representative pair, then 

/(A) +/(II)  >/(A') +/(I] ') .  

Let  (A, II) be this maximal representative pair. Let  X~ be ~1_ t Yu~,  if u is odd and 

be q)~_, Y~(1)~ 1 if u is even, where ~ and d/)~ are the words satisfying (i) and (ii) determined 

by  (A, II). We claim that  (A, H, Xu) is a maximal representation of D. By Lemma 36 it is 

certainly a representation. 

Let  (~, (I), Z~) be any other representation. If u is odd, then ~ - ~ X u ~ = m ~ - l Z ~  

and if u is even, then IIX~I] -1 =H,q)Z~)-I. For each odd u,/~- 'Xu/~ and ~ - ~ Z ~  must be 

stlc-parallel. Therefore either (a) A is @~'l for some ~ or (b) ~ is OA for some ~). We want 

to show that  if (b) holds, then ~ is 1. Suppose not; then X~=~,O-~ZuO for every odd u. 

Hence, for each odd u, X~ and O-1Z~) are stIc-parallel, i.e. ~ 1 1  y ~  and ~-lZu O are stk- 

parallel. From the definition of Yu it is clear that  (OA, FI) is a representative pair. This 

contradicts the maximality of (A, II). We thus conclude that  A is @gl for some ~). In a 

similar way we see that  II is (I)~F for some uF. 

LWMMA 38. Let D be a symmetric word with maximal representation (A, H, Xu), 

u=  1 2 . . . .  ,n  and let Pl,t be f~(1)_/E f~(2)/z-ln-1 n/2-f[(n)w-1.-1 , ' J 1  t / l X I ~ l  1~'i  t /  . . .  t/.Lx|,..~ 1 ~x  t , /  . Also let D 1 be Ff'C('_)I 
F i  f , ( 2 )  - . q~- 1 q- 'F[  1.. -~t qC(2)l q- 1. I /  P,. ~ is o~-reduced and D = H, PI.,, then 1~ Xr~-lDr~ P~ = c~ D1 

and D 1 is symmetric. Moreover, there exists a word ]I1 such II is K i HI and (AFt, 

Hi, Xu) is a maximal representation of D 1. 

Proof. I t  is clear that  F~lr~lDr~Fi=coD1. Part  of the proof of Lemma 22 shows 

exactly tha t  D 1 must be q-regular. Obviously D 1 is q-alternating. 

Let  M~ be F~-IC~_~ or C(_~ according as u is odd or even. We must verify tha t  for 

each u, (1) M~ is st]c-reduced, (2) G(M~)=O, (3) v(M~)=O and (4) (3C~)M~=H,C~. Let u 

be odd; each C(1 u) is ~-reduced and if L~ is the corresponding q-factor of D, then Lu = H~ C(1 u). 

From this (1), (2) and (3) are readily verified and (4) also follows easily since x-lC(_~x =~, 

C(_U~ whence F71x-(~~ where c=l(Fi).  If u is even, then (l), (2) and 

(4) are immediate. To prove (3) it suffices to prove that  there exists II 1 such that  II is K~II 1. 
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For we know tha t  for each u, HX~I I  - l = m L ~  =mK~C(lU)K~ 1 and v(Xu) =0.  Now liXuI1-1 
and ~ ,(u)/2"-1 - ~  ~1 ~ must  be stk-parallel. We must  show tha t  it is impossible tha t  K~ is YI~I 1 

with II  1 distinct from 1. Therefore suppose this occurs; then for each u, Xu =m 1I1C(lU)II11. 

By Lemma 35, (3C~)Xu=mC'~. Hence, if c = l ( ~ I 1 )  , Xu=zt~lilX2"-lC(lU)X-(2"-l)[I11 whence 

it follows that  v(C(~ ~)) =0.  

Let Yu be Xu if n is odd and C(1 u) if u is even. Then (A, Kt, Yu) is a representation of D. 

This contradicts the maximali ty  of (A, II,  X~). Hence II  must  be K i l I  1 whence v(C(_~)=0. 

In  bhe process we have also proved our second assertion. I t  remains to verify tha t  

(AFt, l i , ,  Xu) is a maximal representation. I t  is easy to show that  for every u, a(C(~ ~)) = 0  

and v(C !u)) = 0  whence ~ ( u )  ~(u) Using this last fact, it may  be readily be shown that  ., u--I --H ~Jl . 

(AFt, lit, Xu) is a representation. Suppose tha t  (~, (I), Yu) is a maximal representation. 

Then Y2 is (9AF~ and (I) is l i l tF.  We want  to show that  (9 is 1 and tF is 1. Assume tha t  O 

is distirct  from 1; if u is odd, then ~ - l y ~  =H, pi-17k-IX~A~ whence A-I"O-1YuOA =u, 

~-IX~A.  Let  Z~ be Yu if u is odd and X~ if u is even. Then ((gA, II,  Z~) is a representa- 

tion of D. This is impossible. In  a similar way we can prove tha t  tF is 1. 

Let  A be given; we can associate with A, in a natural  way, a sequence of operations 

of ~ , .  The association is defined as follows: 

(1) if A is 1, the corresponding sequence is empty;  

(2) if A is r~F~A', the corresponding sequence consists of qK~-~F~q followed by  the 

sequence defined by A'; 

(3) if A is F?lr~-lA' ,  the corresponding sequence consists of F~q->qK~ followed by  

the sequence defined by  A'.  

A word A is called pro@inducing if there exist words AqII and ~q(I) of ~ ,  such tha t  

AqH can be transformed into ~q(P by  the sequence of operations defined by  A. In  such 

circumstances we shall say tha t  A specifies a proof that  AqH = ~, ~2q(I). 

TlZ:~OREM 8. Let D and E be q-parallel and symmetric words with maximal representa- 

tions (A, II, X~) and (~2, ~, Y~) respectively. I / A  is o~-reduced, then A-1DA =a,E i/ and 

only i / A  speci]ies a proo/ that AqII =~,f~qr and,/or each u, X~=m Y ~. 

Pro@ Suppose that  A-1DA =aoE; we proceed by induction w.r.t, lr(A). I f  It(A)=0, 

then D := a, E whence it follows tha t  (~, (I), Y~) is a representation for D and (A, II,  X~) 

is a representation for E. This implies that  A is ~ ,  H is (I) and tha t  X u =H, Yu. 

Let lr(A) > 0  and suppose tha t  A is rl_F,A'. Then (3P1. t) D =raP1. ~. I f  D is LlqL2q -1 ... 

qLnq -1, then a[Pl.~] must  be ~l~(1)"~iVlP(~)zr-l~ ~"-1... qK~C(ln)K~lq -1. This means tha t  the 

l 0 -  692905 Acta mathematica 122. I m p r i m ~  le 21 m a r s  1969 
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hypotheses of Lemma 38 are satisfied by  D and a[P1, t]- With D 1 as in Lemma 38, we have 

~lr:zl DriF ~ = a0 D1 and A'-ID 1A' = ao E. Since D 1 has maximal representation (AFt, Hi, 

X~), by  the inductive hypothesis A' specifies a proof tha t  AF~qII 1 =~.ff2qr and, for each 

u, Xu=H,Y~. But  AqII is AqK~III whence it follows tha t  A specifies a proof tha t  

AqII = ~. ~q(I). 

I f  A is F~lr~IA', the argument  required is dual to the above (and employs the lemma, 

which we have left unstated, dual to Lemma 38). 

Conversely suppose tha t  A specifies a proof tha t  AqI] =~,~qq)  and tha t  Xu=H, Y~ 

for all u. Again we proceed by  induction w.r.t, l~(A). I f  l~(A) =0,  then A is ~ and I I  is (1) 

whence it follows tha t  D = ~, E. 

Let  l~(A) > 0 and suppose tha t  A is r~-FtA'. Then Aq[I is AqK~II 1 and is transformed to 

AF~qII 1. Moreover A' specifies a proof tha t  AF,qIIl=~.~qq). For each odd u, 

(:~Ce)5-1Xus with a(Ce)=0 and v(C~)=0, whence F~lr~15-1Xus 1/~-1 
X~/~_F i. For each even u, a (Xu)=0  and v(X~)=O and (I]C~)Xu=,,C ~. Hence (3C*) 

II1X~[I~ 1 =g,C* with a(C*)=0 and v(C*)=0 and this implies tha t  r~-lK~ -1 [IX~ II-1K~r~ 

=a~ Let  L~ be _F(I/~-IXu~F~ if u is odd and be YI1XJI~ ~ if u is even. I f  D 1 is 

L~ qL~ q-~ ... qL'n q-~, then D 1 is easily seen to be symmetric with maximal representa- 

tion (AFt, II1, X~). By  the hypothesis of induction, A'-~D~A ' =e~ Since F;lr~-IDr~F~ 

~~ D1, the theorem follows. 

The argument  for the case in which A is F;~ri-~A ' is dual to the above. 

REDUCTION V. (?D, E q-regular)(3A)A-1DA =c,E , (?AqII, ~q(P)AqII =z.flq(I). 

Proo/. Let D and E be given. I f  they are not q-parallel then they are not conjugate by  

a word A. So suppose they are q-parallel; by  Lemma 20 we may  assume tha t  they are 

factor-reduced. Also it is clear tha t  we need only consider whether or not there exists 

an a-reduced A which conjugates D into E. 

The content of Theorems 4-7 is tha t  if either D or E is not symmetric,  then there is 

an effectively computable upper bound (namely 3) on the number  of r-symbols occurring 

in any a-reduced A which conjugates D into E. Now (?L)(3 C~)L =H,C~ is recursively solv- 

able (see Solution 4) and hence there is a recursive prodedure to determine whether or 

not D and E are symmetric. I t  therefore follows tha t  if D or E is not symmetric,  then 

(?D, E q-regular)(3A)A-1DA=coE is reducible to the word problem for G o and is thus 

solvable. 

Now suppose tha t  D and E are symmetric.  By Lemma 37, we can recursively compute 

maximal representations (A, II ,  X~) and (~, (P, Yu) for D and E. By Theorem 8, 
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( 3 A ) A - 1 D A  =Oo E if and only if AqII  = ~,Y2q(I) and, for each u, X ~ =  m Y~. Since H 2 has a 

solvable word problem, this completes the logical reduction. 

(?AqVL (~2q(P) AqV[ - r,s 

v 

(?D, E q-regular) (3A)A ~DA = ooE 

(?U, V ~ r d )  (3A) Conj (U, V, .4, Go, H1, r) 

(?U, V q-regular) (~A)A H)A = a~ 

(? Y, Z normal) (31V) W-1Y W = G~ 

(3W)W-~UW= o,V (?U, V normal) I 

II ! 
(?U, V) (3W)W-~UW= o.V 

* Cont inued on D i a g r a m  C 

** Cont inued  on D i a g r a m  D 

Diagram B 

w 4. I n  this section we provide a recursive solution of (? U, V standard)(3 A)Conj  (U, V, 

A, G 0, HI,  r). For  brevi ty  we shall write Conj (U, V, A, r) ra ther  t han  Conj(U,  V, A, 

0 0 ,  H I ,  r ) .  

Let  U be a s tandard  word. I f  U is U l r ~ I D  and (3Pl . i ) [D=u,  P l . ~ K i l q  -1 and  

P1. ~K~-lq -1 is a-reduced], then the /irst z-reduction of U is Fi-lri  -1 U1P_I. ,q-1. I f  U is 

U l r i D  and  (3P- I .~ ) [D=H,P-L  ~q-1 and P - L  ~q- l~- I  is a-reduced], then  the first z-reduc- 

tion of U is r t F  ~ UjP1. tK~ lq  -1. I f  neither of the above is applicable, then the first z-reduc- 

t ion of U is to be U. We shall write Zl[U ] for the first z-reduction of U. The n-th z-reduction, 

z~[U], is zl[z~_l[U]]. Also let z0[U ] be U. (1) 

LE~ :~A 39. Let U be any standard word. Then ( i ) /oreveryn,  (3A) Conj (U, z,[ U], A ,  r); 

(ii) i] (3:~)(3A) Conj (z~[ U], V, A ,  r), then (3A)Conj (U,  V , A , r ) .  

Proof. Both  assertions follow, by  an inductive argument ,  f rom the definition of z~[U]. 

(1) The purpose of the definition of zn [U] is to break down the conjugation of U into V into 
el e2 e n stages. If  Conj (U, V, A, r) holds and A is A il A~. . .  A i~ then zk [U] is the word Obtained from U by 

el e2 e k conjugating by At~ A ~ . . .  A ~ .  Also we shall say that z 1 [U] is obtained trivially from U if z 1 [U]  is U .  
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L~MI~A 40. Let U be a standard word. For each n, zn[ U] is standard and q-parallel to U. 

Proo/. I t  suffices to verify the lemma when n = l .  We must  show firstly tha t  Zl[U ] 

is r-contracted, q-contracted and tk-contracted. Supposing the contrary leads routinely 

to a contradiction. By definition zl[U ] terminates in q-1 and thus is standard. The q-paral- 

lelism follows from the fact tha t  P1. ~K, lq -1 or P-1. iq - tF i  -1, as is appropriate,  is a-reduced. 

LV.MMA 41. Let U and V be standard words. Then (3A) Conj (U, V, A,  r ) i / andon ly  

i / (3n)(3A)[n<l~(A) ,  z~[U] is r-parallel to V and Conj (z~[U], V, A, r)]. 

Proo]. Suppose that  Conj (U, V, A, r) holds; let m=l,(A) .  Let  Rj be zr~[zr 

j = 0 ,  1, ..., m. From the definitions of z-reduction and Conj, it is clear tha t  if Rj is 

Rjri, then R j+ 1 is r, Rj. I f  m <I~(U), take n =m.  I f  m ~>l,(U), the collection of words {R j}, 

=0,  1 ..... l r (U)-  1, consists of all possible cyclic permutat ions of zr,[V]. This proves one 

half of the double implication. 

The converse is immediate from Lemma 39. 

I~.I)UCTION VI. (?U, V standard)(3A) Conj (U, V, A, r)---~(?U, V standard, 

r.parallel)(3A) Conj (U, V, A,  r) and (?D)(3P~.,)D=x,P~.,. 

Proo[. By Lemma 41, it suffices to show tha t  the problem of computing zn[U] is 

reducible to (?D)(3P~.~)D=mP~.t. In  one case we must  decide for a given q-reduced D 

of form D'q -1 whether or not D=H, P1. iKi-lq -1 with Pl.~Ki-lq -1 a-reduced. I t  is easy to 

see that  this occurs if and only if (3Pl. i)D=H, P1. ,. In  a similar way, UlriD will produce 

zl[U ] non-trivially if and only if (]P-1.  i) D-~i -1 =H~P-I,i" 

L~.MMA 42. Let W~ and We be two non-empty words. 1] W1 We coincides with W 2 W 1, 

then there exists a word W o such that W1 is W$' and W 2 is W'~' /or some natural numbers 

m 1 and me. 

Proo/. This lemma is proved by  Lyndon and Schutzenberger in [14]. 

L ~ x  43. Let W~ and W e be two non-empty words. I/ ,  /or some natural number m, 

(W1 We) m coincides with (We W~) "~, then there exists a word W o and natural numbers m 1 and 

m e such that W1 is W~' and We is W~'. 

Proo]. I f  (W 1 We) m coincides with (W~W1) '~, then WIW2 coincides with W2W1 and 

therefore Lemma 42 is applicable. 

Let  U be any  word and let R be the r-projection of U. A word R 0 is called an r-divisor 

of U if there existsla i~ositive integer m such tha t  R~ coincides with R. Clearly for any  word 

U, there is a unique r-divisor of U which is minimal in length. We shall call this unique 

r-divisor the minimal r-divisor of U and write R v for it. 
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L~MlvIA 44. Let U and V be standard, r-parallel words with (common) minimal r-divisor 

R v. I /Con j  (U, V, A, r) holds and 1,(A)<l(Ru) , then lr(A)=O. 

Pr~o/. Let ~r(A) be R~ 1. Then there must exist R~ such that  R e is R~R1. Suppose that  

I(R 1) 4: D; then r[A-1UA] must have r-projection R 1R~r-IR~ where R~ is z~(U). Since V 

and r[A-1UA] are r-parallel, (R~R1) m is (R 1R2) ~. By Lemma 43, the minimality of R U is 

contradicted. 

L]:M~A 45. Let U and V be standard, r-parallel words with minimal r-divisor R v and 

let Au ~ave r-projection Ru 1. I /Conj  (U, V, A, r) holds, then there exists a. natural number 

m such that A is A'~. 

Pr9o/. We proceed by induction w.r.t, l,(A). If  l~(A)=0, take m =0. If l~(A)>0, then 

it follows from Lemma 44 that  l~(A)>~l(Rv). We may thus write A as A'A" where l~(A*)= 

l(Ru) a:]d clearly ~r[A*] is R~ 1. Also if n* =lr(A*), then Conj (zn.[U], Y, A', r) must hold. 

We may therefore apply the inductive hypothesis to z~.[U] and V to obtain that  A' is 

A~" Then A is A~ '+1, 

L:~ M~A 46. Let U be standard with minimal r-divisor R v and r-projection R~, s>~ 1, 

and let zn[ U ] be r-parallel to U. I[ At: has r-projection R~ 1 and there exists m >>-s such that 

Conj (U, zn[U], A'~, r), then there exists an r-/tee, q-regular word D such that z~[U] is AvS D. 

Proo/. If n 1 =lr(U), then Conj (U, z,,[U], A~, r) must hold. I t  is clear from the de- 

finitions of z-reduction and Conj tha t  znl[U] has the form A~SD1, where D 1 is r-free. (D I is 

obtained by r-reducing, in a particular way, UASv.) If n~ =n I +lr(Av), then z,,[U] must have 

the form A~rSD2 where D~ is obtained by r-reducing A5SDIA~ (plus perhaps some can- 

eellation of inverse pairs of generating symbols). The lemma clearly follows by an induc- 

tive argument once we note that  since every zn[U] is standard, the appropriate D will be q- 

regular. 

LEMMA 47. Let V be standard and let A be such that r[Ag] is the q-/tee word E. Then 

E is q-regular. 

Prc,o/. I t  is easy to verify tha t  A V is q-contracted and t/c-contracted. The process of 

eomput:ing primitive r-reductions does not disturb q- and tk-eontraetedness (see part  (ii) 

of Theorem 2). Hence E is q- and tk-contraeted. Moreover, in the computation of r[A V] 

the final q-symbol of V clearly remains undisturbed and thus E is q-regular. 

L~MMA 48. Let A, D and E be such that A-SD and A-SE are standard. I/there exists 

m > 0  s~ch that Conj (A-SD, A-BE, A '~, r) holds, then A is r-contracted. 
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Proo/. If s > 1, A must be r-contracted since A-SD is r-reduced. So let s = l; since A 

must be r-reduced A will not be r-contracted only if A is of form ri_~iA'_~lr~ 1 or 

_F~lr:~lA'rtF~. Suppose the former occurs; since Conj (A-ID, A-1E, A m, r) holds with 

m > 0 ,  (3P1. t)D=~,P1, i. But this implies that  A-ID is not r-contracted which is a contra- 

diction. A similar argument holds for the second case. 

REDUCTION VII  (i). (?U, V standard, r-parallel) (3A) Conj (U, V,A,r)  , (?D,E, 

A, s; D, E q-regular, A r-contracted, s>~l)(3m>0) Conj (A-SD, A-BE, A m, r) and (?D) (3Pe.~) 

D =H,P~. t. 

Proo/. Let no=It(U); compute zk[U], k = l ,  2 ..... n 0 - 1  (we proved in Reduction VI 

that  the problem of doing this is reducible to (?D)(3P~.,)D=H,P~.,). By the solvability 

of the word problem we can determine whether or not there exists k in this range such that  

V =c.zk[U]. If  this is so, then certainly (3A) Conj (U, V, A, r) holds. If  this is not the case, 

then Conj (U, V, A, r) holds only if lr(A)>~no. 

Suppose then that  no k in the above range is such that  V = a0zk[U]. Compute z,._x[U]; 

if zn. [U] is obtained trivially from z,~ 1 [U], then it is clear that  there does not exist a 

word A such that  Conj (U, V, A, r) holds. So assume that  zn~ has been obtained non- 

trivially from z,,_l[U ]. In these circumstances, Z,o[U] must be r-parallel to U. If  R v and 

A v are defined as in Lemma 45, then z,.[U] must have the form A5SD where D is q- 

regular. By Lemma 39, it suffices to determine whether or not there exists A such that  

Conj (A ~8 D, V, A, r) holds. 

Since V and AuSD are r-parallel, if (3A) Conj (AbeD, V, A, r) holds, then there exist 

natural numbers m and n and a word D 1 such that  A is A'J, V=aoZ,[U] and zn[U] has the 

form A ~* D 1 with D 1 r-free. Compute r[ASv V]; if it is not r-free then (3 A) Conj (A b s D, V, A, r) 

fails. Thus we may assume that r[ASv] is the r-free word E. By Lemma 47, E is q-regular. 

To solve our problem it now suffices to determine of the words D, E and Au whether or not 

there exists m~>0 such that  Conj (AbSD, AbSE, A'~, r) holds. Since (3m~>0) Conj (Ab~D, 

A~*E, A~, r) if and only if (3m>0) Conj (AUSD, Av~E, A'~, r) or AvSD=a.A~SE, the 

logical reduction is almost complete. I t  remains only to show that  A v is in fact r-contracted. 

Since A b 8 E = a. V and V is standard, it follows that  A b s E is standard. Now apply Lemma 48. 

REDUCTION VII  (ii). 

(?D, E, A, s; D, E q-regular, A r-contracted, s>~l)(3m>0) Conl (A-SD, A-SE, A m, r) �9 

(?D, E, A; D, E q.regular, A r-contracted)(gm)A-mDAm=aoE. 

Proo/. The reduction is a consequence of the fact that  (3m>0)Conj  (A-~D, A-~E, 

A m, r) if and only if (3 m > 0) A-~DA m = ao E. This equivalence is easily verified. 
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(?D, E, A; D, E q.regular, A r.contracted) (3m >0)A-mDA = a.E 

VII 

!?U, g standard, r.parallel) (3A) Conj (U, V, A, G o, H,, r) 

(? U, V standard) (3A ) Coni ( U, V, A, Go, H~, r) 

Diagram C 

L~ MMA 49. Let A be proo/-inducing. Then there exist words 6), ~J~', A and =. such that 

(i) A st,ecifies a proo/ that Oq~F=~.AqZ; (ii) i / A  specifies a proo/ that AqII =~.~qq) ,  then 

there ex~;st words A* and II* such that A is A*6), II is UtZl-[*, ~ is A*A and r is ~II*. Moreover, 

there is �9 recursive procedure to compute 6), ~F, A and ~. /rom A. (1) 

Proo/. We proceed by  induct ion w.r.t, l,(A). I f  l~(A)=0, take 6), ~F, A and ~ to be 1. 

Suppose tha t  l~(A)>0 and  let A be A~A'. Then the first operat ion is qK~->F~q. Since A 

is proof.inducing, A'  must  be proof-inducing. Let  6)', u~y,, A '  and  ~,' be determined, accord- 

ing to the inductive hypothesis,  f rom A'. Now either l(F~)~l(6)') or l(F~)>l(6)'). I n  the 

former  case we claim tha t  there exists 6)" such tha t  6)' is 6)'F~. Since A is proof-inducing, 

there exist words AqH and f2q(I) such tha t  A specifies a proof t ha t  AqII =~.f2q(I). Then  

there e::ists l] 1 such tha t  II  is K~II 1 and A '  specifies a proof t ha t  AFiqIIl=~,f2q(b. B y  

the inductive hypothesis,  there exists a word A'* such tha t  AF t  is A'*@'. The existence of 

O" follows from this. Pa r t  (i) is then proved by  taking 6) to be 6) ' ,  iF to  be Kt~F ', A to be 

A '  and ~. to be ~.'. To prove pa r t  (ii), we take A* to be A'* and H* to be II '* where A'* 

and II  '~ correspond to A'  according to  the inductive hypothesis.  

I n  the case when l (Fi)>/(0') ,  it is easy to verify tha t  there exists 6)" such tha t  F~ 

is 6)'6)'. To prove (i), we take  | to  be 1, 1F to be K~t  ~', A to be O ' A '  and E to be ~ ' .  

To prove (ii), we take A* to be A'* and II* to be II '*. The whole computa t ion  is clearly 

reeursive. 

I f  A is A~IA  ', the a rgument  is similar. 

So :~uTIO~ 8. "(?A) Is  A proo/-inducing" ks reeursively solvable. 

Proo/. This is proved by  an  inductive a rgument  similar to the proof of Lemma 49. 

LE ~MA 50. Let A0qII 0 = z ,  AlqH 1 =~,  ... =z ,A~qI Im where each proo/that AsqII j = z ,  

Aj+lqHj+I is specified by a common /ixed word A. Let O, ~T', A and ~ be determined by 

A as per Lemma 49. Then 

(1) The essential content of the lemma is that common to every proof specified by A, there is a 
central core within which the operation rules are applied. 
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(i) i [ / (A)</ (O) ,  then m<-l(Ao); 

(ii) i / l (~)  </(~F), then m <~/(II0); 

(iii) i / / (A)  = l(O) and l(~) =/(~F), then A0, A l '  " '"  Am coincide and II0, II 1 ..... IIm coincide; 

(iv) i[ /(A)>/(O), then m<l(Am); 

(v) i//(~)>/(~F), then m</(IIm). 

Proo/. (i) I t  suffices to show that,  for every ?', l(Aj) > I(Aj+I). By Lemma 49, there exists 

A~ such that  Aj is A~| and Aj+l is A*A. This implies that  l(Aj) > l(Aj+l). (ii) This is similar 

to (i). (iii) By Lemma 49, there exist A~ and A7+1 such that  Aj+l is A~*A and also A~+IO. 

Since/(A) =l(~)), A~ coincides with A~+ 1. Also by Lemma 49, Aj is A~O whence it follows 

that  Aj and Aj+ 1 must coincide. A similar argument shows that  IIj and IIj+ 1 coincide. 

(iv) I t  is easy to prove that,  for every j, I(Aj) < l(Aj+l). This suffices. (v) This is similar to (iv). 

SOLUTION 9. (?D, E, A; D, E q-regular, A r-contracted)(~m>O)A-mDAm=eoE is 

recursively solvable. 

Proo/. By Theorems 4-7, if either D or E is not symmetric, then A-mDAm=v,E 

implies that  lr(A m) ~< 3 (for any m, A m is certainly x-reduced). This case therefore reduces 

to the word problem for G o . 

So suppose that  D and E are symmetric with maximal representations (A, II, Xu) 

and (~, ap, Yu)- To be conjugate by A m, D and E must be q-parallel and in this case, 

A-mDAm=aoE if and only if A m specifies a proof that  AqlI=~.~qaP and, for each u, 

Xu ~-H, Yu. (Theorem 8 is applicable since A m is ,r I t  suffices then to determine 

whether or not there exists m such that  A m specifies a proof that  AqlI =z.~q(I). 

Firstly we determine whether or not A is proof-inducing (by Solution 8, this can be 

done). If A is not proof-inducing, then neither is A m, for any m > 0. So suppose that  A is 

proof-inducing; compute (recursively) @, ~F, A and ~ from A as per Lemma 49. If 

A-mDAm=eoE, then the situation of Lemma 50 occurs with AqlI as A0qII 0 and ~qap as 

AmqlI m. If  either (i), (ii), (iv) or (v) holds, then there is an effectively computable upper 

bound for m and we can fall back on the solution to the word problem. In case (iii), D and 

E are conjugate by A m if and only if D=a,E.  

w 5. To complete the analysis we shall show that  (?Y, Z normal)(3W)W-1YW=aoZ 

is recursively solvable. Call two words Y and Z divorced if (3 X q-/ree)X -1YX = a~ fails. 

REDUCTION VIII.  (?Y, Z normal)(3W)W-1YW=e~ , ( ? Y , Z  normal, divorced) 

(3W) W-~YW=eoZ and (?Y, Z)(3X)X-~YX=HZ.(~) 

Proo/. Immediate since X -1YX = a.Z if and only if X -1YX =nZ. 

(1) It is expositionally convenient to consider this problem rather than (?Y,Z narnwd) (3X) 
X -1YX = H z .  
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We examine the problem (? Y, Z) (3X)X-1yX=H Z first. Our approach is similar to 

that  taken in w Define Ha=(x,t , k,r~; tx=xt, kx=xk, trt=r~t, kr~=r~k) and H s =  

(x, t, k; ~x =xt, kx =xk). 

L ] ~ M A  51. (i) CondjLs(Hs, F(x), {t, k}) holds. (ii) CondjLB(H4, Hs, r,) holds. (iii) 

CondjLB ~H, H a, sb) holds. 

Proo[. The various isomorphism conditions are easily verified. 

THEOREM 9. Let s-contraction be w.r.t. (H, H4). Then (3X)X-1YX =HZ if and only if 

(~x) x-~a{ r} x=.~{z}. 

Prowl. By GL 2 and Lemma 51. 

TH EOR]~lVl 10. Let s-contraction be w.r.t. (H, H4) andr-contraction w.r.t. (H, H2). Then 

(i) ( 3 X ) X - 1 Y X = , Z  i /and only i/ (3X)X-I~{ y} x=H~(Z}; (ii) if Y is s-contracted, then 

~{ Y} is f-contracted. 

Proo/. (i) By GL 2 and Lemma 19. (ii) This is proved by a routine argument similar 

to that  yiven for part  (ii) of Theorem 2. 

TH:~.OREM 11. Let s.contraction be w.r.t. (H, H4), r-contraction w.r.t. (H, H2) and tk- 

contraction w.r.t. (H, Ga). Then (i) ( 3 X ) X - 1 y X = , Z  i] and only i/ (3X)X-ltk{ Y}X=H 

tk{Z}; (ii) i] Y is s-contracted and r-contracted, then tk{ Y} is s-contracted and r.contracted. 

Proof. (i) By GL 2 and Lemma 18. (ii) Again a routine argument similar to tha t  

given for part  (ii) of Theorem 2 is required. 

Call a word Y hypernormal if it is s-contracted w.r.t. (H, H4), r-contracted w.r.t. 

(H, H2) and tk-eontraeted w.r.t. (H, G~). 

RE])UCTION IX. (?Y,Z) (~X)X-IYX=H Z , (?Y, Zhypernormal)(3X)X-~YX=r~Z. 

Proc/. I t  is not hard to see that  there is a recursive procedure for computing 

tk{r{s{Yt} } and tk{r{s{Z}}}. The reduction follows from Theorems 9-11. 

Call a word Y r-regular if Y is hypernormal and has r~ 1 as its final symbol. Call Y 

orthodox if Y is r-regular and is not stk-free (i.e. Y is either not s-flee or not t-flee or not 

k-free). 

L ~ : M A  52. Cond~Ls(H, F(x, r~), {s~, t, k}) holds. 

Proof. I t  is easy to verify that  {x}, {r~}, {x 2} and {xr,x} are sets of free generators in 

F(x, ri). (Once again we do not verify the strong isomorphism condition.) 

R E D U C T I O N  X. (2. Y , Z  hypernormal)(3X)X-1yX=nZ-->(~.Y,Z orthodox)(3C1) 
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Conj ( Y, Z, C~, H, F(x, r~), stk) and (~ R, R' r-re~u~r) (3 C~) C~ ~ RC~ = ~ R' and (?L, M hyper- 

normal) (3 X) X-1LX = ~M. 

Proo/. By GL 3 and GL 7, we can reduce to the problems (Y, Z r-regular)(3C1) 

C11 YC1 =HZ and (?L, M hypernormal)(3 X ) X - 1 L X  =HM. Since if C 1 is a-reduced, then 

C 1 is st]c-reduced, the complete reduction follows from GL 4 and GL 5. 

Let  Y be an orthodox word; we define T-reduction in a manner analogous to the 

definition of z-reduction. If Y is Y't-~Rr~ -1, then TI[Y] is t-~Y'Rr( 1. If Y is Y'k-~Rr~ 1, 

then T1 [Y] is ]c-~Y'Rr~ 1. If Y is Y's~lRr~ 1 and (=1 T 1) [R= T 1 in ~'(x,r~)and Tlr~ -1 is 

a-reduced], then TI[Y] is x- l s~ ly 'T_ lx - l r [ l .  If Y is Y's~Rr[ 1 and (=1 T-l)  [R= T_I x-1 

in F(x,r~) and T_lx-lr~-lx -1 is a-reduced], then TI[Y] is s~xY'Tlr~ 1. If Y does not 

satisfy any of the above conditions, define TI[Y] to be Y. Define Tn[Y] to be 

TI[Tn_I[Y]] and T0[Y] to be Y. 

We abbreviate Conj ( Y, Z, C1, H, F(x, rt), st]c) to Conj (Y, Z, CI, st]c). 

R~.DUCTIO~ XI. (?Y, Z orthodox)(3C1) Conj (Y, Z, C 1, st]c) , (?Y, Z orthodox, 

st]c-paraUel) (3 CI) Conj ( Y, Z, Cj, st]c). 

Proo/. The argument required exactly parallels that  given for Reduction VI. In 

particular, analogues of Lemmas 39-41 are needed, plus the fact that  computing T~[Y] 

is a recursive process. 

REDUCTIO~ XII.  (?Y, Z orthodox, st]c-parallel)(3C1) Con i (Y, Z, C1, st]c) ,(?R, R', 

C V R, R' r-regular)(3m)C;mRC'~ =~zR'. 

Proo/. The argument required parallels that  given for Reduction VII. Analogues of 

Lemmas 44-47 are needed, plus the fact that  computing T~[ Y] is a reeursive process. 

L ~ M A  53. Let R and R' be a-reduced words where R is x'~r~x'~'...xm~r~ and R" 

is x~ . . . . .  ri, x ... xn~r~ and let C_~ have s.signature a. I /  C-_I~RC_~=H R', then n~= 2~m~+ -p 

(2 ~ -  l) ( eg_~ + e~), ]c= 1, 2 . . . . .  p (writing e~= el-~). 

Proo/. The lemma is proved by a straightforward induction on l~t~(C_~). 

So~.v~xo~ 10. (?R,R ' ,Cx;  R ,R '  r-regular) ( 3 m ) C ; " R C ~ = ~ R '  is recursively 

solvable. 

Proo/. We need only consider R and R' when they are a-reduced and r-parallel. 

Let  R be ~,~rn"e'~m'.t, "~" . . . . ~mp~- l .~  and R' be ~~n'~-~'~n*,,, ~ "'" ~"nr-~n" If Cx has s-signature (~, then 

C~ n has s-signature rag. If  a 4 0 ,  then C ; m R C ~ = z R  ' only if, for each ]c, n~=2'n"m~+ 

(2 ~ " -  1)(e~_l+e~). There is at  most one possible integral value of m which sa$isfies 

these equations and thus we may fall back on the solution to the word problem for H. 
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If ~ = 0 ,  then C~mRC~=nR ' only if, for each k, nk=me, i.e. only if R=HR'.  

Again we may fall back on the word problem. 

We have now dealt completely with the problem (? Y, Z orthodox) (3 C1) Conj (Y, 

Z, C1, stk). The next one to be examined is (R, R' r-regular) (3 C1) CllRC1 = H R'. 

SOLUTION 11. (R, R' r-regular)(3C1)C~l RCl=HR' is reeursively solvable. 

Proo/. If R and R' are not r-parallel, then they are not conjugate by a C 1. So let 

R and R' be as in Lemma 53 with e p = - 1 .  If (3C1)C~IRCI=H R', then (3a)[nk=mk2"+ 

(2~--l)(ek_l+ek) for all k]. It is easily seen that at most one such (r exists and we can 

certainly determine whether or not a is an integer. If no such integral a exists, then 

(21C1) C1-1RC 1 = H R '  f a i l s .  

Suppose such an integral a exists; let C 1 be (s~x) ~. It is easy to show that C~ 1RC1 =nR'. 

(?R, R',  Cff R, R '  r-regular) (3m) C{'~RCI ~ =HR' 

XII 

(? Y,  Z orthodox, .stk-l~rallel) (3C1) Conj ( Y, Z, CI, H, F (x, r~), st!c) 

(?L, M tk-regular) (3R) R-1LR = ~ M  

XI ~XI  

| / (?L, M e-regular) (3S1) Sf~LS1 =HM 
(Jr, z o.hodox)(3c,) Co.j (r ,  z ,  c,, tt, ~ (x, r,),~tk) / / / "  

(?L, M hypernormal) ( IX)  X - 1 L X  = u M  

�9 , - guler) (3C1) Cf lRC1=HR'  

(? Y, Z hypernormal) ( IX)  X - 1 y x  = HZ 

f ig ,  z)  (3xkx -~  g x  = . z  

VIII ( ? Y,  Z normal, divorced) (3W) W-  I Y W ~ a,Z 

(? Y,  Z normal) (3 W) W - I Y  W = G,Z 

D i a g r a m  D 
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Call a word L tk-regular if L is hypernormal and L terminates in t -1 or k -1. Call a word 

L s.regular if L is hypernormal  and L terminates in s~ 1. 

REDUCTION X I I L  (?L, Mhypernornutl)(:lX)X-1LX=HM *(?L, M tk.regular) (:l R) 

R-XLR =HM and (?L, M s.regular) (:IS1)SflLS1 =nM and (?m, n) (:IX)X-lx~X =HX m. 

Proo/. CondsLB(H, G a, {t, k}) and CondsLB(H, H a, sb) hold. The reduction follows from 

GL 3 and GL 7. 

Let  I be a word on k, t and x; if I contains d positive x-symbols and b nega- 

t ive x-symbols, call o = d - b  the x-slgnature of I .  I f  L is Ios~',I1...I~_ls~I~ and Q~ 

is the x-signature of Ik, the ( r+  1)-tuple (Q0,~l . . . . .  ~,) is the x-deployment of L. 

LEM~A 54. Let L and M be stk-reduced, stk-parallel words with x.deployments (20, 

ttl, ...,~r) and (~0,~1, . . . ,~) and (common) s-distribution (~0,~1 ..... (~). I f  x-nLxm=HM, 

then n= 2-~ ~ o  2-~k (2~ - ~)- 

Proo[. By induction w.r.t, la~(L). 

LEMMA55. Let L and M be as in Lemma 54 with (~r#O. I /  x -mLxm=xM, then m= 

(1 - 2 - ' )  -1 ~ f f i o  2 - ( ' ~ ( h  - 0~) 

Proo/. Immedia te  from Lemma 54. 

SOLUTION 12. (?L, M stk-reduced)(:lm)x-mLx m =HM iS recursively solvable. 

Proo[. We need only consider L and M if they are stk-parallel. I f  ~(L)#0,  then by  

Lemma 55 there is at  most one possible value for m and this value may  be recursively 

computed. The problem is thus reducible to the word problem. 

Suppose a (L)=0;  let L have s-index v. By Lemma 28, (: lm)x-"Lx"=HM only if 

(:l m) [ I m I < 2~ and x- mLxm = HM]. Again we can fall back on the word problem. 

LEMMA 56. Let L and M be st k-reduced, stk-parallel words such that ( 3 m ) x- 'nLx'n = H M 

/ails and let C~ and C* 1 be stk-parallel to L. Then (3R)R-1LR=HM i / a n d  only i/either 

(1) (3c)(3d)[x-CLxC=HC * and x-dMxa=~C*-l] or 

(2) (3c)(:ld)[x-CLxC=HC*z and x-dMxd=ttC~]. 

Proo/. Suppose tha t  R-1LR=HM; we may  assume tha t  R is a-reduced and hence 

r-reduced w.r.t. (H, H2). Clearly R cannot be r-free. Hence neither R-1LR nor R M R  -1 

are r-reduced. There are four possible ways in which this could occur. These are (1) and (2) 

above along with 
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(3) (3c)(3d)[x-~LX~=HC ~ and x-~Mx~=~C*J and 

(4) (qe) (3d) [x-Cixc=~C*l and x-~MXd=HC*I]. 

But (3) and (4) both imply tha t  x~-~Lx~ -a = ~ M  which is impossible. 

Conversely suppose tha t  (1) occurs; then xdr~lx-CLxCr~x-~-~M. I f  (2) occurs, then 

xar , x-CLxCr ~ 1 x- , = H M "  

SOL17TION 13. (i) (?L ,M tk-regular)(3R)R-1LR=HM is recursively solvable; 

(ii) (?L, M s-regular)(3 S1)S~ILS1 =HM is recursively solvable. 

Proo[. (i) This is an easy consequence of Solution 12 and Lemma 56. (ii) Since S 1 has 

the same range as R this also follows from Solution 12 and Lemma 56. 

Our penultimate problem is (?m, n) (3 X) X- l x~X  =H xm. 

LEMIVIA 57 . . / /  X-lxnX=H xm and X is r-reduced, then either X is r-]tee or m = n = 0 .  

Proo[. Suppose tha t  m + n  and tha t  X is not r-free. Then (3L)(3C~)L-lxnL=~C~. 

Then stk[L-ixnL] = ~ [ C ~ ]  whence it follows that  ~[C~] is 1. Thus L - l x n L = ~ l  and hence 

n = 0 .  In  a similar way we can prove tha t  m = 0  which is impossible. The lemma follows 

from this. 

S o L 17 T I O ~1 14. (?m, n) (3 X) X - l x n X  = nx m is recursively solvable. 

Proo]. By Lemma 57, it clearly suffices to solve the problem (?m, n) (3L)L- lxnL=mx m. 

But it is easy to show tha t  (3L)L-lxnL=~,x  'n if and only if (3q)m=2~n. 

Finally we provide a rccursive solution to the problem (7 Y, Z normal, divorced)(3 W) 

W - 1 Y W =  a~ 

LEMMA 58. Let Y and Z be normal and suppose that Y and Z are not both tk-/ree. I] 

(3W) W-1YW=a~ then there exist circular variants Yo and Z o o/ Y and Z respectively 

which are not divorced. 

Proo/. By GL 3 and Lemma 12. 

RED17CTIO~ XIV. (?Y, Z normal, divorced) (3W) W - 1 Y W = a ~  ,(?F, G normal, 

divorced) (3 W) W - 1 F W  = c~ G. 

Proo/. Let  Y and Z be normal and divorced. Suppose tha t  Y and Z are not both tlc-free. 

If  (3 W) W - 1 Y W  = c~ then, by  Lemma 58, ](" and Z have circular variants which are not 

divorced. But  this means tha t  Y and Z are not divorced. 

L ] ~ A  59. Let F and G be normal and divorced. Then (3W) W-1FW=o~ i/ and only i/ 

either (a) (3 Do) (3 Go) (3 A) (3 B) [F~IAFo = G, F and GO 1 B G  0 = G* G and A and B are r-circum. 
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parallel to F]. or (b) (3Fo)(3Go)(3A)(3B)[FolBFo=a,F and G~IAGo=G.G and A and B 

are r-circumparaUel to F]. 

Proo/. Let  W-1FW=c~ since F and  G are tk-free, it follows tha t  we m a y  suppose 

t h a t  W is tk-free. Also we m a y  suppose tha t  W is q-reduced. Since by  assumption W is not  

q-free, we can write W as Hlq~'W'q~nH2 (as Hlq~H2 if W has only one q-symbol). 

I t  is clear tha t  W - 1 F W  and  WGW -1 are not  q-reduced. Four  possible cases occur; 

these are as follows. 

(1) ~1=1 =~n, Then ( 3 A * ) H I 1 F H I = ~ A  * and (3B*)H~GH~I=H B* and we m a y t a k e  

A* and  B* to  be a-reduced. (Notice tha t  it is not  necessarily the case tha t  A*,.~ B*.) Write  

A* as A ' - I A A  ' where A' is maximal.  Similarly write B* as B ' - I B B  '. Then A and B are 

r-contracted.  

Now H l l F H l = c , A  * and  H2GH~I=~,B * whence A ' H ~ I F H I A ' - I = a a A  and 

B'H~GH~IB'-I=G,B.  This implies t ha t  A is r-circumparallel to  F and  B is r-cireum- 

parallel to  G. Since F and G must  be r-circumparallel, the lemma follows by  taking F 0 to 

be A'H11 and G O to be B'H~. 

(2) el = - 1 = ~ .  This gives rise to (b) in the same way  as (1) gives rise to  (a). 

(3) sl = 1, en = - 1 .  We want  to show tha t  this is impossible. By  Br i t ton ' s  Lemma,  we 

obtain (3A*)H~IFHI=G,A * and  (3A')H2GH~ 1 =G,A'. By an analysis similar to t ha t  of 

(1), we obtain F ~ I A F o = ~ , F  with A r-circumparallel to F and G~IA'Go=a,G with A '  

r-circumparallel to  G. Then A and  A '  mus t  be r-circumparallel whence (3 A") A" - IAA  " = a, A'. 

Hence G = v, Go 1A'G o = G. Go ~ A~-IFo FFoIA'Go which means tha t  Y and Z are not  divorced. 

(4) sl = - 1, e~ = 1. I n  the same way as (3), this is impossible. 

Conversely suppose tha t  (a) holds. Since A and B are r-circumparallel to  F ,  there 

exist words A' and A* such tha t  A* is r-parallel to B, i.e. A * ~ B ,  and A ' - I A A ' = c , A  *. 

Then it follows tha t  (G~lq-IA'-IFo)F(FolA'qGo)=c~ I n  a similar way  if (b) holds, we 

can show tha t  F and G are conjugate.  

SOLUTIO~ 15. (?F, G normal, divorced)(3W)W-1FW=a,G is reeursively solvable. 

Proo/. I t  follows from L e m m a  59 tha t  the given problem is reducible to the problem 

( ? F ,  G) (3 H) H-1FH = a, G. We have proved tha t  (? Y, Z) (3 X) X - 1 Y X  = HZ is recursively 

solvable. Since (3 X ) X - 1 F X  =H G if and only if (3 H ) H - 1 F H  = c, G, the result is immediate.  

Part V. Result B 

Proo/ o/ Result B. Let  ~ .  satisfy the assertions of the corollary to Shepherdson 's  

result. Let  G({D,), D) be G o 
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(1) Let  ~nqdPn be such that  (?fs has degree D~. Let  Vn be 

f2~lt-l~2nqCPntOP~lq -1. Let U be given; firstly compute tk(q{r{U}}} and call this U*. 

If U and V n are to be conjugate, then U* must be r-free and contain exactly two q-symbols 

which are of opposing sign (by GL 3 and Theorems 1-3 since Vn is normal). So suppose that  

U* is r-free and contains a single q and a single q-l. Then U* has a unique cyclic permuta- 

tion U ~ of form LlqL2q -1. Again using GL 3, U* and Vn are conjugate if and only if either 

(i) (~A)A-XU'A =a. V~ or 

(ii) (3 B) B-1L2q-ILlqB = ~, (P~tdP~l q - l ~ t - ~ , q .  

But it follows from Lemma 22 and its unstated dual that  (i) is in fact equivalent to (ii). 

There is a recursive procedure to determine whether or not U" is symmetric. If U" is 

not symmetric, then by Theorems 4-7 and the solution to the word problem there is a 

recursive procedure to determine whether or not (i) holds. So suppose U" is symmetric. 

Let  it have maximal representation (f2, (I), X1, X2); this is recursively computable. By 

Theorem 8, (i) holds if and only if f~q(I)=:~.~qdp~ and X 1 =H2t -1 and X2 =rot (Vn is sym- 

metric with maximal representation (f2~, (I)~, t -1, t)). Hence the individual conjugacy 

problem for V~ in G O is reducible to the problem (?~qdP)F2q@=~,~qC9 n. The converse 

reduction follows from Lemmas 14, 15 and 16 which prove that  ~qCP=~,f2~qCP~ if and 

only if t-lO-lq-lf2-1t~qd9 and t-lCp~lq-l~lt~2nqCP~ are conjugate. The latter holds if 

and only if ~-ltf2qOPt-lO-lq-1 and ~ltf~nqdP~t-ldp~lq-1 are conjugate. 

(2) Our whole argument in Parts I - IV  shows that  the word problem for special words 

of ~ ,  is Turing equivalent to the conjugacy problem for G 0. 

(3) Let V be any word of G0; compute tk{q{r{ V}}} and call this V*. There is a recursive 

procedure to determine whether or not V* has an r-free symmetric cyclic permutation. If no 

such cyclic permutation exists, then the individual conjugacy problem for V in G 0 is solvable. 

(If V* is q-free, see w 5 of Part  IV; if V* is r-free but not q-free see Theorems 4-7; if V* 

is neither r-free or q-free see w 4 of Par t  IV.) So suppose that  V* has a cyclic permutation 

V" which is r-flee and symmetric. Let  V" have maximal representation (~), r Y~). 

Then the individual conjugacy problem for V in G 0 is Turing equivalent to the 

problem (?AqII)AqII = ~. ~q(P. To show this we argue as follows. 

Let U be given; if tk{q{r{U}}} cannot be cyclically permuted into a symmetric word 

which is q-parallel to V', then there is a recursive procedure to determine whether or not 

U and V are conjugate. Otherwise let U1, Ue, ..., U~ be the collection of all symmetric 

cyclic permutations of tk{q{r{U}}}. Then U and V are conjugate if and only if 

(3k) (]A)A-~UkA =G, V'. This last problem is reducible to (?AqII)AqIl =~.f~qdp. 

Conversely let AqII be given; let U be an r-free word which is symmetric with maxi- 

mal representation (A, II, Y~). Then AqII=z.F2q(I) if and only if (3A)A-1UA=aoV ". 
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To complete the reduct ion we mus t  prove tha t  (3W) W-IUW=GoV ~ implies t ha t  

(~A) A-1UA =G, P .  By  GL 3, there exist symmetr ic  cyclic permuta t ions  U 0 and V 0 of 

U and V" respectively and a word A such tha t  A-1UoA =a~ Vo. Now U 0 and  V0 must  have 

maximal  representat ions (A, I I ,  Y~+I . . . . .  Y~, Y1 ... . .  Yj) and  (~,  (I), Yk+l ..... Y~, Y1 .... , Y~)- 

F rom Lemma 22, it follows tha t  A-1 UA = G, V' .  
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