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CRITICAL POINTS OF NON-C2 FUNCTIONALS

Duong Minh Duc — Tran Vinh Hung — Nguyen Tien Khai

Abstract. We establish flows on normed spaces. Applying it we extend

the results of Gromoll, Meyer, Morse and Palais for non-C2 functionals.

1. Introduction

In [16] Palais proved the Morse–Palais lemma for C3 functions. This re-
sult was extended for C2 functions by Kuiper in [11] (see also [15]). Recently
Li, Li and Liu [14] obtained a version of Morse–Palais lemma without the C2-
smoothness. But the functions studied in [14] are of class C2 in some sense (see
[14, p. 440]). In the present paper we get the Morse–Palais lemma, which does
not request the C2-smoothness of functions nor the completeness of the spaces
(see Theorem 1.1). Our Morse–Palais lemmas are applicable to the following
function

J(x, y) =

 x2 − y2 +
1
40

(x2 + y2)5 sin
1

(x2 + y2)2
for all (x, y) ∈ R2 \ (0, 0),

0 (x, y) = (0, 0).

This example illustrates our idea: the shapes of the graphs of g(x, y) = x2−y2

and its perturbed function J are similar near (0, 0) even if the perturbed part
J − g is not in C2 but its second derivatives in any direction are controlled in
some sense (see condition (e) in Theorem 1.1). We note that the results in [11],

2000 Mathematics Subject Classification. 58E05, 47J30.

Key words and phrases. Flows, deformation, Morse–Palais lemma, Gromoll–Meyer split-
ting theorem, mountain-pass theorem.

c©2007 Juliusz Schauder Center for Nonlinear Studies

35



36 D. M. Duc — T. V. Hung — N. T. Khai

[14] can not be applied to this case (see also Remark 1.4 for infinite-dimensional
cases).

Since the considered functionals are not C2-smooth, we can not use the
Implicit Mapping Theorem to define the mapping ϕ in Theorem 1.1, and we apply
the method in [5], [11], [15]: using flows corresponding to considered functionals
to define ϕ.

In this paper we establish flows on normed spaces corresponding to non-
smooth functionals (see Theorem 2.1). We obtain the flows without the com-
pleteness of the spaces, which is essential in [5], [11], [15]. Our ideas are as
follows: we reduce the problems on deformations into finite-dimensional prob-
lems and we can relax the completeness of the spaces and we only need very
weak smoothness of the functional (see Definition 3.1 and Theorem 3.5). This
reduction is very successful in studying Lagrange multipliers (see [2]).

Using the deformation results, we relax some conditions on compactness
and smoothness of Mountain-Pass Theorem and Gromoll–Meyer theorem (see
Theorems 3.10, 1.3 and the example in Remark 1.4. Applications of these results
to resonance problems will be appeared elsewhere. Our version of Morse–Palais
lemma is as follows.

Theorem 1.1 (Morse–Palais Lemma). Let H be a vector space with a norm
|| · ||H defined by an inner product 〈 · , · 〉, O be an open subset of H, J be a twice
H-differentiable real function on O (see Definition 3.1). Let a in O be an isolated
critical point of J . Assume that there exist a Hermite bounded linear operator A
on H and positive real numbers α, Γ, δ and θ such that:

(a) D2J(a)(u, v) = 〈Au, v〉 for all u, v ∈ H,
(b) Γ||x|| ≥ ||A(x)|| ≥ α||x|| for all x ∈ H,
(c) θ < min{α/2, α2/Γ},
(d) for any h in H, the map x 7→ DJ(x)h is continuous on O,
(e) ||D2J(z)(z−a, h)−D2J(a)(z−a, h)|| < θ||z−a||||h|| for any h ∈ H\{0},

z ∈ BH(a, δ).

Then there exist two closed vector subspaces E and F of H, two open neighbour-
hoods U and W of a and 0 in H respectively and an isomorphism ϕ from W

onto U such that H = E ⊕ F , ϕ(0) = a and

J(ϕ(y + z)) = 〈y, y〉 − 〈z, z〉+ J(a) for all y ∈ E, z ∈ F, y + z ∈W.

Remark 1.2. The conditions (a)–(e) hold when J is of class C2, H is
a Hilbert space and A is invertible.

Theorem 1.3 (Gromoll–Meyer Splitting Theorem). Let H be a Hilbert space,
and J be a twice H-differentiable real function on H (see Definition 3.1. Let a
in H be an isolated critical point of J . Assume that D2J(a) is a Hermite bounded
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linear operator A on H; A and DJ are of class S+ on H. Then there are positive
real numbers C, α and Γ, a closed vector subspace H+, two finite-dimensional
vector subspaces H0 and H− of H such that H− ⊕H0 ⊕H+ is a orthogonally
direct decomposition of H, H0 = kerA,

〈Ax, x〉 ≥ C||x||2 for all x ∈ H+,

〈Ax, x〉 ≤ −C||x||2 for all x ∈ H−,

Γ||y|| ≥ ||A(y)|| ≥ α||y|| for all y ∈ Y ≡ H+ ⊕H−.

Assume further that there exists positive real numbers δ and θ such that:

(a) θ < min{α/2, α2/Γ},
(b) the map x 7→ DJ(x)h is continuous on O,
(c) ||D2J(x)(x− a+ z, h)−D2J(a)(x− a+ z, h)|| < θ||x− a+ z||||h|| for

all x ∈ B(a, δ), z ∈ Z ≡ H0, h ∈ H \ {0},
(d) 〈DJ(z + x1 + y1) − DJ(z + x2 + y2), (x1 − x2) − (y1 − y2)〉 > 0 for

all x1, x2 ∈ H+, y1, y2 ∈ H− and x1 + y1 6= x2 + y2 ∈ B′
Y (0, δ/2),

z ∈ B′
Z(0, δ/2).

Then there exist a continuous mapping ψ from BZ(0, δ/2) into BY (0, δ/2) and
two open neighbourhoods U and W of 0 in H, and an isomorphism ϕ from W

onto U such that ϕ(0) = 0, DJ(z + ψ(z))|Y = 0 and

J(z + ψ(z)) = min{J(z +Qψ(z) + x) : x ∈ H+, Qψ(z) + x ∈ BY (0, δ1)},
J(z + ψ(z)) = max{J(z + Pψ(z) + t) : t ∈ H−, Pψ(z) + t ∈ BY (0, δ1)},

J(ϕ(y + z)) =
1
2
〈Ay, y〉+ J(z + ψ(z)),

for any y ∈ H+ ⊕ H−, z ∈ H0, y + z ∈ U , where P and Q are defined in
Definition 5.7.

Remark 1.4. This theorem is proved in [5] if J is C2 and A is a compact
vector field. In the following example we relax this smoothness. Let Ω = B(0, 1)
be the open unit ball in RN , N ≥ 3, and H be the Sobolev space W 1,2

0 (Ω) with
the norm

||u|| =
{ ∫

Ω

|∇u|2
}1/2

.

Put

ρ(x) = −(1− ||x||)−2 for all x ∈ Ω.

By Poincaré inequality, there is a positive real number C such that

(1.1)
∣∣∣∣ ∫

Ω

ρw2 dx

∣∣∣∣ ≤ C||w||2 for all w ∈ H.
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Let γ be a real number, ε be a positive real number and k be a function of class
C2(R,R) such that:

k(t) =


1
6
t3 for all t ∈ (−1, 1),

1
2
t|t| for all t ∈ (−∞,−2) ∪ (2,∞).

Note that k′′(t) = t for any t in [−1, 1] and there is a real positive real number
M such that |k′′(s)| ≤M for any s in R. Put

J(u) =
∫

Ω

[
1
2
|∇u(x)|2 + γu(x)2 + ερ(x)k(u(x))

]
dx for all u ∈ H.

By (1.1) we see that J is H-differentiable on H and for any u, v and w in H,

DJ(u)(v) =
∫

Ω

[∇u(x)∇v(x) + γu(x)v(x) + ερ(x)k′(u(x))v(x)] dx,

D2J(u)(v, w) =
∫

Ω

[∇v(x)∇w(x) + γv(x)w(x) + ερ(x)k′′(u(x))v(x)w(x)] dx,

|D2J(u)(v, w)−D2J(0)(v, w)| = ε

∣∣∣∣ ∫
Ω

[ρ(x)k′′(u(x))v(x)w(x)] dx
∣∣∣∣

≤ εM ||v||||w||.

Hence J satisfies the conditions (a)–(c) of Theorem 1.3 for a = 0 if ε is sufficiently
small. Now let H0, H− and H+ be as in Theorem 1.3, u be in H0, v1 and v2 be
in H+, and w1 and w2 be in H−. We have

[DJ(u+ v1 + w1)−DJ(u+ v2 + w2)][(v1 − v2)− (w1 − w2)]

≥
∫

Ω

[|∇(v1 − v2)|2 + γ(v1 − v2)2] dx− 2εM
∫

Ω

ρ(v1 − v2)2 dx

−
∫

Ω

[|∇(w1 − w2)|2 + γ(w1 − w2)2] dx− 2εM
∫

Ω

ρ(w1 − w2)2 dx.

It implies that J satisfies the condition (d) of Theorem 1.3 for a = 0 if ε is
sufficiently small. We shall prove that D2J is not continuous at 0. Put ai =
(1−2−i, 0, . . . , 0) and ri = 2−i−2 for any positive integer i. Choose ψ in C∞

c (RN )
such that

ψ(x) =


1 if |x| < 1,

∈ [0, 1] if 1 ≤ |x| ≤ 3/2,

0 if |x| > 3/2.
Note that {

∫
Ω
|ψ|2 dx}1/2 = γ0 > 0 and {

∫
RN |∇ψ|2 dx}1/2 = γ1 > 0. We define

φi(x) = r
1−N/2
i ψ

(
x− ai

ri

)
,

ψi(x) = ψ

(
x− ai

ri

)
for all x ∈ RN , i ∈ N.
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We see that φi and ψi are in W 1,2
0 (Ω), ||ψi|| = r

N/2−1
i γ1 and ||φi|| = γ1 for any

integer i. Therefore {ψi} converges to 0 in W 1,2
0 (Ω). On the other hand we have

|D2J(ψi)(φi, φi)−D2J(0)(φi, φi)| = ε

∫
Ω

(1− ||x||)−2ψiφ
2
i dx

≥ ε

∫
B(ai,ri)

(1− ||x||)−2φ2
i dx ≥ ε

1
25

∫
B(ai,ri)

r−2
i φ2

i dx = ε

(
γ0

5

)2

> 0.

Therefore {D2J(ψi)} does not converge to D2J(0) and the functional J is not
of class C2 on W 1,2

0 (Ω).

This remark show that our results can be applied to very strongly singular
elliptic equations without compactness. In [7] we can study the buckling of thick
shells with such relaxation of compactness.

2. Flows

In this section we study flows in normed spaces. Our results do not require
the completeness of the spaces as follows.

Theorem 2.1. Let Ẽ be the completion of a normed space (E, || · ||) and W
be an open set of Ẽ with boundary ∂W . For any positive real number s, we put

Ws = {x ∈W : δ(x, ∂W ) ≡ inf{||x− y|| : y ∈ ∂W} > s}.

Let g be a mapping from W into E such that g(Ws) is bounded for every s.
Assume for any v in W , there exist a finite-dimensional vector subspace Ev of
E and two positive real numbers rv and Lv such that

(2.1)
||g(x)− g(y)|| ≤ Lv||x− y|| for all x, y ∈ B′

eE
(v, rv),

g(x) ∈ Ev for all x ∈ B′
eE
(v, rv).

Then, for any b in W ∩ E, we have

(a) There exist tb ∈ (0,∞] and a unique continuous map νb from [0, tb) into
W ∩ E such that{

ν′b(t) = g(νb(t)) for all t ∈ (0, tb),

νb(0) = b.

Furthermore, if tb is finite then inft∈[0,tb) δ(νb(t), ∂W ) = 0.
(b) For any s ∈ (0, tb), there exists a positive real number β having the

following property: for any x ∈ B(b, β) ∩ W ∩ E, there is a unique
continuous map νx from [0, s] into W ∩ E such that{

ν′x(t) = g(νx(t)) for all t ∈ (0, s),

νx(0) = x.
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To prove (a) of the theorem we need the following lemmas, whose proofs are
standard and omitted.

Lemma 2.2. Let F be a finite-dimensional vector subspace of a normed space
(E, ‖ · ‖), U be an open subset of E and g be a mapping from U into E. Assume
there exist a in F and positive real numbers ra, La and Ma such that B′(a, ra) ⊂
U and

(g1) ||g(x)− g(y)|| ≤ La||x− y|| for all x, y ∈ B′(a, ra),
(g2) ||g(x)|| ≤Ma, x ∈ B′(a, ra)
(g3) g(x) ∈ F for all x ∈ B′(a, ra).

Put ta = min{1/(2La), ra/Ma}. Then there is a unique continuous mapping νa

from [0, ta] into B′
F (a, ra) such that:{

νa
′(t) = g(νa (t)) for all t ∈ (0, ta),

νa (0) = a .

Lemma 2.3. Let V be an open set in a Banach space H and g be a map-
ping from V into H. Assume there exist a in V and positive real numbers
ra, La and Ma such that B′(a, ra) ⊂ V and g satisfies (g1) and (g2). Put
ta = min{1/(2La), ra/Ma}. Then there is a unique continuous mapping νa from
[0, ta] into B′(a, ra) such that{

νa
′(t) = g(νa (t)) for all t ∈ (0, ta),

νa (0) = a .

Proof of Theorem 2.1. (a) Fix b in W ∩ E. Put Tb be the set of all
positive real number s for which there is a solution νs in C([0, s),W ∩E) to the
following Cauchy problem:{

ν′s(t) = g(νb(t)) for all t ∈ (0, s),

νs(0) = b.

Applying Lemma 2.2 for U = W ∩E, a = b, ra = rb/2 and the finite dimensional
vector subspace F generated by Eb ∪{b} we see that Tb is not empty. Let α and
β in Tb such that α < β, we shall prove

(2.2) να(t) = νβ(t) for all t ∈ (0, α).

Assume by contradiction that (2.2) is false. Denote by S the set {t ∈ (0, α) :
να(t) 6= νβ(t)}. Then S 6= ∅. Put t0 ≡ inf S. We show

(2.3) να(t0) = νβ(t0)

If t0 = 0, we have (2.3) since να(t0) = b = νβ(t0).
Consider the case t0 > 0. We have να(t) = νβ(t) for all t ∈ (0, t0). Since να

and νβ are continuous on (0, t0], we get (2.3).
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Put c = να(t0) = νβ(t0). By the continuity of να and νβ there are two
positive real numbers t1 and t2 such that

να(t0 + t) ∈ B′
eE
(c, rc) for all t ∈ (0, t1),(2.4)

νβ(t0 + t) ∈ B′
eE
(c, rc) for all t ∈ (0, t2).(2.5)

Applying Lemma 2.3 for H = Ẽ, V = W and a = c, we have a positive real
number sc and a unique mapping from [0, tc) into B′

eE
(c, sc) such that

(2.6)

{
ν′c(t) = g(νc(t)) for all t ∈ (0, tc),

νc(0) = c.

Put t3 = min{t1, t2, tc}. Combining (2.4)–(2.6) we get

να(t0 + t) = νβ(t0 + t) for all t ∈ (0, t3).

It implies that [0, t0 + t3] is contained in [0,∞)\S, which is a contradiction since
inf S = t0 < t0 + t3. Thus (2.2) holds. If Tb is unbounded from above, (a) of
Theorem 2.1 is obtained with tb = ∞.

Now suppose that tb ≡ supTb < ∞, we shall prove inf{δ(νb(t), ∂W ) : t ∈
[0, tb)} = 0. Assume by contradiction

(2.7) inf{δ(νb(t), ∂W ) : t ∈ [0, tb)} > d > 0.

In this case νb([0, tb)) ⊂Wd. By the hypothesis of the theorem, there is a positive
real number M such that g(Wd) is contained in B′(0,M) and

||νb(t)− νb(s)|| =
∥∥∥∥∫ s

t

g(νb(ξ)) dξ
∥∥∥∥ ≤ ∣∣∣∣ ∫ s

t

||g(νb(ξ))|| dξ
∣∣∣∣ ≤M |t− s|

for all t, s ∈ [0, tb). Thus νb is uniformly continuous on [0, tb) and there exists
c = limt→tb

νb(t) in Ẽ. By (2.7) we see that c is in W . Applying Lemma 2.3
as above, we get a positive number tc as in Lemma 2.3. We can find t0 in
(tb − tc/4, tb) such that ||νb(t0) − c|| < rc/2. Thus B′

eE
(νb(t0), rc/2) ⊂ B′

eE
(c, rc)

and

||g(x)− g(y)|| ≤ Lc||x− y|| for all x, y ∈ B′
eE
(νb(t0), rc/2),

||g(x)|| ≤Mc for all x ∈ B′
eE
(νb(t0), rc/2),

g(x) ∈ Ec for all x ∈ B′
eE
(νb(t0), rc/2),

where Lc, Mc and Ec are appeared in hypotheses of the theorem.
Put d = νb(t0), t4 = min{1/(2Lc), rc/(2Mc)}. Then t4 ≥ tc/2, and by

Lemma 2.2 there is a unique mapping νd from [0, t4) into B′
Ec

(νb(t0), rc/2) such
that {

ν′d(t) = g(νd(t)) for all t ∈ (0, t4),

νd(0) = νb(t0).
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Put

h(t) =

{
νb(t) for all t ∈ (0, t0),

νd(t− t0) for all t ∈ [t0, t0 + t4).
We have {

h′(t) = g(h(t)) for all t ∈ (0, t0 + t4),

h(0) = b.

Thus t0 + t4 is in Tb. Since t0 ∈ (tb − tc/4, tb) and t4 ≥ tc/2, we have

tb = supTb ≥ t0 + t4 > tb −
tc
4

+
tc
2

= tb +
tc
4
> tb,

which is a contradiction and completes the proof of (a) of Theorem 2.1.
(b) Since νb([0, s]) is a compact subset of W ∩E, by (a) of the theorem, there

are two positive real numbers L and γ such that νb([0, s]) + B(0, γ) ⊂ W ∩ E
and

||g(x)− g(y)|| ≤ L||x− y|| for all x, y ∈ νb([0, s]) +B(0, γ).

Fix z in νb([0, s]) + B(0, γ). By (a) of the theorem, there is a unique mapping
νz from [0, tz) into W ∩ E such that{

ν′z(t) = g(νz(t)) for all t ∈ (0, tz),

νz(0) = z.

Furthermore, by Lemma 2.3, there is a positive real number ε such that

(2.8) tz > 3ε for all z ∈ νb([0, s]) +B(0, γ).

Put β = γe−Ls/2. Assume there is x in B(b, β)∩W ∩E such that tx < s. Define

S = {t ∈ (0, tx) : νx(ξ) ∈ νb([0, s]) +B(0, γ) for any ξ ∈ [0, t]}, s1 = supS.

We have

||νx(ζ)− νb(ζ)|| ≤ ||x− b||+
∫ ζ

0

||g(νx(ζ))− g(νb(ζ))|| dξ

≤ ||x− b||+
∫ ζ

0

L||νx(ζ)− νb(ζ)|| dξ for all ζ ∈ [0, s1).

Using the Gronwall inequality (see [12]) we have

(2.9) ||νx(ζ)− νb(ζ)|| ≤ ||x− b||eLζ ≤ βeLs =
1
2
γ for all ζ ∈ [0, s1).

If s1 < tx, νx(s1) is defined and belongs to νb([0, s]) + B′(0, γ/2), therefore by
above argument s1 is not supS. Thus s1 = tx.

Choose a positive real number s2 in (tx − ε, tx) and put z = νx(s2). We
see that z contained in νb([0, s]) + B(0, γ/2). By (2.8), tz > 3ε. Thus νx can
be defined on [0, tx + 2ε). This is the contradiction and tx > s for any x in
B(b, β) ∩W ∩ E. �

The following lemmas will be used in the next section.
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Lemma 2.4. Assume all hypotheses of Theorem 2.1 hold. Let b be in W ∩E,
and s be in (0, tb). Then there is a finite-dimensional vector subspace Fs of E
such that νb([0, s]) ⊂ Fs, where νb is defined as in (a) of Theorem 2.1.

Proof. Since νb is continuous from [0, s] into W ∩ E we have νb([0, s]) is
compact in E. On the other hand:

νb([0, s]) ⊂
⋃

a∈νb([0,s])

BE(a, ra).

Thus there is a finite subset A of νb([0, s]) such that

νb([0, s]) ⊂
⋃
a∈A

BE(a, ra).

Let Fs be the vector subspace generated by {b} ∪ {
⋃

a∈A g(B eE(a, ra))}. By
(2.1) we have Fs is a finite dimensional subspace of E and

νb(t) = b+
∫ t

0

g(νb(s))ds ∈ Fs for all t ∈ [0, s].

This completes the proof. �

Lemma 2.5. Assume all hypotheses of Theorem 2.1 hold and g(W ) is con-
tained in a vector space V of E. Let b be in W ∩E, and s be in (0, tb). Then there
is a finite-dimensional vector subspace Vs of V such that νb([0, s]) is contained
in b+ Vs, where νb is defined as in (a) of Theorem 2.1.

Proof. By Lemma 2.4, νb([0, s]) and g(νb([0, s])) are contained in a finite-
dimensional vector subspace Fs of E. On the other hand, since g(W ) is contained
in V , this implies g(νb([0, s])) is contained in Fs ∩ V . Moreover, since Fs ∩ V is
finitely dimensional then

νb(t) = b+
∫ t

0

g(νb(ξ)) dξ ∈ b+ V ∩ Fs for all t ∈ [0, s].

Put Vs = Fs ∩ V , we have νb[0, s] ⊂ b+ Vs. �

3. Deformation theorem

In this section we prove a deformation theorem for continuously V -differen-
tiable functionals (see Definition 3.1). We do not need the completeness of the
space, which is essential conditions in [1], [5], [6], [17]. First we need the following
definitions.

In this section, we assume that J is a continuous mapping.
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Definition 3.1. Let V be a non-trivial vector subspace of a normed space
(E, ‖ · ‖E) and J be a mapping from an open subset U of E into a normed space
(F, ‖ · ‖F ). We say

(a) J is V -differentiable on U if and only if for any x in U there is a linear
mapping DJ(x) from V into F such that

DJ(x)(v) = lim
t→0

J(x+ tv)− J(x)
t

for all v ∈ V.

(b) J is continuously V -differentiable on U if and only if J is V -differentiable
on U and

lim
y→x

DJ(y)(v) = DJ(x)(v) for all (x, v) ∈ E × V.

(c) J is twice V -differentiable on U if and only if J is V -differentiable on
U , DJ(x) is a continuous operator on E for any x in U and DJ is
a V -differentiable mappings from U into L(E,F ), where L(E,F ) is the
usual normed space of bounded linear mapping from E into F .

Now we introduce a notation on ||DJ(x)||.

Definition 3.2. Let V be a non-trivial vector subspace of a normed space
(E, ‖ · ‖), Ẽ be the completion of E and J be a continuously V -differentiable
function on E. We put

||DJ(x)|| = sup
h∈V,||h||=1

lim
r→0

inf{|DJ(y)h| : y ∈ B(x, r) ∩ E} for all x ∈ Ẽ,

where ||DJ(x)|| may be ∞.

If x belongs to E, our notation ||DJ(x)|| just is the classical one. Now we
introduce some other notations for V -differentiable functions.

Definition 3.3. Let Ẽ be the completion of a normed space (E, ‖ · ‖),
V be a non-trivial vector subspace of E, J be a continuously V -differentiable
mapping from E into R and c be a real number. Put U(J) = {x ∈ Ẽ :
there is a sequence {xm} in E such that {xm} converges to x and {J(xm)} con-
verges in R}, J∗(y) = {α ∈ R : there is a sequence {ym} in E converges to y and
{J(ym)} converges to α in R} for any y in U(J) and

Kc = {y ∈ U(J) : c ∈ J∗(y) and ||DJ(y)|| = 0}.

If Kc 6= ∅, we say c is a generalized critical value of J , and each vector u in Kc

is called generalized critical point of J .

If y belongs to E, J∗(y) = {J(y)}. So our notation J∗(y) is similar to the
classical one.
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The notation of generalized critical points has been introduced in [6], where
a version of mountain-pass theorem has been proved and applied to solve a prob-
lem of Yamabe. Now we have the following definition on Palais–Smale condition.

Definition 3.4 (Palais–Smale condition). Let V be a non-trivial vector
subspace of a normed space (E, ‖ · ‖), Ẽ be the completion of E, J be a real
continuously V -differentiable function on E and {xm} be a sequence in U(J).
We say

(a) {xm} is a (PS)c-sequence if limm→∞ ||DJ(xm)|| = 0 and there is a real
sequence {αm} such that αm ∈ J∗(xm) for any integer m and {αm}
converges to c.

(b) J satisfies (PS)c condition if and only if every (PS)c-sequence has a sub-
sequence converging in Ẽ.

We have the following result.

Theorem 3.5 (Deformation Theorem). Let V be a non-trivial vector sub-
space of a normed space (E, ‖ · ‖), Ẽ be the completion of E, J be a real continu-
ously V -differentiable function on E, and a and b be two real numbers such that
a < b. Assume:

(a) J satisfies (PS)c condition for any c in [a, b],
(b) Kα = ∅ for any α in (a, b),
(c) Ka, Kb ⊂ E,
(d) every connected subset T of Ka has at most one element.

Then Ja is a deformation retract of Jb \Kb, where Jα = J−1((−∞, α]) for any
α in R.

In order to prove this theorem we need the following lemmas.

Lemma 3.6. Let E, Ẽ and V be as in Theorem 3.5. Let J be a real contin-
uously V -differentiable function on E and x be in Ẽ. Then two propositions are
equivalent:

(a) ||DJ(x)|| = 0.
(b) For any vector h in V there is a sequence {xn} in E such that {xn}

converges to x in Ẽ and limn→∞DJ(xn)(h) = 0.

Proof. First, we proof (a) implies (b). Assume ||DJ(x)|| = 0. Fix a vector
h in V , by the definition of ||DJ(x)|| we have

lim
r→0

inf{|DJ(y)h| : y ∈ B(x, r) ∩ E} = 0.

On the other hand, for every positive integerm, there is xm in the set B(x, 1/m)∩
E such that

|DJ(xm)(h)| ≤ inf
{
|DJ(y)h| : y ∈ B

(
x,

1
m

)
∩ E

}
+

1
m

for all m ∈ N.
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It is clear that the sequence {xm} converges to x in Ẽ and

lim
m→∞

DJ(xm)(h) = 0.

Now assume (b) holds, that is for any vector h in V there is a sequence {xn}
in E such that converges to x in Ẽ and limn→∞DJ(xn)(h) = 0. We have

inf{|DJ(y)h| : y ∈ B(x, r) ∩ E} = 0 for all r > 0, h ∈ V.

This implies ||DJ(x)|| = 0. �

Lemma 3.7. Let E, Ẽ, V and J be as in Theorem 3.5 and {xm} be a sequence
converging to x in Ẽ. Then

||DJ(x)|| ≤ lim inf
m→∞

||DJ(xm)||.

Proof. Fix a vector h in V such that ||h|| = 1. By definition we have

lim
r→0

{inf{|DJ(y)h| : y ∈ B(xn, r) ∩ E}} ≤ ||DJ(xn)|| for all n ∈ N.

It implies that

inf{|DJ(y)h| : y ∈ B(xn, 1/n) ∩ E} ≤ ||DJ(xn)|| for all n ∈ N.

Thus there is zn in B(xn, 1/n) ∩ E such that

|DJ(zn)h| ≤ ||DJ(xn)||+ 1
n
.

We have {xn} converges to x and ||xn− zn|| ≤ 1/n. This implies {zn} converges
to x and

lim
r→0

inf{|DJ(y)h| : y ∈ B(x, r) ∩ E} ≤ lim inf
n→∞

|DJ(zn)h)|

≤ lim inf
n→∞

[
||DJ(xn)||+ 1

n

]
= lim inf

m→∞
||DJ(xn)||.

It implies

||DJ(x)|| = sup
h∈V,||h||=1

lim
r→0

{inf{|DJ(y)h| : y ∈ B(x, r)∩E}} ≤ lim inf
m→∞

||DJ(xn)||.

�

Lemma 3.8. Let E, Ẽ and V be as in Theorem 3.5, y be in Ẽ and J be
a real continuously V -differentiable function on E. Assume ||DJ(y)|| ∈ (0,∞].
Then there exist hy in V and a positive real number ry such that:

‖hy‖ · ‖DJ(y)‖ < 2 if ||DJ(y)|| <∞,

||hy|| = 1 if ||DJ(y)|| = ∞,

DJ(x)hy < −1 for all x ∈ B
eE(y, ry) ∩ E.
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Proof. By definition there exist two positive real numbers ry, s and a vector
h in V with ||h|| = 1 such that

• If ||DJ(y)|| < ∞: ||DJ(y)|| < s and |DJ(x)h| > s/2 for all x ∈
B

eE(y, ry) ∩ E.
• If ||DJ(y)|| = ∞: s = 2 and |DJ(x)h| > s/2 for all x ∈ B

eE(y, ry) ∩ E.

Since the map x 7→ DJ(x)h is continuous on the connected set B
eE(y, ry) ∩ E,

we can (and shall) suppose DJ(x)h < −s/2 for any x in B
eE(y, ry)∩E. Putting

hy = 2h/s we get the lemma. �

Lemma 3.9. Let E, Ẽ, V and J be as in Theorem 3.5. Assume J satisfies
the (PS)-condition. The Kc is a compact set for any real number c.

Proof. By Definitions 3.3 and 3.4 we get the lemma. �

Proof of Theorem 3.5. Denote by J−1([a, b]) the closure of J−1([a, b])
in Ẽ. Put

A = J−1([a, b]) \ {Ka ∪Kb}.

Fix x in A. By Lemma 3.9 we can choose hx and rx as in Lemma 3.8 such that
B

eE(x, rx) ∩ {Ka ∪ Kb} = ∅. We have A ⊂
⋃

x∈AB eE(x, rx). By the Dugunji
theorem there is a subset B of A such that

A ⊂W ≡
⋃

x∈B

B
eE(x, rx).

So W ∩ {Ka ∪ Kb} = ∅ and for any a in W there is a positive real number s
having the following property: the set {x ∈ B : B

eE(x, rx) ∩ B
eE(a, s) 6= ∅} is

finite. Put

g(y) =
∑
x∈B

( ∑
x∈B

ϕx(y)
)−1

ϕx(y)hx for all y ∈W,

where ϕx(y) = δ(y, Ẽ \ B
eE(x, rx)) ≡ inf{||y − z|| : z ∈ Ẽ \ B

eE}, and hx is as in
Lemma 3.8. By the choosing of B the mapping g is well defined. We prove that
g satisfies the assumptions of Theorem 2.1. First we consider the boundedness
of g on Wα ≡ {y ∈W : δ(y, ∂W ) > α} for any positive real number α. Put

Tα = {x ∈ B : B
eE(x, rx) ∩Wα 6= ∅}.

We have

g(y) =
∑
x∈B

( ∑
x∈B

ϕx(y)
)−1

ϕx(y)hx =
∑

x∈Tα

( ∑
x∈Tα

ϕx(y)
)−1

ϕx(y)hx

for all y ∈Wα. We shall show that δ(x, ∂W ) > α/2 for any x in Tα. Assume by
contradiction that there is x in Tα and z in ∂W such that ||x− z|| ≤ α/2. Hence
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rx ≤ α/2 since B
eE(x, rx) is contained in W . On the other hand

||y − x|| ≥ ||y − z|| − ||z − x|| ≥ α− rx ≥
α

2
≥ rx for all y ∈Wα.

This implies B
eE(x, rx)∩Wα = ∅, which contradicts to the definition of Tα. Thus

δ(x, ∂W ) > α/2 for all x ∈ Tα or Tα ⊂Wα/2.
Now we show that inf{||DJ(x)|| : x ∈ Tα} > 0. Indeed assume by contra-

diction that there is a sequence {xm} in Tα such that limm→∞ ||DJ(xm)|| = 0.
Note that Tα ⊂ B ⊂ J−1([a, b]). Since J satisfies the (PS)c condition for any c
in [a, b], there is a subsequence {xmk

} of {xm} such that {xmk
} converges to y

in Ẽ.
According to Lemma 3.7 we see that

lim
m→∞

J(xmk
) = η ∈ [a, b], lim

m→∞
||DJ(xmk

)|| = ||DJ(y)|| = 0.

This implies y in Kη. By the hypotheses (b) of the theorem we see that η ∈ {a, b}
and y ∈ W ∩ {Ka ∪Kb}. Since W ∩ {Ka ∪Kb} = ∅ and Tα ⊂ Wα/2 ⊂ W , we
have y ∈ Wα/2 ∩ ∂W , which is absurd because Wα/2 ∩ ∂W = ∅. Thus there is
a positive real number βα such that

||DJ(x)|| ≥ βα for all x ∈ Tα.

By Lemma 3.8, ||hx|| ≤ max{1, 2β−1
α } for any x in Tα. Thus

||g(y)|| ≤
∑

x∈Tα

( ∑
x∈Tα

ϕx(y)
)−1

ϕx(y)||hx|| ≤ max{1, 2β−1
α }

for all y ∈Wα. By Lemma 3.8 we have

DJ(y)(g(y)) < −1 for all y ∈W ∩ E.

Since g satisfies all the hypotheses of Theorem 2.1, we have for any x in W ∩E,
there is tx in (0,∞] and a unique continuous mapping νx from [0, tx) into W ∩E
such that {

ν′x(t) = g(νx(t)) for all t ∈ (0, tx),

νx(0) = x.

Recall that inf{δ(νx(t), ∂W ) : t ∈ [0, tx)} = 0 if tx is finite. Fix z in A ∩ E. By
Lemma 2.5 and the continuously V -differentiability of J , Joνz is differentiable
on (0, tz) and

J(νz(t))− J(νz(0)) =
∫ t

0

DJ(νz(s))(ν′z(s)) ds(3.1)

=
∫ t

0

DJ(νz(s))(g(νz(s)) ds < −t

for all t ∈ (0, tz). Thus for any z in J−1([a, b]) \ (Ka ∪Kb), there is a biggest sz

in (0, b− a ) such that νz([0, sz)) ⊂ A ∩ E.
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We complete the proof of the theorem by the following steps.
Step 1. Fix z in J−1([a, b]) \ (Ka ∪Kb), we show that νz can be continuously

extended at sz, sz < tz and J(νz(sz)) = a.
We consider two cases:
Case 1. Assume inf{δ(νz(t),Ka) : t ∈ [0, sz)} = s1 > 0. By (3.1)

J(νz(t)) < b− sz

2
for all t ∈ [sz/2, sz).

Using the compactness of Kb ⊂ E, we have

inf{δ(νz(t),Kb) : t ∈ [sz/2, sz)} = s2 > 0.

Put Sα = {x ∈ A : δ(x,Ka ∪Kb) ≥ α} for any positive real number α. Arguing
as in the proof of boundedness of g(Wα), we find a positive real number Mα such
that

(3.2) ||g(y)|| ≤Mα for all y ∈ Sα.

Put s = min(s1, s2), we have νz([sz/2, sz)) ⊂ Ss. It implies that

||νz(t)− νz(t′)|| =
∥∥∥∥∫ t′

t

g(νz(ξ)) dξ
∥∥∥∥ ≤Ms|t− t′|

for all t, t′ ∈ (sz/2, sz). Thus limt→sz
νz(t) = y ∈ Ẽ. On the other hand since

νz([sz/2, sz)) is contained in a closed set J−1([a, b]) ∩ (Ẽ \
⋃

x∈Ka∪Kb
B

eE(x, s)),
we have

y ∈ J−1([a, b]) ∩
(
Ẽ \

⋃
x∈Ka

B
eE(x, s)

)
⊂W.

Thus δ(y, ∂W ) > 0, and by Theorem 2.1, y is in E. By (3.1) and the definition
of sz we see that sz < tz and J(y) should be a.

Case 2. Assume

(3.3) inf
t∈[0,sz)

δ(νz(t),Ka) = 0.

We shall prove

(3.4) lim
t→sz

δ(νz(t),Ka) = 0.

Assume by contradiction that there are a positive real number ε and a sequence
{tn} converging to sz in [0, sz) such that

(3.5) δ(νz(tn),Ka) > 2ε > 0.

By (3.3) there is a sequence {sn} converging to sz in [0, sz) such that

(3.6) lim δ(νz(sn),Ka) = 0.
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By (3.5), (3.6) and continuity of the mappings νz and δ, there are two sequence
{αn} and {βn} converging to sz in [0, sz) such that

(3.7)


δ(νz(αn),Ka) = 2ε,

δ(νz(βn),Ka) = ε,

δ(νz(t),Ka) ∈ [ε, 2ε] for all t ∈ [αn, βn].

We may assume αn > sz/2 for any n in N. Put C =
⋃∞

n=1 νz[αn, βn]. We can
see that C ⊂ Sε′ with ε′ = min(s2, ε). By (3.2),

||g(y)|| ≤Mε′ for all y ∈ C.

Thus we have

||νz(αn)− νz(βn)|| =
∥∥∥∥∫ βn

αn

g(νz(t)) dt
∥∥∥∥ ≤Mε′ |βn − αn|.

Since {αn} and {βn} converge to sz, {||νz(αn)− νz(βn)||} converges to 0, which
contradicts to (3.7). Therefore limt→sz δ(νz(t),Ka) = 0.

Put T = νz[0, sz) ∩Ka. Since Ka is compact then T is compact. We prove
T is connected. Indeed, suppose by contradiction that there are two non-empty
disjoint compact subsets Q and R of E such that Q ∪R = T .

Therefore, there exist two disjoint open subsets U and U ′ in E such that
Q ⊂ U and R ⊂ U ′. Let p and q be in U ∩T and U ′ ∩T , respectively. There are
two sequence {tn} and {sn} converging to sz in (0, sz) such that the sequences
{νz(tn)} and {νz(sn)} converge to p and q, respectively. We can suppose tn < sn

for any integer n.
By the continuity of νz, there is kn ∈ (tn, sn) such that

νz(kn) /∈ U ∪ U ′ for all n ∈ N.

By (3.4) we have limn→∞ δ(νz(kn),Ka) = 0. Since Ka is compact, there is
a subsequence of {νz(znk

)} converging to an element ofKa. But νz(knk
) /∈ U∪U ′,

which is an open set containing T . Thus we get a contradiction and T should
be connected. By (d) the set T has a unique element v. Define νz(sz) = v, then
νz may be continuously extended at sz and J(νz(sz)) = a.

Step 2. We prove the map z 7→ sz is continuous on A ∩ E.
Assume by contradiction that there are a positive real number ε and a se-

quence {xn} converging to x in A ∩ E such that |sxn
− sx| > ε for any integer

n. Applying (b) of Theorem 2.1, we may assume:

sxn
> sx + ε for all n ∈ N.
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Note that, for all t ∈ (sx + ε/2, sxn
),

a < J(νxn(t)) = J(νxn(sx)) +
∫ t

sx

DJ(νxn(s))(g(νxn(s)) ds

≤ J(νxn(sx))− (t− sx) < J(νxn(sx))− ε

2
.

By the continuous dependence to the initial values of the Cauchy problem, we
have {νxn

(sx)} converges to νx(sx). Thus {J(νxn
(sx))} converges to J(νx(sx)) =

a, which contradicts to above inequality.
Step 3. Let {xn} be a sequence in A ∩ E such that {xn} converges to x in

Ka. We shall prove sxn
converges to 0. By the continuity of J , we have

lim
n→∞

J(νxn
(0)) = lim

n→∞
J(xn) = J(x) = a = J(νxn

(sxn
)).

On the other hand

J(νxn(sxn))− J(νxn(0)) =
∫ sxn

0

DJ(νxn(s))(g(νxn(s))) ds < −sxn < 0.

Thus we get the third step.
Step 4. Let {xn} be a sequence in A ∩ E such that {xn} converges to x in

Ka. We may assume J(xn) < a + 2−1(b − a) for any n in N. We shall prove
that there is a subsequence {xnk

} of {xn} such that {νxnk
(sxnk

)} converges to
a point in Ka.

Assume by contradiction that there are a positive real number s and a positive
integer N0 such that

δ(xn,Ka) < s/2 and δ(νxn
(sxn

),Ka) > s for all n ≥ N0.

Since {νxn(0) = xn} converges to x in Kα, by the continuity of νz and the
distance function, there are two positive real numbers sequences {sn} and {kn}
such that sn < kn < sxn

and

δ(νxn(sn),Ka) = s/2,

δ(νxn(kn),Ka) = s,

δ(νxn(t),Ka) ∈ [s/2, s] for all t ∈ [sn, kn], n ≥ N0.

This implies

(3.8) ||νxn(sn)− νxn(kn)|| ≥ s/2 for all n ≥ N0.

Since {sxn
} converges to 0 by Step 3, the sequence {kn− sn} converges to 0. By

(3.2) and arguing as in the first step, we see that {νxn
(sn)− νxn

(kn)} converges
to 0, which contradicts to (3.8). Thus we get the fourth step.

Step 5. Let {yn} and {zn} be sequences converging to x in Ka such that the
sequences {νyn(syn)} and {νzn(szn)} converge to u and v in Ka, respectively.
We shall prove u = v.
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Assume by contradiction that there are two sequences {yn} and {zn} con-
verging to x in A ∩ E, and two different vector u and v in Ka, such that the
sequences {νyn

(syn
)} and {νzn

(szn
)} converge to u and v respectively.

Since Ka is compact, by (d), there are two disjoint open subsets U and V

such that u ∈ U , v ∈ V and Ka ⊂ U ∪ V . Arguing as in the fourth step we get
a contradiction.

Step 6. Put

η(s, x) =

{
x for all (s, x) ∈ [0, 1]× Ja,

νx(ssx) for all (s, x) ∈ [0, 1]× (A ∩ E).

We shall prove the deformation η is continuous. It is sufficient to prove that η is
continuous on {1}×Ka. Let {xn} be a sequence in A∩E converges to x in Ka.
We may assume

J(xn) < a+
b− a

2
for all n ∈ N.

We prove {νxn
(sxn

)} converges to x. Indeed, by the fourth and fifth step, the
sequence {νxn(sxn)} converges to some u in Ka. It is sufficient to prove u = x.
Assume by contradiction that u 6= x. Since {νxn

(0) = xn} converges to x and
{νxn

(sxn
)} converges to u, arguing as in the fourth step, we find a positive real

number r and two sequences of positive real numbers {sn} and {kn} such that
they converge to 0, sn < kn < sxn , νxn(sn) ∈ Sr/2 and νxn(kn) ∈ Sr \ Sr/2.
Arguing as the fourth step we get a contradiction. Thus {νxn

(sxn
)} converges

to x. �

Using Theorem 3.5, we easily get the following result.

Theorem 3.10 (Mountain Pass Theorem). Let V be a non-trivial vector
subspace of a normed space (E, ‖ · ‖), J be a continuous function from a normed
space (E, ‖ · ‖) into R such that J is continuously V -differentiable on E and
satisfies the Palais–Smale condition (PS)c for every real number c. Assume that
J(0) = 0 and there exist a positive real number r and z0 ∈ E such that ||z0|| > r

and J(z0) ≤ 0 and

α ≡ inf{J(u) : u ∈ E, ||u|| = r} > 0.

Put G = {ϕ ∈ C([0, 1], E) : ϕ(0) = 0, ϕ(1) = z0}. Assume that G 6= ∅. Set

β = inf{max J(ϕ([0, 1])) : ϕ ∈ G}.

Then β ≥ α and β is a generalized critical value of J .

Remark 3.11. If E is a Banach space and V = E, by Lemma 3.6, β is
a classical critical value of J and we get the classical version of Mountain-Pass
Theorem in [1] without C1-smoothness of J .
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Definition 3.12. Let (E, ‖ · ‖) be a Banach space, J be a continuous
function from an open subset U in E into R such that J is continuously E-
differentiable on U . Let x be a critical point of J . Then x is said to be a critical
point of mountain-pass type if there exists a neighbourhood Ux of x contained in
U such that W ∩J−1(−∞, J(x)) is nonempty and not path-connected whenever
W is an open neighborhood of x contained in Ux.

Using Theorem 3.5 and arguing as in the proof of Theorem 1 in [10] we get
the following result.

Theorem 3.13. Let (E, ‖ ·‖) be a Banach space, J be a continuous function
from an open subset U in E into R such that J is continuously E-differentiable on
U . Assume J satisfies all the hypotheses in Theorem 3.10. Assume in addition
that the critical points in J−1(β) are isolated in E. Then there exists a critical
point of mountain-pass type in J−1(β).

4. Proof of Theorem 1.1

We can suppose a = 0, J(a) = 0. Let H̃ be the completion of H and put

hx =
−A(x)
||A(x)||

,

rx = min
{

α2||x||
4Γ2 + α2

,
(α2 − Γθ)α||x||

4Γ2(Γ + θ)
, δ − ||x||

}
,

ϕx(y) = δ(y, H̃ \B
eH(x, rx)) for all x ∈ BH(0, δ) \ {0}, y ∈ H̃,

W0 =
⋃

x∈BH(0,δ)\{0}

B
eH(x, rx).

We have ||hx|| = 1 and

||hx − hy|| =
∥∥∥∥ A(x)
||A(x)||

− A(y)
||A(y)||

∥∥∥∥ =
∥∥∥∥A(x)||A(y)|| −A(y)||A(x)||

||A(x)||||A(y)||

∥∥∥∥
=

∣∣∣∣A(x)(||A(y)|| − ||A(x)||) + ||A(x)||(A(x)−A(y))
|A(x)||||A(y)||

∥∥∥∥
≤ 2||A(x− y)||

||A(y)||
≤ 2Γ||x− y||

α||y||

for all x, y ∈ BH(0, δ) \ {0}. Since rx ≤ α2||x||/(4Γ2 + α2), it follows that

〈A(y), hx〉 = 〈A(y), hy〉+ 〈A(y), hx − hy〉 =
〈
A(y),

−A(y)
||A(y)||

〉
+ 〈A(y), hx − hy〉

≤ − ||A(y)||+ ||A(y)||||hx − hy|| ≤ −α||y||+ Γ||y||||hx − hy||

≤ − α||y||+ 2Γ2

α
||x− y|| ≤ −α

2
||y||
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for all y ∈ BH(x, rx). On the other hand, by the mean value theorem there is ty
in [0, 1] such that

(4.1) DJ(y)(hx) = DJ(y)(hy) +DJ(y)(hx − hy)

= − 1
||A(y)||

D2J(tyy)(y,A(y)) +D2J(tyy)((y, hx − hy)

= − 1
||A(y)||

[D2J(0)(y,A(y)) + (D2J(tyy)−D2J(0))(y,A(y))]

+ [D2J(0)(y, hx − hy) + t−1
y (D2J(tyy)−D2J(0))(tyy, hx − hy)]

≤ − α2

Γ
||y||+ θ||y||+ Γ||y||2Γ||x− y||

α||x||
+ θ||y||2Γ||x− y||

α||x||

≤ − α2 − Γθ
Γ

||y||+ 2Γ2 + 2Γθ
α

||y|| rx
||x||

≤
[
− α2 − Γθ

Γ
+
α2 − Γθ

2Γ

]
||y|| = − (α2 − Γθ)

2Γ
||y|| < 0

for all y ∈ BH(x, rx).
By definition, BH(0, δ) \ {0} ⊂ W0. We show that B

eH(0, δ) \ {0} is con-
tained in W0. Let y be in B

eH(0, δ) \ {0}. Put r = ||y||, s = α2/(4Γ2 + α2),
t = (α2 − Γθ)α/(4Γ2(Γ + θ)) and ε = min{sr/(s+ 1), tr/(t+ 1), (δ − r)/2}/2.
There is x in BH(0, δ) \ {0} such that ||x − y|| < ε. Choosing ε we see that y
is in B

eH(x, rx). Thus B
eH(0, δ) \ {0} ⊂ W0. By the Dugunji theorem, there is

a subset B of BH(0, δ) \ {0} such that

B
eH(0, δ) \ {0} ⊂W =

⋃
x∈B

B
eH(x, rx)

and the set {x ∈ B : B
eH(x, rx) ∩B

eH(y, sy) 6= ∅} is finite for any y in W and
a sufficiently small positive real number sy. Put

g(y) =
∑
x∈B

( ∑
z∈B

ϕz(y)
)−1

ϕx(y)hx for all y ∈W.

By choice of B, the mapping g is well defined, g(W ) is contained in H, and

(4.2) ||g(y)|| ≤ 1 for all y ∈W.

We can see that g satisfies all assumptions of Theorem 2.1. Thus for any u in
BH(0, δ) \ {0} there exist tu in (0,∞] and a unique mapping νu from (−tu, tu)
into W ∩H such that{

ν′u(t) = g(νu(t)) for all t ∈ (−tu, tu),

νu(0) = u.
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Fix u ∈ BH(0, δ/3) \ {0} and put su = min{||u||, tu}. We have

νu(t) = u+
∫ t

0

g(νu(s)) ds for all t ∈ (0, tu).

Thus, by (4.2)

0 < ||u|| − |t| ≤ ||νu(t)|| ≤ ||u||+ |t| ≤ 2||u|| ≤ 2δ/3 for all t ∈ (−su, su).

By (a) of Theorem 2.1, it implies that tu ≥ ||u||. We define

η(t, u) = νu(t) for all u ∈ BH(0, δ/3) \ {0}, t ∈ (−||u||, ||u||),
Λ(u) = 〈A(u), u〉/2 for all u ∈ BH(0, δ/3) \ {0}.

Thus{ ∂η

∂s
(s, u) = g(η(s, u)) for all u ∈ BH(0, δ/3) \ {0}, s ∈ (−||u||, ||u||),

η(0, u) = u

Since θ < α/2, by Taylor theorem there is a tu in (0, 1) such that

|J(u)− Λ(u)| =
∣∣∣∣J(0) +DJ(0)(u) +

1
2
D2J(tuu)(u, u)−

1
2
D2J(0)(u, u)

∣∣∣∣
=

1
2
|(D2J(tuu)−D2J(0))(u, u)| ≤ 1

2
θ||u||2 < 1

4
α||u||2.

Thus

(4.3) Λ(u)− 1
4
α||u||2 < J(u) < Λ(u) +

1
4
α||u||2.

Moreover,

(4.4)
∂

∂t
Λ(η(t, u)) =

1
2
· ∂
∂t
〈A(η(t, u)), η(t, u)〉

= 〈A(η(t, u)), η′(t, u)〉 = 〈A(η(t, u)), g(η(t, u))〉

=
〈
A(η(t, u)),

∑
x∈B

ϕx(η(t, u))hx∑
x∈B

ϕx(η(t, u))

〉

=
1∑

x∈B

ϕx(η(t, u))

[∑
x∈B

ϕx(η(t, u))〈A(η(t, u)), hx〉
]

≤ 1∑
x∈B

ϕx(η(t, u))

[∑
x∈B

−α
2
ϕx(η(t, u))||η(t, u)||

]
= − α

2
||η(t, u)|| < 0.
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Thus Λ(η( · , u)) is strictly decreasing on (−||u||, ||u||). On the other hand, for
any t in (−||u||, ||u||),

(4.5) |Λ(η(t, u))− Λ(u)| = |Λ(η(t, u))− Λ(η(0, u)|

=
∣∣∣∣ ∫ t

0

d

ds
Λ(η(s, u)) ds

∣∣∣∣ ≥ ∣∣∣∣ ∫ t

0

α

2
||η(s, u)|| ds

∣∣∣∣
≥

∣∣∣∣α2
∫ t

0

(||u|| − s) ds
∣∣∣∣ =

α

2

(
|t|||u|| − 1

2
t2

)
.

When |t| = ||u||, we have α(|t|||u|| − t2/2)/2 = α||u||2/4. Thus by (4.3), there
exists a positive real number ru < ||u|| such that ||u|| − ru is small and

Λ(u)− α

4
||u||2 <Λ(u)− α

2

(
ru||u|| −

1
2
r2u

)
< J(u)

<Λ(u) +
α

2

(
ru||u|| −

1
2
r2u

)
< Λ(u) +

α

4
||u||2.

Applying (4.5) we obtain

Λ(η(ru, u)) ≤Λ(u)− α

2

(
ru||u|| −

1
2
r2u

)
< J(u)

<Λ(u) +
α

2

(
ru||u|| −

1
2
r2u

)
≤ Λ(η(−ru, u)).

This implies there is a unique su in (−ru, ru) ⊂ (−||u||, ||u||) such that

J(u) = Λ((η(su, u)) =
1
2
〈A((η(su, u)), η(su, u)〉.

We shall prove that J(η( · , u)) is strictly decreasing on (−||u||, ||u||). By
Lemma 2.4, J(η( · , u)) is differentiable on (−||u||, ||u||). Furthermore, by (4.1),

∂

∂t
J(η(s, u)) =DJ(η(s, u)) ◦ ∂η

∂t
(s, u) = DJ(η(s, u)) ◦ g(η(s, u))

=DJ(η(s, u))


∑

x∈B

ϕx(η(s, u))hx∑
x∈B

ϕx(η(s, u))


=

∑
x∈B

ϕx(η(s, u))DJ(η(s, u)(hx))∑
x∈B

ϕx(η(s, u))
< 0

for all s ∈ (−||u||, ||u||), u ∈ BH(0, δ) \ {0}. It implies the strictly decreasing of
J(η( · , u)) on (−||u||, ||u||) for any u in BH(0, δ) \ {0}. Put{

φ(x) = η(sx, x) for all x ∈ BH(0, δ/3) \ {0},
φ(0) = 0.

We have
J(x) =

1
2
〈A(φ(x), φ(x)〉 for all x ∈ BH(0, δ/3).
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From the above properties, φ is an one-to-one mapping from BH(0, δ/3) into
φ(BH(0, δ/3)).

Now we show that φ is continuous on BH(0, δ/3). First we note that

||η(sx, x)− x|| = ||η(sx, x)− η(0, x)|| =
∥∥∥∥∫ sx

0

g(η(t, x)) dt
∥∥∥∥ ≤ |sx| ≤ ||x||.

It implies the continuity of φ at 0. Fix x in BH(0, δ/3) \ {0}. Let {xn} be
a sequence converging to x in BH(0, δ/3). Firstly, we show that the sequence
{sxn

} converges to sx.
Assume by contradiction that there are a positive real number d and a sub-

sequence {xnk
} of {xn} such that |sxnk

− sx| > d for any integer k. Since η(t, x)
is defined on (−||x||, ||x||) and sx is in (−||x||, ||x||), by (b) of Theorem 2.1 we
can (and shall) suppose η(t, xnk

) is defined for any t in [−|sx| − d, sx + d] and
sxnk

−sx > d for any integer k. By (2.9) the map y → η(sx +d), y) is continuous
at x. Since Λ(η( · , u)) is strictly decreasing,

J(xnk
) = Λ(η(sxnk

), xnk
) ≤ Λ(η(sx + d), xnk

).

Taking the limits of the two sides, we have

J(x) = Λ(η(sx, x) ≤ Λ(η(sx + d), x),

which contradicts to the strictly decrease of Λ(η( · , x)). Therefore we should
have limn→∞ sxn

= sx. On the other hand

||η(sxn
, xn)− η(sx, x)|| ≤ ||η(sxn

, xn)− η(sx, xn)||+ ||η(sx, xn)− η(sx, x)||

=
∥∥∥∥∫ sxn

sx

g(η(t, xn)) dt
∥∥∥∥ + ||η(sx, xn)− η(sx, x)||

≤ |sxn − sx|+ ||η(sx, xn)− η(sx, x)||.

This implies limn→∞ φ(xn) = φ(x), so that φ is continuous on BH(0, δ/3). The
path η(t, x) carries x to φ(x). We can use the same path to move φ(x) to x in
order to define the inverse map Ψ = φ−1 of φ. Arguing as above we see that φ
is a homeomorphism from BH(0, δ/3) onto φ(BH(0, δ/3)).

Corollary 4.1. Assume J satisfies all hypotheses in Theorem 1.1. Let x0

be a nondegenerate critical point of J with Morse index j. Then

Cq(J, x0) =

{
G if q = j,

0 if q 6= j.

Proof. Without lost of any generality we may assume x0 = 0. Let E and
F be the positive and negative subspaces of the operator D2J(0) respectively.
According to Theorem 1.1, it is sufficient to consider the case where

J(y + z) = 〈y, y〉 − 〈z, z〉 for all x = y + z ∈ H = E ⊕ F.
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Put ν0 = J−1((−∞, 0]), note that

B(0, ε) ∩ ν0 = {x = y + z ∈ H : ||x|| ≤ ε, ||y|| ≤ ||z||}.

We defined a deformation

η(t, x) = z + ty for all t ∈ [0, 1]; x ∈ B(0, ε) ∩ ν0.

It is a strong deformation retract from (B(0, ε) ∩ ν0, B(0, ε) ∩ (ν0 \ {0})) to
(B(0, ε) ∩ F,B(0, ε) ∩ (F \ {0})). Thus

Cq(J, 0) ∼= Hq(B(0, ε) ∩ ν0, B(0, ε) ∩ (ν0 \ {0}))
∼= Hq(B(0, ε) ∩ F,B(0, ε) ∩ (F \ {0}))

∼= Hq(Bj , Sj−1) ∼=

{
G if q = j,

0 if q 6= j. �

Remark 4.2. If H is a Hilbert space and J ∈ C2(H,R), the above corollary
was proved in [5] (see Theorem 4.1, p. 34).

Corollary 4.3. If Kc = {z1, . . . , zm}, then

Hq(νc+ε, νc−ε, G) ∼= Hq(νc, νc \Kc, G) ∼=
m⊕

j=1

Cq(J, zj).

Proof. By Theorem 3.5 and the homotopy invariance of singular homology
group, we have

Hq(νc+ε, νc−ε) ∼= Hq(νc, νc−ε),

Hq(νc \Kc, νc−ε) ∼= Hq(νc−ε, νc−ε) ∼= 0.

Applying the exactness of singular homology groups to the triple (νc, νc\Kc, νc−ε)
we have

. . .→ Hq(νc \Kc, νc−ε) → Hq(νc, νc−ε)

→ Hq(νc, νc \Kc) → Hq−1(νc \Kc, νc−ε) → . . .

we get
0 → Hq(νc, νc−ε) → Hq(νc, νc \Kc) → 0.

It implies Hq(νc, νc−ε) ∼= Hq(νc, νc \Kc).
Using the excision property, we may decompose the relative singular homol-

ogy groups into critical groups

Hq(νc, νc \Kc) ∼= Hq

(
νc ∩

m⋃
j=1

B(zj , ε), νc ∩
m⋃

j=1

B(zj , ε) \ {zj}
)
∼=

m⊕
j=1

Cq(J, zj)

for any sufficiently small positive real number ε, which completes the proof of
the corollary. �
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Definition 4.4. Assume J satisfies all the hypotheses of Theorem 1.1. Let
q be a nonnegative integer, a and b be two regular values of J such that a < b.
Assume that J has only isolated critical values {ci}i∈Z in (a, b), ci < ci+1 and
Kci

= {zi
1, . . . , z

i
mi
} with mi in N. Choose εi in (0,min{ci+1− ci, ci − ci−1}) for

any i in Z. Put

βq ≡ βq(a, b) ≡ rankHp(νb, νa, G),

Mq ≡Mq(a, b) ≡
∑

a<ci<b

rankHp(νci+εi
, νci−εi

, G)

We call Mq the q-th Morse type number of the function J with respect to (a, b).

By Theorem 3.5, Mq is well defined and independent of the choice of {εi}.
Using Corollary 4.3 and arguing as in [5], we have the following Morse inequality

q∑
j=0

(−1)q−jMj(a, b) ≥
q∑

j=0

(−1)q−jβj(a, b).

5. Proof of Gromoll–Meyer Splitting Theorem

In this section, H is a Hilbert space with the scalar product 〈 · , · 〉 and
its dual space H∗ is always identified with H. We denote by B(x0, r) the set
{x ∈ H | ||x−x0|| < r} for any x0 in H. Now, we recall the class (S)+ introduced
by Browder (see [3], [4]).

Definition 5.1. Let A be a subset of H and h be a mapping of A into H.
We say:

(a) h is demicontinuous if the sequence {h(xn)} converges weakly to h(x)
in H for any sequence {xn} converging strongly to x in H.

(b) h is of class (S)+ if h is demicontinuous and has the following property:
Let {xn} be a sequence in A such that {xn} converges weakly to x in H.
Then {xn} converges strongly to x in H if

lim sup
n→∞

〈h(xn), xn − x〉 ≤ 0.

Let D be a bounded open subset in H with boundary ∂D and closure D. Let
h be a mapping of class (S)+ on D and p be in H \h(∂D). By Theorems 4 and 5
in [3], the topological degree of h on D at p is defined as a family of integers and
is denoted by deg(h,D, p). In [18] Skrypnik showed that this topological degree
is single-valued (see also [4]).

To prove the Gromoll–Meyer splitting theorem we need the following lemmas,
in which the notations and assumptions of Theorem 1.3 are used.
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Lemma 5.2. Assume DJ is of class (S)+. Let {xn} be a bounded sequence
in H such that the sequence {DJ(xn)} converges to c in H. Then {xn} has
a subsequence converging in H.

Proof. We can suppose {xn} weakly converges to x0 in H. We have

lim sup
n→∞

〈DJ(xn), xn − x0〉 ≤ lim sup
n→∞

|〈DJ(xn), xn − x0〉|

≤ lim sup
n→∞

|〈DJ(xn)− c, xn − x0〉|+ lim sup
n→∞

|〈c, xn − x0〉|

≤ lim sup
n→∞

||DJ(xn)− c‖ · ‖xn − x0||+ lim sup
n→∞

|〈c, xn − x0〉| = 0.

Since DJ is of class (S)+, we have the lemma. �

Lemma 5.3. There are positive real numbers C, α and Γ, a closed vector
subspace H+, two finite-dimensional vector subspaces H0 and H− of H such
that H− ⊕H0 ⊕H+ is a orthogonally direct decomposition of H, H0 = kerA,

〈Ax, x〉 ≥ C||x||2 for all x ∈ H+

〈Ax, x〉 ≤ −C||x||2 for all x ∈ H−,

Γ||y|| ≥ ||A(y)|| ≥ α||y|| for all y ∈ Y ≡ H+ ⊕H−.

Proof. Let E be the orthogonal complement of H0 in H. We see that

〈Au, v〉 = 〈u,Av〉 = 0 for all u ∈ E, v ∈ H0.

Therefore A(E) ⊂ E. Denote by B the restriction of A on E. We see that B is
a bounded self-adjoint linear operator on E. It is clear that B is one-to-one.

We claim that B(E) is a closed subspace of E. Let {xn} be a sequence in
E such that {B(xn)} converges to y in E, we will prove that y ∈ B(E). First,
we show that {xn} is bounded. Suppose by contradiction that {||xn||} tends to
∞. Put vn = (||xn||+ 1)−1xn for any integer n, then {||vn||} converges to 1 and
{B(vn)} converges to 0. Without loss of generality, we can (and shall) suppose
that {vn} converges weakly to a vector v0 in E. Since A is of class (S)+, and

lim sup
n→∞

〈A(vn), vn − v0〉 = lim sup
n→∞

〈B(vn), vn − v0〉 = 0,

{vn} converges to v0. Thus, A(v0) = 0 and ||v0|| = 1, which is a contradiction.
Therefore {xn} is bounded and we can suppose that it converges weakly to
a vector x0 in E. Since {A(xn)} converges to y, by the definition of class (S)+,
the sequence {xn} converges to x0 in E. Therefore A(x0) = y and B(E) is
closed.

Next we show that B(E) = E. Otherwise, there is x in E \ {0} such that

〈B(z), x〉 = 0 for all z ∈ E
or 〈z,A(x)〉 = 0 for all z ∈ E.
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Thus, A(x) is in H0. It implies that A(A(x)) is also in H0 and

〈A(x), A(x)〉 = 〈x,A(A(x))〉 = 0.

It follows that x is in H0 ∩ E, and therefore x = 0, which is impossible. This
contradiction shows that B(E) = E.

We have proved that B is an one-to-one mapping from E onto E. Thus, by
the open mapping theorem, B is an invertible self-adjoint bounded operator on
E and we can find the desired real positive real numbers α and Γ. By a result
on self-adjoint operators (see [13, p. 172]), there exist a positive real number C
and an orthogonal decomposition H− ⊕ H+ of E such that H− and H+ are
A-invariant closed subspaces of E and

〈A(x), x〉 ≤ −C||x||2 for all x ∈ H−,

〈A(x), x〉 ≥ C||x||2 for all x ∈ H+.

Finally we prove that H−⊕H0 is finite dimensional. It is sufficient to show that
H− ⊕H0 is locally compact. Let {xn} be a sequence weakly converging to x in
H− ⊕H0. We see that

lim
n→∞

〈A(x), xn − x〉 = 0 and 〈A(xn − x), xn − x〉 ≤ 0

for all n ∈ N. Thus, lim sup
n→∞

〈A(xn), xn − x〉 ≤ 0 and {xn} converges to x.

Therefore H− ⊕H0 is locally compact. �

Lemma 5.4. If 0 is an isolated critical point of J and x ∈ B′(0, δ), we have

||DJ(x)−A(x)|| ≤ α

2
||x||.

Proof. For any v ∈ H, by the mean value theorem there is tx in (0, 1) such
that

DJ(x)v = DJ(x)v −DJ(0)v = D2J(txx)(x, v).

Thus

|〈DJ(x)−A(x), v〉| = |D2J(txx)(x, v)−D2J(0)(x, v)|

= t−1
x |(D2J(txx)−D2J(0))(txx, v)| ≤

α

2
||x||||v||.

This implies ||DJ(x)−A(x)|| ≤ α||x||/2. �

Lemma 5.5. If x0 is a nondegenerate isolated critical point of J , we have

i(DJ, x0) =
∞∑

q=0

(−1)qrankCq(J, x0).
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Proof. We can suppose x0 = 0. By Lemma 5.5, H = H− ⊕ H+, H+

is closed and dimH− = j < ∞. By Corollary 4.1, it is sufficient to prove
i(DJ, 0) = (−1)j . We need two following steps

Step 1. Prove deg(DJ,B′(0, δ), 0) = deg(A,B′(0, δ), 0).
Define

k(t, x) = (1− t)DJ(x) + tA(x) for all t ∈ [0, 1], x ∈ B′(0, δ).

We shall prove that k(t, x) 6= 0 for all (t, x) in [0, 1] × ∂B(0, δ). Suppose by
contradiction that k(t, x) = 0 for some (t, x) in [0, 1]×∂B(0, δ). We have A(x)+
(1− t)(DJ(x)−A(x)) = 0 and by Lemma 5.4

0 = ||A(x) + (1− t)(DJ(x)−A(x))||

≥ ||A(x)|| − (1− t)||DJ(x)−A(x)|| ≥ α||x|| − (1− t)
α

2
||x|| ≥ α

2
||x|| > 0,

which is absurd. Thus by the homotopy invariance of the topological degree,
deg(DJ,B′(0, δ), 0) = deg(A,B′(0, δ), 0), which implies i(DJ, 0) = i(A, 0).

Step 2. Define

A1(y + z) = y +A(z) for all y ∈ H+, z ∈ H−.

We prove deg(A,B′(0, δ), 0) = deg(A1, B
′(0, δ), 0). Indeed, put

h(t, x) = (1− t)A(x) + tA1(x) for all t ∈ [0, 1], x ∈ B′(0, δ).

We shall prove h(t, x) 6= 0 for all (t, (y + z)) in [0, 1]× ∂B(0, δ).
Assume by contradiction that h(t, x) = 0 for some (t, (y + z)) in [0, 1] ×

∂B(0, δ). Thus (ty+(1− t)A(y))+A(z) = 0. Since A(H+) ⊂ H+ and A(H−) ⊂
H−, it follows that ty+ (1− t)A(y) = 0 and A(z) = 0. By the definitions of H+

andH−, we see that y = 0 and z = 0, which is absurd. Thus deg(A,B′(0, δ), 0) =
deg(A1, B

′(0, δ), 0), which implies

i(A, 0) = i(A1, 0).

Note that A1 is a compact vector field, therefore by the homology invariance of
the Leray–Schauder topological degree we have

i(A1, 0) = (−1)j .

Combining these two steps we get the lemma. �

Lemma 5.6. Assume H− = {0}. Put δ1 = δ/2, Y = H+ and Z = H0.
Assume that for any z in B′

Z(0, δ1)

(5.1) 〈DJ(z + y1)−DJ(z + y2), y1 − y2〉 > 0 for all y1 6= y2 ∈ B′
Y (0, δ1).
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We have

(a) There is a mapping ψ from BZ(0, δ1) into BY (0, δ1) such that DJ(z +
ψ(z))|Y = 0 and

J(z + ψ(z)) = min
v∈B′

Y (0,δ1)
J(z + v) for all z ∈ BZ(0, δ1).

(b) ψ is continuous on BZ(0, δ1).
(c) Put j(z) = J(z + ψ(z)) for any z in BZ(0, δ1). Then j is of class C1

and
Dj(z)h = DJ(z + ψ(z))h for all h ∈ Z.

Proof. (a) Fix z in BZ(0, δ1). We shall denote A|Y and DJ( · + z)|Y by A
and DJ( · + z). By Lemma 5.5 we have deg(A,B′

Y (0, δ1), 0) = (−1)dim H−
= 1.

We shall prove

(5.2) deg(DJ( · + z), B′
Y (0, δ1), 0) = deg(A,B′

Y (0, δ1), 0).

Put

h(t, y) = (1− t)DJ(y + z) + tA(y) for all (t, y) ∈ [0, 1]×B′
Y (0, δ1).

We shall prove (1− t)DJ(y + z) + tA(y) 6= 0 for all (t, y) in [0, 1]× ∂BY (0, δ1).
Assume by contradiction that (1 − t)DJ(y + z) + tA(y) = 0 for some (t, y)

in [0, 1]× ∂BY (0, δ1). It follows that

A(y) + (1− t)(DJ(y + z)−A(y)) = 0.

Since Z is the kernel of A, A(y + z) = A(y). Thus

(5.3) A(y) + (1− t)(DJ(y + z)−A(y + z)) = 0.

On the other hand since ||y|| = δ1, ||z|| < δ1 and by Lemma 5.4

||A(y) + (1− t)(DJ(y + z)−A(y + z))|| ≥ ||A(y)|| − (1− t)
α

2
||y + z||

≥ α||y|| − α

2
(||y||+ ||z||) =

α

2
(δ1 − ||z||) > 0,

which contradicts to (5.3). Thus by the homotopy invariance of the topological
degree, we have (5.2). This implies

deg(DJ( · + z)|Y , B′
Y (0, δ1), 0) = (−1)dim H−

= 1.

By the property of the topological degree and (5.1) there is a unique y0 in
BY (0, δ1) such that

(5.4) DJ(z + y0)|Y = 0.

Thus, we define the function ψ such that ψ(z) = y0.



64 D. M. Duc — T. V. Hung — N. T. Khai

Now we show J(z + ψ(z)) = minv∈B′
Y (0,δ1) J(z + v). Indeed, by (5.1) and

(5.4), if y 6= ψ(z), we have

J(z + y) − J(z + ψ(z))

=
∫ 1

0

DJ(z + ψ(z) + s(y − ψ(z)))(y − ψ(z)) ds

=
∫ 1

0

[DJ(z + ψ(z) + s(y − ψ(z)))−DJ(z + ψ(z))](y − ψ(z))ds > 0

and we get (a).
(b) Let {zn} be a sequence converging to z0 in Z. We prove that {ψ(zn)}

converges to ψ(z0). Indeed, since {ψ(zn)} is contained in BY (0, δ1) for any
integer n, we can suppose {ψ(zn)} converges weakly to y0 in B′

Y (0, δ1). Now we
show {ψ(zn)} converges to y0. Since ||zn + ψ(zn)|| < 2δ1 = δ, by Lemma 5,4 we
see that

(5.5) ||DJ(zn + ψ(zn))||
= ||DJ(zn + ψ(zn))−A(zn + ψ(zn)) +A(zn + ψ(zn))||
≤ ||A(zn + ψ(zn))||+ ||DJ(zn + ψ(zn))−A(zn + ψ(zn))||

≤Γ||zn + ψ(zn)||+ α

2
||zn + ψ(zn)|| ≤

(
Γ +

α

2

)
δ.

By (5.4) nd (5.5), we have

|〈DJ(zn + ψ(zn)), (zn + ψ(zn))− (z0 + y0)〉|
= |〈DJ(zn + ψ(zn)), zn − z0〉| ≤ ||DJ(zn + ψ(zn))||||zn − z0||,

which implies that

lim
n→∞

〈DJ(zn + ψ(zn)), (zn + ψ(zn))− (z0 + y0)〉 = 0.

Since DJ is of class (S)+, it implies that limn→∞ ψ(zn) = y0. Note that DJ(zn+
ψ(zn))|Y = 0. By condition (b) of Theorem 1.3 DJ(z0 + y0))|Y = 0. Now the
uniqueness of ψ(z0) implies ψ(z0) = y0 and ψ is continuous.

(c) We prove j is of class C1. Fix h in Z. Using (a) of this lemma,

J(z + th+ ψ(z + th))− J(z + ψ(z + th))(5.6)

≤ J(z + th+ ψ(z + th))− J(z + ψ(z))

≤ J(z + th+ ψ(z))− J(z + ψ(z)),

By condition (b) of Theorem 1.3 and the continuity of ψ, we have

(5.7) lim
t→0

J(z + th+ ψ(z + th))− J(z + ψ(z + th))
t

= lim
t→0

∫ 1

0

DJ(z + sth+ ψ(z + th))(h)ds = DJ(z + ψ(z))(h).
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Similarly,

(5.8) lim
t→0

J(z + th+ ψ(z))− J(z + ψ(z))
t

= DJ(z + ψ(z))(h).

By (5.6)–(5.8) we get

lim
t→0

J(z + th+ ψ(z + th))− J(z + ψ(z))
t

= DJ(z + ψ(z))(h).

Therefore Dj(z)h = DJ(z + ψ(z))(h) and the map z 7→ Dj(z)h is continuous
on BZ(0, δ1). Since Z is finite-dimensional, j is of class C1 on BZ(0, δ1). This
completes the proof of the lemma. �

Definition 5.7. Let Y be H+⊕H−. We denote by P and Q the orthogonal
projections of Y into H+ and H−, respectively.

Lemma 5.8. Put δ1 = δ/2, Y = H+ ⊕H− and Z = H0. Assume that for
any z in B′

Z(0, δ1), x1 + y1 6= x2 + y2 ∈ B′
Y (0, δ1)

(5.9) 〈DJ(z + x1 + y1)−DJ(z + x2 + y2), (x1 − x2)− (y1 − y2)〉 > 0.

We have:

(a) There is a mapping ψ from BZ(0, δ1) into BY (0, δ1) such that

DJ(z + ψ(z))|Y = 0,

J(z + ψ(z)) = min{J(z +Qψ(z) + x) : x ∈ H+; Qψ(z) + x ∈ BY (0, δ1)},
J(z + ψ(z)) = max{J(z + Pψ(z) + t) : t ∈ H−; Pψ(z) + t ∈ BY (0, δ1)}.

(b) ψ is continuous on BZ(0, δ1).
(c) Put j(z) = J(z + ψ(z)) for any z in BZ(0, δ1). Then j is of class C1

and
Dj(z)h = DJ(z + ψ(z))h for all h ∈ Z.

Proof. (a) Fix z in BZ(0, δ1). We shall denote A|Y and DJ( · + z)|Y by A
and DJ( · + z). By Lemma 5.5 we have deg(A,B′

Y (0, δ1), 0) = (−1)dim H−
. We

shall prove

(5.10) deg(DJ( · + z), B′
Y (0, δ1), 0) = deg(A,B′

Y (0, δ1), 0).

Put

h(t, y) = (1− t)DJ(y + z) + tA(y) for all (t, y) ∈ [0, 1]×B′
Y (0, δ1).

We shall prove (1− t)DJ(y + z) + tA(y) 6= 0 for all (t, y) in [0, 1]×B′
Y (0, δ1).

Assume by contradiction that (1 − t)DJ(y + z) + tA(y) = 0 for some (t, y)
in [0, 1]× ∂BY (0, δ1). It follows that

A(y) + (1− t)(DJ(y + z)−A(y)) = 0.
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Since Z is the kernel of A, A(y + z) = A(y). Thus

(5.11) A(y) + (1− t)(DJ(y + z)−A(y + z)) = 0.

On the other hand since ||y|| = δ1, ||z|| < δ1 and by Lemma 5.4,

||A(y) + (1− t)(DJ(y + z)−A(y + z))|| ≥ ||A(y)|| − (1− t)
α

2
||y + z||

≥ α||y|| − α

2
(||y||+ ||z||) =

α

2
(δ1 − ||z||) > 0,

which contradicts to (5.3). Thus by the homotopy invariance of the topological
degree, we have (5.2) and deg(DJ(y + z)|Y , B′

Y (0, δ1), 0) = (−1)dim H−
. By the

property of the topological degree and (5.1) there is a unique y0 in BY (0, δ1)
such that

(5.12) DJ(z + y0)|Y = 0.

Put ψ(z) = y0. Now we show

J(z + ψ(z)) = min{J(z +Qψ(z) + x) : x ∈ H+; Qψ(z) + x ∈ BY (0, δ1)}.

Indeed, let x be in H+ such that Qψ(z) + x ∈ BY (0, δ1), by (5.10) and (5.12)

J(z +Qψ(z) + x)− J(z + ψ(z))

=
∫ 1

0

DJ(z + ψ(z) + t(x− Pψ(z)))(x− Pψ(z)) dt

=
∫ 1

0

[DJ(z + ψ(z) + t(x− Pψ(z)))−DJ(z + ψ(z))](x− Pψ(z)) dt > 0.

Similarly we have

J(z + ψ(z)) = max{J(z + Pψ(z) + t) : t ∈ H−; Pψ(z) + t ∈ BY (0, δ1)}.

(b) Let {zn} be a sequence converging to z0 in Z. We prove that {ψ(zn)}
converges to ψ(z0). Indeed, since {ψ(zn)} is contained in BY (0, δ1) for any
integer n, we can suppose {ψ(zn)} converges weakly to y0 in B′

Y (0, δ1). Now we
show {ψ(zn)} converges to y0. Since ||zn + ψ(zn)|| < 2δ1 = δ, by Lemma 5,4 we
see that

(5.13) ||DJ(zn + ψ(zn))||
= ||DJ(zn + ψ(zn))−A(zn + ψ(zn)) +A(zn + ψ(zn))||
≤ ||A(zn + ψ(zn))||+ ||DJ(zn + ψ(zn))−A(zn + ψ(zn))||

≤Γ||zn + ψ(zn)||+ α

2
||zn + ψ(zn)|| ≤

(
Γ +

α

2

)
δ.

By (5.12) and (5.13), we have

|〈DJ(zn + ψ(zn)), (zn + ψ(zn))− (z0 + y0)〉|
= |〈DJ(zn + ψ(zn)), zn − z0〉| ≤ ||DJ(zn + ψ(zn))||||zn − z0||,
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which implies that

lim
n→∞

〈DJ(zn + ψ(zn)), (zn + ψ(zn))− (z0 + y0)〉 = 0.

Since DJ is of class (S)+, it implies that limn→∞ ψ(zn) = y0. Note that DJ(zn+
ψ(zn))|Y = 0. By condition (a) of Theorem 1.3, DJ(z0 + y0))|Y = 0. Now the
uniqueness of ψ(z0) implies ψ(z0) = y0 and ψ is continuous.

(c) We prove j is of class C1. Fix h in Z. Using (a) of this lemma,

(5.14) J(z + th+ Pψ(z + th) +Qψ(z))− J(z + Pψ(z + th) +Qψ(z))

≤ J(z + th+ ψ(z + th))− J(z + ψ(z))

≤ J(z + th+ Pψ(z) +Qψ(z + th))− J(z + Pψ(z) +Qψ(z + th)).

By condition (b) of Theorem 1.3 and the continuity of ψ, we have

(5.15) lim
t→0

J(z + th+ Pψ(z + th) +Qψ(z))− J(z + Pψ(z + th) +Qψ(z))
t

= lim
t→0

∫ 1

0

DJ(z + sth+ Pψ(z + th) +Qψ(z))(h)ds = DJ(z + ψ(z))(h).

Similarly,

lim
t→0

J(z + th+ Pψ(z) +Qψ(z + th))− J(z + Pψ(z) +Qψ(z + th))
t

= DJ(z + ψ(z))(h),

By (5.14)–(5.16) we get

lim
t→0

J(z + th+ ψ(z + th))− J(z + ψ(z))
t

= DJ(z + ψ(z))(h).

ThereforeDj(z)h = DJ(z+ψ(z))(h) and the mapping z 7→ Dj(z)h is continuous
on BZ(0, δ1).

Since Z is finite-dimensional, j is of class C1 on BZ(0, δ1) and we get (c). �

Proof of Theorem 1.3. Using Lemma 5.8 and Theorem 1.1 and arguing
as the proof of Theorem 5.1 in [5], we get the theorem. �
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