The Annual Index to the Statistical
Literature of the World

CURRENT INDEX TO STATISTICS
APPLICATIONS, METHODS AND THEORY
VOLUME 12 (1986)-NOW AVAILABLE

« Approximately 10,000 articles from "core" and "related” journals and
books indexed for 1986.

« Complete coverage of over 80 journals in statistics and related fields.
» Statistics articles selected and indexed from over 300 other journals.

« Subject index lists each article alphabetically according to each
important word in its title.

« Subject index also lists articles alphabetically according to key words
not appearing in the title.

e Author index lists each article under the name of each author.
* Reasonable prices:

Volumes 1-13

IMS/ASA Members ....... $18
Other individuals ........ $25
Other institutions ........ $54

Published jointly by the Institute of Mathematical Statistics and the American Statistical
Association. Volumes 1-12 are available now at the above prices. Publication of Volume 13
(1987) is expected late in 1988. Orders for Volume 13 are now being accepted at the above
“prices, with shipping upon availability. Please specify applicable rate and volume number(s)
desired. Order prepaid from:

Institute of Mathematical Statistics
3401 Investment Boulevard, Suite 7
Hayward, California 94545 (USA)

Institute of Mathematical Statistics is collaborating with JSTOR to digitize, preserve, and extend access to

Statistical Science. IIK@IN ®
Www.jstor.org



IMS Lecture Notes-Monograph Series Volume 7

Series Editor, Shanti S. Gupta

Approximate Computation of Expectations by Charles Stein

One aim of the theory of probability is the effective computation, perhaps only approximate, of
probabilities that are given in principle. This volume is concerned with an abstract approach to the
approximate computation of probabilities and, more generally, expectations, keeping in mind the
interaction of theoretical ideas and concrete problems.

CONTENTS

Introduction

. The basic approach

. Continuation of the basic idea

. A normal approximation theorem

. The number of ones in a binary expansion of a random integer
. Heuristic treatment of large deviations

. Sums of independent random variables with densities

VII.
VIII.

. Sums of independent identically distributed random variables

Counting Latin rectangles

Poisson approximations

. Another abstract normal approximation theorem

XL
X,
X1l
XIV.
XV.

improved results on the number of Latin rectangles
Random allocations

An application to the theory of random graphs

A third abstract normal approximation theorem
Summary

Bibliography

List price

IMS member price

.......................

Order prepaid from:

Institute of Mathematical Statistics
3401 Investment Boulevard, Suite 7
Hayward, California 94545 (USA)

--------------




IMS Lecture Notes—-Monograph Series Volume 8
Series Editor, Shanti S. Gupta

Adaptive Statistical Procedures and Related Topics edited by John Van Ryzin
This volume comprises the proceedings of the Symposium on Adaptive Statistical Procedures and Related Topics
held at Brookhaven National Laboratory in June 1985. The Symposium was held in honor of the 70th birthday of
Herbert Robbins, Higgins Professor of Mathematical Statistics, Columbia University, and Senior Mathematician,
Brookhaven National Laboratory. (The Symposium was supported by the National Science Foundation, the Army
Research Office, the Air Force Office of Scientific Research, and the Department of Energy.)

TABLE OF CONTENTS

Sequential Analysis ‘

— On the Passage of a Random Walk from Generalized Balls by S. Csorgo and L. Horvith

— Convergence Rates for Iterative Solutions to Optimal Stopping Problems by D. A. Darlin

— Computing Optimal Sequential Allocation Rules in Clinical Trials by M. N. Katehakis and C. Derman
— Sequential Analysis and the Law of the Iterated Algorithm by H. R. Lerche

— Multi-stage Tests of Hypotheses by G. Lorden

— A Muiltiple Criteria Optimal Selection Problem by S. M. Samuels and B. Chotlos

— On Bayes Tests for p < V2 versus p > V2: Analytical Approximations by G. Simons and X. Wu

— Sequential Confidence Intervals with Beta Protection in One-Parameter Families by R. A. Wijsman
— Confidence Sets for a Change-Point (Abstract) by D. Siegmund

— Asymptotic Optimality in Sequential Interval Estimation (Abstract) by M. Woodroofe

Empirical Bayes 'I'heor'y and Methods

— Empirical Bayes Rules for Selecting Good Binomial Populations by S. S. Gupta and T. Liang

— Thcej Finite State Compound Decision Problem, Equivariance and Restricted Risk Components by D. C. Gilliland
and J. F. Hannan

— The Primal State Adaptive Control Chart by B. Hoadley and B. Huston

— Fully Nonparametric Empirical Bayes Estimation Via Projection Pursuit by M. V. Johns

— Empirical Bayes Estimation in Heterogeneous Matched Binary Samples with Systematic Aging Effects by B. Levin

— Empirical Bayes: A Frequency/Bayes Compromise by C. N. Morris

— Adaptive Allocation for Importance Sampling by R. F. Peierls and J. A. Yahav

— Empirical Bayes Procedures with Censored Data by V. Susarla and J. Van Ryzin

— Empirical Bayes Stock Market Portfolios (Abstract) by T. M. Cover and D. H. Gluss

Stochastic Approximation Procedures

— Stochastic Approximation for Functionals by D. L. Hanson and R. P. Russo

— Constrained Stochastic Approximation Via the Theory of Large Deviations by H. Kushner and P. Dupuis
— Stochastic Approximation and Adaptive Control by T. L. Lai

— Repeated-MLE Procedures for Stochastic Approximation in Quantal Response Problems by T. Sellke

— Maximum Likelihood Recursion and Stochastic Approximation in Sequential Designs by C. F. ). Wu

— Stochastic Approximation Revisitied (Abstract) by A. Dvoretzky

Related Topics: Statistics

— Distribution Optimality and Second-Order Efficiency of Test Procedures by R. R. Bahadur and J. C. Gupta

— On Estimating the Total Probability of the Unobserved Outcomes of an Experiment by P. }. Bickel
and J. A. Yahav

— Remarks on the Estimation of Coefficients of a Regression in the Presence of Unknown Explanatory Variables
by H. Chernoff

— Estimation of the Median Survival under Random Censorship by ). C. Gardiner, V. Susarla, and
J. Van Ryzin

— Maximum Likelihood Estimation in Regression with Uniform Errors by H. Robbins and C. H. Zhang

— Evaluating the Chosen Population: A Bayes and Minimax Approach by H. Sackrowitz and E. Samuel-Cahn

Related Topics: Probability

— Stochastic Differential Equations for Neuronal Behavior by S. K. Christensen and G. Kallianpur

— Optimization by Simulated Annealing: A Necessary and Sufficient Condition for Convergence by B. Hajek

— Ruelle’s Perron-Frobenius Theorem and the Central Limit Theorem for Additive Functionals of One-
Dimensional Gibbs States by S. P. Lalley

— Limit Theorems for Random Central Order Statistics by M. L. Puri and S. S. Ralescu

— On Moments of Ladder Height Variables (Abstract) by Y. S. Chow

Order prepaid from:
LiSt PriCe ...ovveeenneeennneennnnnnns $40.00 Institute of Mathematical Statistics
IMS member price ................... $24.00 3401 Investment Boulevard, Suite 7
Hayward, California 94545 (USA)



IMS Lecture Notes-Monograph Series Volume 9
Series Editor, Shanti S. Gupta

Fundamentals of Statistical Exponential Families

with Applications in Statistical Decision Theory
by Lawrence D. Brown

Many if not most of the successful mathematical formulations of statistical questions involve specific
exponential families of distributions. It is often informative and advantageous to view these
mathematical formulations from the perspective of general exponential families. This volume provides
a systematic treatment of the analytical and probabilistic properties of exponential families with a
variety of statistical applications in mind. Exercises are provided at the end of each chapter.

CONTENTS

1. Basic Properties
Standard Exponential Families, Marginal Distributions, Reduction to a Minimal Family, Ran-
dom Samples, Convexity Property, Conditional Distributions

2. Analytic Properties
Differentiability and Moments, Formulas for Moments, Analyticity, Completeness, Mutual
Independence, Continuity Theorem, Total Positivity, Partial Order Properties

3. Parametrizations
Steep Families, Mean Value Parametrization, Mixed Parametrization, Differentiable
Subfamilies

4. Applications
Information Inequality, Unbiased Estimates of the Risk, Generalized Bayes Estimators of
Canonical Parameters, Generalized Bayes Estimators of Expectation Parameters; Conjugate
Priors

5. Maximum Likelihood Estimation
Full Families, Non-Full Families, Convex Parameter Space, Fundamental Equation

6. The Dual to the Maximum Likelihood Estimator
Convex Duality, Minimum Entropy Parameter, Aggregate Exponential Families

7. Tail Properties
Fixed Parameter (Via Chebyshev’s Inequality), Fixed Parameter (Via Kullback-Leibler Infor-
mation), Fixed Reference Set, Complete Class Theorems for Tests (Separated Hypotheses),
Complete Class Theorems for Tests (Contiguous Hypotheses)

Appendix to Chapter 4. Pointwise Limits of Bayes Procedures

. References
Index
Order prepaid from:
LiSt Price «..vvvveenneennnennnennnnns $25.00 Institute of Mathematical Statistics
IMS member price ....... EERTRRRRPPPY $15.00 3401 Investment Boulevard, Suite 7

Hayward, California 94545 (USA)



IMS Lecture Notes—Monograph Series Volume 10
Series Editor, Shanti S. Gupta

Differential Geometry in Statistical Inference

by S.-1. Amari, O. E. Barndorff-Nielsen, R. E. Kass, S. L. Lauritzen,
and C. R. Rao

The papers collected here present, in a concise yet comprehensive form, several major
developments of recent research on differential geometry in statistics.

Contents

Introduction by R. E. Kass

Differential Geometrical Theory of Statistics—Towards New Developments

by S.-I. Amari
Introduction; Geometrical Structure of Statistical Models; Higher-Order Asymptotic Theory of
Statistical Inference in Curved Exponential Family; Information, Sufficiency and Ancillarity Higher
Order Theory; Fibre-Bundle Theory of Statistical Models; Estimation of Structural Parameter in the
Presence of Infinitely Many Nuisance Parameters; Parametric Models of Stationary Gaussian Time
Series; References

Differential and Integral Geometry in Statistical Inference by O. E. Barndorff-Nielsen
Introduction; Review and Preliminaries; Transformation Models; Transformation Submodels;
Maximum Estimation and Transformation Models; Observed Geometries; Expansion of clj| /2L;
Exponential Transformation Models; Appendices and References

Statistical Manifolds by S. L. Lauritzen
Introduction; Some Differential Geometric Background; The Differential Geometry of Statistical
Models; Statistical Manifolds; The Univariate Gaussian Manifold; The Inverse Gaussian Manifold; The
Gamma Manifold; Two Special Manifolds; Discussion and Unsolved Problems; References

Differential Metrics in Probability Spaces by C. R. Rao
Introduction; Jensen Difference and Entropy Differential Metric; The Quadratic Entropy; Metrics
Based on Divergence Measures; Other Divergence Measures; Geodesic Distances; References

List price ...... P $25
IMS member price ....... $15
Order prepaid from:

Institute of Mathematical Statistics
3401 Investment Boulevard, Suite 7
Hayward, California 94545 (USA)



Special Offer to IMS Members
25% OFF

Jack Carl Kiefer
Collected Papers

I and II: Statistical Inference and Probability
III: Design of Experiments
Supplement: Additional Commentaries

Edited by L. D. Brown, L. Olkin, J. Sacks, and H. P, Wynn
(Copublished by Springer-Verlag and the Institute of Mathematical Statistics)

Together, these four volumes contain all of Kiefer’s
scientific papers—more than 100 papers comprising 1,600
pages. They cover a broad range of statistical subjects,
including sequential and nonparametric analysis, decision
theory, multivariate analysis, inventory theory, stochastic
processes, and design of experiments. Annotated
commentaries on certain papers trace their historical impact
and explain their relationship to subsequent work.

Also included are three lectures presented at a memorial
session held at the 1982 meeting of the IMS and ASA,
Kiefer’s bibliography, and a number of general papers and
book reviews, several of them devoted to his hobby, the
classification of mushrooms.

Volume I and IT not sold separately.
1985, 502 and 590 pp., 40 illus. (Vol. I),
hardcover $100

ISBN 0-387-96003-1

Volume III
1985, 718 pp., 10 illus., hardcover $47
ISBN 0-387-96004-X

Supplement
1986, 56 pp., hardcover $22
ISBN 0-387-96383-9

- IMS Member Prices:

Volume I and II: $75
Volume III: $35
Supplement: $16

Please order discount copies from the IMS Business Office,
3401 Investment Boulevard #7, Hayward, CA 94545 USA




Proceedings of the Second International Tampere Conference in Statistics

® University of Tampere, Finland, 1 -4 June 1987 ® Edited by Tarmo PUKKILA and Simo PUNTANEN
® Published in 1987 by Dept. of Mathematical Sciences, University of Tampere
¢ 708 pages ® hardcover ® USD 50/FIM 200 ® ISBN 951-44-2168-X, ISSN 0356-4231

CONTENTS:

, " Opening Address
TERASVIRTA, T.: How we got the data.

Keynote Addresses

ANDERSON, T.W.: Multivariate linear relations.

Box, G.E.P.(with R.D. MEYER): Some aspects of statistical design
in quality improvement.

HANNAN, E.J.: The statistical theory of linear systems.

RA0,C.R.: Estimation in linear models with mixed effects: a
unified theory.

Invited Papers

ATKINSON, A.C.: Robust regression and unmasking transfor-
mations.

BAKSALARY, J. K.: Algebraic characterizations and statistical
implications of the commutativity of orthogonal projectors.

CONRADSEN, K. (with B.K. NIELSEN): Textural features useful in
classification of digital images.

KARIYA, T.: MTV model and its application to prediction of stock
prices.

KHATRI, C.G.: Quadratic forms and null robustness for elliptical
distributions.

MUSTONEN, S.: Editorial approach in statistical computing.

PERLMAN, M.D. (with T.W. ANCERSON): Consistency of invariant
tests for the multivariate analysis of variance.

PRATT,J.W.: Dividing the indivisible: using simple symmetry to
partition variance explained.

PUkeLSHEIM, F.: Majorization orderings for linear regression
designs.

PUKKILA, T. (with A. KALLINEN): On the order determination of
time series mcdels.

RISSANEN, J.: Complexity and information in contingency tables.

Scort, A.J.: Generalized linear models with survey data.

SiNHA, B.K. (with R. DAs): Robust optimum invariant unbiased
tests for variance components.

SpeeD, T.P.: Generalized variance component models.

StyaN, G.P.H. (with R.E. HARTWIG): Partially ordered idempotent
matrices.

Contributed Papers

ANDERSON, A.J.B.: Fortran8x asalanguage for statistical compu-
tation.

BALDESSARI, B.: On regression analysis under the intrinsic infer-
ence model for stratified dependent normal random variables..

BRANNAS, K.: Control in the duration medel framework.

DaniaL, EJ. and KaTti, S.K.: The asymptotic variances of the
necessary and sufficient conditions for the infinite divisibility
of discrete distributions through multivariate analysis.

DaniAL, EJ. and KaTTI, S.K.: Computing the maximum likeli-
hood estimates of the hyper-Poisson parameters interactively
through APL computer language.

DieBoLD, F.X. and NERLOVE, M.: Factor structure in a multi-
variate ARCH model of exchange ratefluctuations.

FAREBROTHER, R.W.: Simultaneous confidence intervals when the
regressor matrix is unbalanced.

FEUERVERGER, A.: Some Fourier procedures for time domain
analysis of parametric and semi-parametric time series models.

GELFAND, A.E.: Estimation of a restricted variance ratio.

de GOOIWJER, J.G. and HEuTs, R.M.J.: Higher order moments of
bilinear time series processes with symmetrically distributed
errors.

IGNATOV, Z.G. and KaIsHEV, V.K.: On the computation of distri-
butions of serial correlation coefficients through B - splines.

JAJUGA,K.: Elliptically symmetric distributions and their
application to classification and regression.

KoLro, T.: Asymptotic distributions of functions of means and
covariances.

Konakov, V.D.: Nonparametric density estimation: L_approach.

KORHONEN, P. and NARULA, S.C.: On subjectivity in statistics.

KoukouviNos, C. and KOUNIAS, S.: Optimal designs in linear
models and Hadamard matrices.

LATOUR, D., PUNTANEN, S. and StYAN, G.P.H.: Equalities and
inequalities for the canonical correlations associated with some
partitioned generalized inverses of a covariance matrix.

Lisk1, E.P.: Identifying influential data in a growth curves model.

MANLY, B.F.J.and MCALEVEY, L.: A randomization alternative to
the Bonferroni inequality with multiple F tests.

MEJZA, S.: Experiments in incomplete split-plot designs.

MERIKOSKI, J.K.: Underestimating the largest eigenvalue of a
covariance matrix.

MiLiTkY, J., KVETOR, K. and CAP, J.: Comparison of some influ-
ence measures in nonlinear regression.

NORDSTROM, K. and von ROSEN, D.: Algebra of subspaces with
applications to problems in statistics.

0soskov, G.A.: Robust regression for the heavy contaminated
sample.

PYNNONEN, 8.: Selection of variables in nonlinear discriminant
analysis by information criteria.

SALEM, A.M.and WAHAB, S.A.: On the determination of the
amplitude of quasi-stationary phenomena.

SCHAFFRIN, B.: Less sensitive tests by introducing stochastic
linear hypotheses.

ScHALL, R. and DUNNE, T.T.: On outliers and influence in the
general multivariate normal linear model.

TRENKLER, G., STAHLECKER, P., SCHIPP, B. and HERING, F.:
Iterative improvements of a partial minimax estimator in
regression analysis.

WERNECKE, K.-D., KALB, G. and STaRZEBECKER, E.: On classifi-
cation strategies in medical functional diagnostics.

Please send me ____ copy(ies) of the Proceedings of the Second International Tampere Conference in Statistics

at [J FIM 200, (] USD 50 per volume plus a postage charge. The invoice will be enclosed in the shipment.

DATE:

ORDER FORM

MAIL TO: Conference Secretary NAME:

Dept. of Math. Sci./Statistics ADDRESS:

Univ. of Tampere, P.O. Box 607

SF-33101 Tampere, FINLAND SIGNATURE: ___
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both introductory courses and

advanced courses on time series analysis,
regression, EDA, and other topics. Minitab
is popular with students and professors alike
because it’s so easy to learn and use.

It’s likely that students will use Minitab after graduation,
too. Minitab is used by over half of Fortune’s Top 50
Companies, hundreds of university research centers,
and numerous government agencies.

Shouldn’t you use Minitab
Data Analysis Software to
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You are cordially invited to become a

- Charter Subscriber

Unique focus on computers
and computer technology

as they are intertwined with the
practice of statistics—

timulate your thinking on in-
novative uses of statistics in
the widest range of applications—

Our authors are statisticians and others apply-
ing statistical ideas and methods to real-world

In CHANCE, in every issue, you will find
reviews, discussions, and comparisons of the
software available to you now. And you'll read
progress reports as new programs are devel-
oped to address particular applications. You'll

Like no other statistics
publication, CHANCE: NEW
DIRECTIONS FOR STATISTICS

AND COMPUTING is not only
informative and immediately
useful. . .it’s entertaining!

CHANCE captures the excitement, innovation,
and fresh perspective that statistics can yield.
While enjoying CHANCE, you learn of the
newest ideas and applications in statistics—
and how these are intertwined with advances
in computer technology. Technical, practical
information is presented with verve and good
writing, well illustrated for greater compre-
hensibility and attractiveness. Each issue is
enlivened with quotes from the press, mus-
ings on statistics and its environment, car-
toons, puzzles, contests, and poetry, satire,

and other styles of presentation, not usually
found in statistical publications.

problems. Read CHANCE for reports on
advances resulting from the use of statistical
approaches in the social, biological, physical,
and medical sciences. Learn more about the
growing importance of statistical applications
in industry—quality control and measurements
of productivity, for instance—and in business,
especially marketing analysis. But we don't
overlook the traditional strongholds of statis-
tics: you'll see plenty about new approaches
to conducting national censuses and meas-
uring economic performance. You may be
amused, often excited, by what you read on
the uses and misuses of statistics in major
public-policy debates, by discussions of the
future of the statistics profession, as well as
by notes from the history of the field, its
ideas, and its practitioners.

receive our advice on good buys and what
to avoid. Also featured are regular columns
devoted to improving your efficiency in per-
sonal computing and to communicating more
effectively through computer-generated
graphics. CHANCE gathers together the infor-
mation on computer technology—hardware
and software—as it affects your work.

As a Charter Subscriber,
you are entitled to examine the
first issue with no obligation.

You risk absolutely nothing
by taking a look!
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WADSWORTH & BROOKS/COLE

ADVANCED BOOKS & SOFTWARE

NEW

Mathematical Statistics

and Data Analysis .

John A. Rice

This calculus-based undergraduate text includes
the standard topics in mathematical statistics
while also discussing data analysis, graphical dis-
plays, and the importance of computers in con-
temporary statistics. Real examples are used to
motivate theoretical developments. Other fea-
tures include the integration of parametric and
nonparametric techniques and an introduction
to survey sampling. All data sets used in the book
are available on an IBM PC disk. '
Contents: 1. Probability. 2. Random Variables.
3. Joint Distributions. 4. Expected Values. 5.
Limit Theorems. 6. Distribution Derived from the
Normal. 7.Survey Sampling. 8. Parameter Esti-
mation and Fitting Probability Distributions. 9.
Testing Hypotheses and Assessing Goodness of
Fit. 10. Summarizing Data. 11. Comparing Two
Samples. 12. The Analysis of Variance. 13. The
Analysis of Categorical Data. 14. Linear Least
Squares. 15. Decision Theory and Bayesian Infer-
ence

® December 1987. 594 pp. Cloth.

ISBN 0-534-08247-5. Publisher’s single-copy
price $44.75.

NEW

Graphical Aids for Stochastic Processes:
An Interactive Tutorial in Six Modules
Bob Fisch and David Griffeath

Graphical Aids for Stochastic Processes (GASP)
is an educational software package which pro-
vides a colorful introduction to probability and
random processes for a broad audience of stu-
dents ranging from high school to graduate
school with an interest in mathematics, statistics,
engineering, and other applied sciences. GASP
can be used in a computer lab or for in-class
demonstrations aided by a video projection device
to supplement traditional introductory courses
in probability or stochastic processes. The distin-
guishing features of GASP are state-of-the-art in-
teractive microcomputer animations and an ar-
cade style that makes the program fun to use.
Users can interact with the program at any time
to change parameter values in the animation, to
read explanatory text screens, and so forth. The
user interface is so simple that anyone can learn
how GASP works in a few minutes. Students will
find GASP.a novel introduction to the topic of
randomness, entertaining as well as instructive.
Contents: A: Bernoulli Trials. B. Random Walks.
C. The Poisson Process. D. Markov Chains. E.
Branching and Queueing. F. Brownian Motion.
m 1988.6 5%" disks for the IBM PC and compat-
ibles with a color graphics card and 320K RAM.
ISBN 0-534-09042-7. Single copy $99.95; De-
partment site license $399.

Trademark Information :

IBM PC is a trademark of International Business
Machines, Inc.

HP LaserJet PLUS/Series II are trademarks of
Hewlett-Packard Corporation.

NEW

EXP: The Scientific Word Processor,
Release 1.11

Simon L. Smith and Walter L. Smith

Now with a HP LaserJet PLUS/

Series II Driver

EXP is a complete “what you see is what you get”
word processing program for the IBM PC, PC/XT,
PC/AT, and compatibles, and the AT&T 6300. EXP
includes the ability to create hundreds of macros,
automatic positioning, sizing, and centering of
technical expressions; automatic reformatting;
move and copy; find, search and replace; soft-
hyphenation; proportional spacing on/off; various
formatting commands including even/odd head-
ers-footers, right-hand justification on/off, foot-
notes and left-hand side equation justification;
automatic page numbering; automatic number-
ing for equations, exercises, etc.; windows to view
and edit up to four files at once; and column
printing. The program is not copy-protected. Re-
lease 1.11 now contains a macro editor and a
driver for the HP LaserJet PLUS/Series II printers
as well as drivers for 8, 9, and 24 pin dot-matrix
printers from Epson, NEC, Toshiba, and Tandy.
m 1987. ISBN 0-534-09096-6. 5Y4" or 312" disks.
$150. Call for Site license prices.

NEW

The Collected Works of John W. Tukey,
Volume V: Graphics 1965-1985

William S. Cleveland, Editor

John W. Tukey helped guide the field of statistics
to graphics and exploratory data analysis by in-
venting a large number of methods, both graphi-
cal and numerical, whose effectiveness made
their use in practice virtually inescapable. Prac-
titioners used the methods because they worked
and thereby implicitly adopted the philosophical
underpinnings of exploratory data analysis. This
volume of papers demonstrates this: box plots,
stem-and-leaf diagrams, and point-cloud rotation
are now standards in practice.

m February 1988. 528 pp. (est.) Clothbound.

"ISBN 0-534-05102-2. $44.95.

Also Available: Volumes I-Il: Time Series 1949-
1984; Volumes III-IV: Philosophy and Principles
of Data Analysis 1949-1986. -

IPSmovies

-Richard Durrétt

This disk contains 33 Turbo Pascal programs
which simulate the behavior of percolation pro-
cesses and several interacting particle systems:
the voter model, coalescing random walks, the
contact process, a “forest fire,” and the Ising
model. The programs and notes provide an intro-
duction to an active field in probability, are fun
to watch, and will be of interest to readers of the
Computer Recreations column in Scientific
American.

m 1987. One IBM PC disk, documentation on the
disk. ISBN 0-534-08106-1. $21.00.

Epson is a trademark of EPSON American, Inc.
Toshiba is a trademark of Toshiba Corporation.
Tandy is a trademark of Tandy Corporation.

NEC is a trademark of NEC Information Systems

NEW

TIMESLAB: A Time Series Analysis
Laboratory

H. Joseph Newton

This integrated book and software package
creates a laboratory for the study of the theory,
methods, and algorithms of modern univariate
and bivariate time series. The text combines the
time and frequency domain approaches to time
series analysis. The emphasis is on the use of the
correlogram, partial correlogram, and spectral
density functions for both model determination
and as diagnostic tools. The TIMESLAB program
provides a self-contained interactive graphics en-
vironment, with built-in graphics, text editor,
and a macro capability that turns it into a prog-
ramming language. .

1. Describing and Transforming Time Series. 2.
Probability Theory for Univariate Time Series. 3.
Statistical Inference for Univariate Time Series.
4. Examples of Univariate Time Series Analysis.
5. Analysis of Bivariate Time Series Appendix:
TIMESLAB

| April 1988. 600 pp. (est.) Paper. 2 IBM PC
disks. ISBN 0-534-09198-9. $50.00 TIMESLAB
Requirements: IBM PC/compatibles; 512K RAM,
color graphics card; co-processor; dot-matrix
printer with graphics capability.

Counterexamples in Probability and
Statistics

Joseph P. Romano and Andrew F. Siegel
This book: contains over 300 examples, ranging
from elementary examples for beginning students
to specialized examples for researchers. Pertinent
background material is included for each section,
making thenr self-contained. An appendix lists
further examples for which details may be found
in the literature.

Contents: 1. Probability Spaces. 2. Random Vari-
ables, Densitits, and Distribution Functions. 3.
Moments of Random Variables. 4. Properties of
Real Random.Variables. 5. Sequences of Random
Variables. 6. Conditional Expectation, Martin-
gales, and Almost Sure Convergence of Sums of
Independent Random Variables. 7. Properties of
Statistical Experiments. 8. Construction of Es-
timators. 9. Optimality of Estimators. 10. Confi-
dence Intervals and Hypothesis Testing. Appen-
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