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ENTROPY DIMENSIONS OF THE
HYPERSPACE OF COMPACT SETS

Abstract

Let (X, ρ) be a metric space, let (K(X), ρ̃) denote the space of non-
empty compact subsets of X with the Hausdorff metric, and let E ⊂ X.
The purpose of this paper is to investigate the relationships between the
entropy dimensions of E and of K(E).

1 The Definition and Properties of the Entropy Indices.

Given a separable metric space (X, ρ), let K(X) denote the set of non-empty
compact subsets of X. Define a metric ρ̃ on K(X) as follows: For A,B ∈ K(X)
let

ρ̃(A,B) = max{sup
x∈A
{dist(x,B)}, sup

y∈B
{dist(y,A)}}.

The space (K(X), ρ̃) is called the Hausdorff metric space, or hyperspace, as-
sociated with X and inherits several nice geometrical properties from X. For
example, K(X) is complete whenever X is complete and K(X) is compact
whenever X is compact. A discussion of the Hausdorff metric including proofs
of the above is in [Ed] section 2. 4. To avoid confusion between metric spaces
and their corresponding hyperspaces, tildes will be used to denote reference
to the hyperspace. So for example, if A ⊂ X is compact and ε > 0, then
B̃ε(A) ⊂ K(X) denotes the closed ball of radius ε about the set A.

The upper and lower entropy dimensions, denoted by ∆̂ and δ̂ respectively,
are defined in terms of the upper and lower entropy indices denoted by ∆ and
δ. In this section the upper and lower entropy indices will be defined in a
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way suitable for investigating infinite dimensional spaces and some of their
basic properties will be developed. The earliest references on the entropy
indices are [Bou] and [PonSc]. The indices were generalized and studied on
various spaces of functions in [KolTi]. The modification to obtain the entropy
dimensions goes back at least to [Weg]. The treatment here has also been
influenced by [Ed] and [Tr]. Initially, it must be assumed that E is totally
bounded to define ∆ and δ. For every ε > 0, let

Nε(E) = max # of disjoint closed balls centered in E with radius ε/2.

Such a collection of balls will be called an ε-packing of E. The idea behind the
entropy indices is that the asymptotic behavior of Nε(E) as ε↘ 0 should be
indicative of the dimension of E. For example, if In is an n-dimensional cube,
then Nε(I

n) � (1/ε)n ([KolTi] sec. 4). The notion of a Hausdorff function
provides a convenient measure of the asymptotic behavior of Nε. A Hausdorff
function is a function ϕ : [0,∞)→ [0,∞) which is continuous, non-decreasing,
and satisfies ϕ(0) = 0. Let Φ denote the set of all Hausdorff functions. The
upper entropy index ∆ is defined to be a partition of Φ obtained by comparing
the asymptotic behavior of Nε(E) as ε → 0 to that of Hausdorff functions.
Specifically, for totally bounded E write

∆(E) = (Φ∞(E),Φ+(E),Φ0(E)) ,

where

Φ∞(E) = {ϕ ∈ Φ : lim sup
ε↘0

ϕ(ε)Nε(E) =∞},

Φ+(E) = {ϕ ∈ Φ : 0 < lim sup
ε↘0

ϕ(ε)Nε(E) <∞},

Φ0(E) = {ϕ ∈ Φ : lim sup
ε↘0

ϕ(ε)Nε(E) = 0}.

The lower entropy index, δ, is defined in a similar way, but with the lim sup
replaced by the lim inf. Ideally one would like to completely describe this
partition, but it is more tractable to concentrate on one particular Hausdorff
function or family of Hausdorff functions. The following abbreviations will,
hopefully, make the statement of the theorems presented here more natural.
For ϕ ∈ Φ write

• ∆(E) � ϕ if ϕ ∈ Φ∞(E)

• ∆(E) � ϕ if ϕ ∈ Φ+(E)

• ∆(E) ≺ ϕ if ϕ ∈ Φ0(E)
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• ∆(E) � ϕ if ϕ ∈ Φ∞(E) ∪ Φ+(E)

• ∆(E) � ϕ if ϕ ∈ Φ0(E) ∪ Φ+(E).

The above symbols will also be used to compare Hausdorff functions. So
write:

• ϕ ≺ ψ if limt↘0
ψ(t)
ϕ(t) = 0,

• ϕ � ψ if lim supt↘0
ψ(t)
ϕ(t) <∞,

• ϕ � ψ if 0 < lim inft↘0
ψ(t)
ϕ(t) ≤ lim supt↘0

ψ(t)
ϕ(t) <∞.

Note that if ϕ ≺ ψ � ∆(E), then ϕ ≺ ∆(E) since

Nε(E)ϕ(ε) = Nε(E)ψ(ε)
ϕ(ε)

ψ(ε)
→ 0

as ε→ 0. Thus, if the entropy indices are thought of as notions of dimension,
then ≺ places a partial order on Φ in which the faster a function disappears
at the origin, the larger dimension.

The relationship between ∆(E) and ∆(K(E)) is described by the following
lemmas. Note that all that follows holds for δ with very similar proofs.

Lemma 1.1 For totally bounded E ⊂ X, ∆(E) � ϕ implies ∆(K(E)) �
2−1/ϕ.

Proof. For ε > 0, let Bε = {Bε/2(xi)}Nε(E)
i=1 be an ε-packing of E with Nε(E)

balls of radius ε/2. If F ⊂ {xi}Nε(E)
i=1 is non-empty, then F ∈ K(E) and we

may consider B̃ε/2(F ) ⊂ K(E), the ball of radius ε/2 centered on F . Note
that

B̃ε/2(F ) = {C ∈ K(E) : C ⊂ ∪xi∈FBε/2(xi) and C ∩Bε/2(xi) 6= ∅ ∀xi ∈ F}.

From this it is easy to see that given distinct, non-empty F1, F2 ⊂ {xi}
Nε/2(E)

i=1

we have B̃ε/2(F1) ∩ B̃ε/2(F2) = ∅. So Nε(K(E)) ≥ 2Nε(E) − 1 and

Nε(K(E))2−
1

ϕ(ε) ≥ (2Nε(E) − 1)2−
1

ϕ(ε) = 2Nε(E)− 1
ϕ(ε) − 2

−1
ϕ(ε)

= 2
Nε(E)ϕ(ε)−1

ϕ(ε) − 2
−1
ϕ(ε) .

Thus

lim sup
ε→0

Nε(K(E))2−
1

ϕ(ε) ≥ lim sup
ε→0

(
2

Nε(E)ϕ(ε)−1
ϕ(ε) − 2

−1
ϕ(ε)

)
=∞,
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since lim supε→0Nε(E)ϕ(ε) =∞. So ∆(K(E)) � 2−1/ϕ. �
For the reverse inequality it will be useful to define the quantity Mε by

Mε(E) = min number of sets of diameter ≤ ε needed to cover E.

Mε is related to Nε as in the following lemma.

Lemma 1.2 Let E be totally bounded and let ε > 0. Then

Nε(E) ≤Mε/2(E) ≤ Nε/4(E).

Proof. The first inequality holds because any two closed disjoint balls of
radius ε/2 must have centers separated by more than ε/2. Thus an ε/2-cover
requires at least one set for each element of an ε-packing.

The second inequality follows from the fact that a maximal ε/4-packing
induces an ε/2-cover by doubling the radius of each of the balls. �

Lemma 1.3 Let E be totally bounded. If ∆(E) ≺ ϕ(ε), then ∆(K(E)) ≺
2−1/ϕ(ε/4).

Proof. Let Bε = {Bε/2(xi)}Nε(E)
i=1 be an ε-packing of E. Then

B̃ε = {B̃ε(F )}F⊂{xi}i,F 6=∅

forms a 2ε-cover of K(E) with 2Nε(E) − 1 elements. So

N4ε(K(E)) ≤M2ε(K(E)) ≤ 2Nε(E) − 1

for every ε > 0. So

N4ε(K(E))2−1/ϕ(ε) ≤ (2Nε(E) − 1)2−1/ϕ(ε)

= 2
Nε(E)ϕ(ε)−1

ϕ(ε) − 2−1/ϕ(ε) → 0

as ε→ 0. Thus ∆(K(E)) ≺ 2−1/ϕ(t/4). �
The following corollary is somewhat more concrete.

Corollary 1.1 If E is totally bounded and ∆(E) � εs0 (finite dimension s0),
then

∆(K(E))

{
≺ 2−(1/ε)

s

for s > s0
� 2−(1/ε)

s

for s < s0.
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Proof. If s < s0, then ∆(E) � εs. So ∆(K(E)) � 2−(1/ε)
s

, by Lemma 1.1.
If s0 < s1 < s, then ∆(E) ≺ εs1 . So ∆(K(E)) ≺ 2−(4/ε)

s1 ≺ 2−(1/ε)
s

, by
Lemma 1.3. �

Equation 3.29 and theorem 9.3 of [Fal] show that this corollary applies to a
self-similar set E ⊂ Rn of finite upper entropy index s0. Analogous statements
for the Hausdorff dimension of the hyperspace of such sets will be studied in
a subsequent paper ([Mcc]).

It is natural to ask if ∆(E) � ϕ implies ∆(K(E)) � 2−1/ϕ. The answer is
no, basically because the � relation is too sensitive. For example, if I ⊂ R is
a closed interval of length `, then the optimal ε-packing of I consists of [`/ε]
balls with centers separated by ε. So Nε(I) = [`/ε] and limε→0 εNε(I) = `.
Thus ∆(I) � ε for any bounded interval I. But, as we see in the proofs of
Lemmas 1.1 and 1.3,

2Nε(E) − 1 ≤ Nε(K(E)) ≤ 2Nε/4(E) − 1.

So

Nε(K(I))2−1/ε

{
≥ (2[`/ε] − 1)2−1/ε →∞ if ` > 1

≤ (2[4`/ε] − 1)2−1/ε → 0 if ` < 1
4 .

And

∆(K(I))

{
� 2−1/ε if ` > 1

≺ 2−1/ε if ` < 1
4 .

2 The Definition and Properties of the Entropy Dimen-
sions.

A disadvantage with the entropy indices is that they are not σ-stable. It is
possible that ∆(∪∞1 En) � ϕ even if ∆(En) ≺ ϕ for every n as the following
example shows.

Example 2.1 Let ϕ ∈ Φ and an ∈ ϕ−1({1/n}). Note that an ↘ 0. Let
X = {x1, x2, . . . , x∞} be a countable set. Define a metric ρ on X by

ρ(xn, xm) =

 an if n 6= m =∞
an + am if∞ 6= n 6= m 6=∞

0 if n = m.

Of course, X is a countable union of singletons each satisfying ∆({xn}) ≺ ψ
for any ψ ∈ Φ. On the other hand, the n balls of radius ε/2 centered at
x1, . . . , xn form an ε/2 packing of X whenever an+1 < ε ≤ an. Hence,

Nε(X)ϕ(ε) ≥ nϕ(ε) ≥ n

n+ 1
→ 1
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as n→∞ and δ(X) � ϕ.

The σ-stable upper entropy dimension is defined to be the partition of Φ,

∆̂(E) =
(

Φ̂∞(E), Φ̂+(E), Φ̂0(E)
)

obtained from ∆(E) in the following way:

ϕ ∈ Φ̂∞ if ∀ decomposition E = ∪∞n=1En ∃n 3 ∆(En) � ϕ,

ϕ ∈ Φ̂0 if ∃ a decomposition E = ∪∞n=1En 3 ∆(En) ≺ ϕ ∀n,

Φ̂+(E) = Φ \ (Φ̂∞(E) ∪ Φ̂0(E)).

A similar procedure defines δ̂ in terms of δ. As with the entropy indices,
the following abbreviations make the statements of theorems more natural.
Write

• ∆̂(E) � ϕ if ϕ ∈ Φ̂∞(E),

• ∆̂(E) � ϕ if ϕ ∈ Φ̂+(E),

• ∆̂(E) ≺ ϕ if ϕ ∈ Φ̂0(E).

Some comments on these definitions are in order.

1. Let F ⊂ E. Since a packing by ε/2-balls of F is also one of E, the

set functions ∆, ∆̂, δ, and δ̂ are all monotone. That is if F ⊂ E, then
∆(E) ≺ ϕ implies ∆(F ) ≺ ϕ.

2. Although ∆ and δ are defined only for totally bounded sets, ∆̂ and δ̂ are
defined for σ-totally bounded sets.

3. An ε-packing of E may be approximated by an ε-packing of E, which
implies Nε(E) = Nε(E). So ∆ and δ respect closure and the sets En in
the definition above may be assumed to be closed.

The following lemma establishes σ-stability for ∆̂. An analogous statement
and proof is valid for δ̂.

Lemma 2.1 If E = ∪nEn and ∆̂(E) � ϕ, then there exists an n such that

∆̂(En) � ϕ.
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Proof. Suppose that each En is further decomposed En = ∪kEn,k. Then

E = ∪n∪kEn,k. Since ∆̂(E) � ϕ, there exists n and k such that ∆(En,k) � ϕ.
En,k is part of an arbitrary decomposition of En. This says that this n satisfies

∆̂(En) � ϕ. �
The main goal of this paper is to investigate the relationship between

∆̂(E) and ∆̂(K(E)). The following theorem addresses one direction of this

relationship. Again, the corresponding statement and proof hold for δ̂.

Theorem 2.1 If E is a σ-compact subset of a metric space X and ∆̂(E) � ϕ,

then ∆̂(K(E)) � 2−1/ϕ.

Proof. Suppose that ∆̂(E) � ϕ and E is compact. The extension of the the-
orem to σ-compact sets is straightforward as any such set contains a compact
subset E satisfying ∆̂(E) � ϕ by σ-stability. A subset of E with a certain
regularity property will need to be highlighted. Let

Eϕ = {x ∈ E : ∆̂(E ∩Br(x)) � ϕ ∀ r > 0}.

E\Eϕ is open in E practically by definition. Eϕ is seen to be non-empty
as follows. Assume to the contrary and choose for every x ∈ E an rx > 0
such that ∆̂(Brx(x) ∩ E) 6� ϕ. Then {Brx(x)}x∈E forms an open cover of the
compact set E. So there is a finite subcover say {Bri(xi)}ni=1. Then, for each

i = 1, . . . , n we have ∆̂(Bri(xi)∩E) 6� ϕ contrary to σ-stability. So let x ∈ Eϕ
and let r > 0. The next step is to show that ∆̂(Eϕ ∩Br(x)) � ϕ. (This is the

needed regularity property of Eϕ.) First, ∆̂(E∩Br(x)) � ϕ by definition. For

every y ∈ (E\Eϕ) ∩Br(x), choose an ry such that ∆̂(E ∩Bry (y)) 6� ϕ. Then
{Bry (y)}y∈(E\Eϕ)∩Br(x) is an open cover of the σ-compact set (E\Eϕ)∩Br(x).
So there is a countable subcover {Bryk (yk)}∞k=1. Since

E ∩Br(x) = (∪∞k=1Bryk (yk) ∩ E) ∪ (Eϕ ∩Br(x))

and ∆̂(Bryk (yk) ∩ E) 6� ϕ for any k, we have that ∆̂(Eϕ ∩ Br(x)) � ϕ by

σ-stability of ∆̂.
It will now be shown that ∆̂(K(Eϕ)) � 2−1/ϕ from which it easily follows

that ∆̂(K(E)) � 2−1/ϕ. Suppose that K(Eϕ) = ∪∞1 K̃n. It may be assumed

that each K̃n is closed. By the Baire category theorem, applicable since K(X)

is complete, one of the K̃n’s is somewhere dense. This means that there is a
set D ∈ K̃n and an r > 0 such that B̃r(D) ⊂ K̃n. Let x ∈ D and define

Ãx,r = {C ∈ K̃n : C = (D\Br) ∪ F, where F ⊂ Br/2(x) ∩ Eϕ is compact}.
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Ãx,r ⊂ K̃n is naturally isometric to K(Eϕ ∩Br/2(x)) which satisfies

∆(K(Eϕ ∩Br/2(x))) � 2−1/ϕ,

since ∆(Eϕ ∩ Br/2(x)) � ϕ. Therefore, ∆(K̃n) � 2−1/ϕ and ∆̂(K(Eϕ)) �
2−1/ϕ. �

The next example shows that the converse inequality does not hold.

Example 2.2 Let ϕ ∈ Φ and let X be as in Example 2.1. Then ∆̂(X) ≺ ψ for

every ψ ∈ Φ as X is the countable union of singletons. But ∆̂(K(X)) � 2−1/τ

for any τ ≺ ϕ.

Proof. Write K(X) = K̃ ∪ Ĩ where

K̃ = {C ∈ K(X) : x∞ ∈ C} and Ĩ = {C ∈ K(X) : x∞ 6∈ C}.

Ĩ consists of the countably many isolated points of K(X). So, K̃ is closed

in K(X). Any decomposition of K(X) induces one of K̃. So suppose that

K̃ = ∪∞n=1K̃n, where each K̃n may be assumed closed. By the Baire Category

Theorem, one of the K̃n is somewhere dense. Thus there exists n ∈ N, C ∈ K̃n,
and r > 0 such that B̃r(C) ⊂ K̃n. Let

Xr = {x ∈ X : ρ(x, x∞) ≤ r}, Cr = {x ∈ C : ρ(x, x∞) > r},

and let
Ã = {D ∈ K(E) : D = Cr ∪ F where F ∈ K(Xr)}.

Then Ã ⊂ B̃r(C) ⊂ K̃n and Ã is naturally isometric to K(Xr). Now ∆(Xr) �
ϕ � τ by Example 2.1. Hence ∆(K(Xr)) � 2−1/τ by Lemma 1.1. Thus

∆̂(K(X)) � 2−1/τ . �
In spite of this example we do have the following lemma, which says that if

the set E is “regular enough”, then the expected type of upper bound holds.

Lemma 2.2 Suppose that E is totally bounded and ∆(E) ≺ ϕ(ε). Then

∆̂(K(E)) ≺ 2−1/ϕ(ε/4).

Proof. This follows immediately from Lemma 1.3. �
As with the entropy indices, these results are perhaps more clearly illus-

trated by considering finite dimensional sets.

Corollary 2.1 If E is totally bounded and satisfies ∆̂(E) � εs0 � ∆(E), then

∆̂(K(E))

{
≺ 2−(1/ε)

s

for s > s0

� 2−(1/ε)
s

for s < s0.
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Proof. If s0 < s1 < s, then ∆(E) ≺ εs1 . So ∆(K(E)) ≺ 2−(4/ε)
s1 ≺ 2−(1/ε)

s

,
by Lemma 2.2.

If s < s0, then ∆̂(E) � εs and ∆̂(K(E)) � 2−(1/ε)
s

, by Theorem 2.1. �
Equation 3.29 and theorem 9.3 of [Fal] show that this corollary applies to

a self-similar set E ⊂ Rn of finite upper entropy dimension s0.
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