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1. Introduction. The present paper and the five following it by S. Kakutani, J. Wermer, W. G. Bade, and J. Schwartz are all related; in them we discuss different aspects of the problem of the complete reduction of an operator. A spectral operator is a linear operator on a complex Banach space which has a resolution of the identity. ${ }^{1}$ It is shown that a bounded operator $T$ is spectral if and only if it has a canonical decomposition of the form

$$
T=S+N
$$

where $S$ is a scalar type operator and $N$ is a generalized nilpotent commuting with $S$. By a scalar type operator is meant a spectral operator $S$ with resolution of the identity $E$ which satisfies the equation

$$
S=\int_{\sigma(S)} \lambda E(d \lambda)
$$

The scalar part $S$ of $T$ and the radical part $N$ of $T$ are uniquely determined by $T$. For analytic functions $f$ one has an operational calculus given by the formula

$$
f(T)=\sum_{n=0}^{\infty} \frac{N^{n}}{n!} \int_{\sigma(T)} f^{(n)}(\lambda) E(d \lambda)
$$

Some spectral operators are of type $m$; that is, the above formula reduces to

$$
f(T)=\sum_{n=0}^{m} \frac{N^{n}}{n!} \int_{\sigma(T)} f^{(n)}(\lambda) E(d \lambda),
$$

and in Hilbert space conditions on the resolvent are given which are equivalent to the statement that the spectral operator $T$ is of type $m$. Spectral operators $T$

[^0]have the property that for every $x$ the analytic function $(\lambda I-T)^{-1} x$ has only single-valued analytic extensions and thus has a maximal extension defined on an open set $\rho(x)$. The spectrum $\sigma(x)$ is defined as the complement of $\rho(x)$. In terms of these concepts it is shown that if $E$ is a resolution of the identity for $T$, then, for closed sets $\sigma$,
$$
E(\sigma) \mathfrak{X}=[x \mid \sigma(x) \subset \sigma],
$$

This (Theorem 4) is a basic theorem; from it one deduces that the resolution of the identity is unique, as well as the fact that every bounded operator commuting with $T$ commutes with $E(\sigma)$, a fact proved for normal operators on Hilbert space by B. Fuglede [7]. ${ }^{2}$ Let $\mathfrak{A}(T, U, \ldots, V)$ be the full $B$-algebra generated by the operators $T, U, \cdots, V$; then we have the following decomposition theorems. If $T$ is spectral and $S$ its scalar part, then, as a vector direct sum,

$$
\mathfrak{2 t}(T, S)=\mathfrak{2 l}(S) \oplus R,
$$

where $R$ is the radical in $\hat{Z}(T, S)$. Furthermore, $\hat{Z}(S)$ is equivalent to that subalgebra of $C(\sigma(T))$ consisting of uniform limits of rational functions. The algebra $\mathfrak{A}$, which is generated by a spectral operator $T$ and the projections $E(\sigma)$ in its resolution of the identity, is equivalent to

$$
C(\mathbb{M}) \oplus R,
$$

where $\Re$ is the compact structure space of $\because 2$ and $R$ is the radical in $\because$. Along these lines we mention the decomposition of the full $B$-algebra $\mathfrak{N}(\tau)$ determined by a family $\tau$ of commuting spectral operators together with their resolutions of the identity. If there is a bounded Boolean algebra of projections in $\mathfrak{X}$ containing all of the projections found among the resolutions of the identity of operators in $\tau$, then

$$
\mathfrak{U}(\tau)=\mathfrak{N} \oplus R,
$$

where $\mathscr{A}$ is equivalent to the space $C(\mathbb{M})$ of continuous functions on the space $\mathfrak{M}$ of maximal ideals in $\Re(\tau)$ (or in $\{2$ ) and $R$ is the radical in $\mathcal{Z}(\tau)$. Furthermore, the adjoint of every operator in $\mathfrak{X V}(\tau)$ is a spectral operator. If $\mathfrak{X}$ is reflexive, then every operator in $\mathscr{H}(\tau)$ is a spectral operator. Thus in a reflexive space the sum and product of two commuting spectral operators is a spectral

[^1]operator provided that there is a bounded Boolean algebra containing both resolutions of the identity. W. G. Bade [2] has generalized this by showing that the weakly closed algebra generated by a bounded Boolean algebra of projections in a reflexive space consists entirely of scalar type spectral operators. In this paper Bade has also given sufficient conditions for the strong limit of scalar type spectral operators to be of scalar type. If $X$ is Hilbert space J. Werner [16] has shown that the sum and product of two commuting spectral operators is again a spectral operator. However, S. Kakutani [10] has constructed an example of two commuting operators, each of scalar type, such that their sum is not a spectral operator. W. G. Bade [1] has shown which portions of the theory are valid for unbounded operators and has developed the operational calculus for this case. J. Schwartz [12] has shown that, on a finite interval, the members of a large class of boundary-value problems determine spectral operators. These operators need not be purely differential operators but may also involve difference or integral operators.
2. Notation. By an admissible domain is meant an open set bounded by a finite number of rectifiable Jordan curves. By an admissible contour is meant the boundary of an admissible domain. The class of complex-valued functions analytic and single-valued on some admissible domain containing the spectrum $\sigma(T)$ of the linear operator $T$ is denoted by $F(T)$ or $F(\sigma(T))$. For $f \in F(T)$ the operator $f(T)$ is defined by
$$
f(T)=\frac{1}{2 \pi i} \int_{C} f(\lambda) T(\lambda) d \lambda
$$
where $C$ is the boundary of some admissible domain containing the spectrum of $T$ upon whose closure $f$ is single-valued and analytic and where $T(\lambda)=(\lambda I-T)^{-1}$ is the resolvent of $T$. The mapping, given by the above formula, of the algebra of analytic functions into an algebra of operators is a homomorphism (See, for example, [3] or [14].) which assigns the operators $I, T$ to the functions $1, \lambda$, respectively. It has the property that $\sigma(f(T))=f(\sigma(T))$. If $f(\lambda)=1$ for $\lambda$ in a component of its domain, and $f(\lambda)=0$ for $\lambda$ in the remaining components, then $f(T)$ is the projection
$$
E(\sigma)=\frac{1}{2 \pi i} \int_{G} T(\lambda) d \lambda
$$
where $G$ is the boundary of that component upon which $f(\lambda)=1$ and where $\sigma$ is that part of the spectrum $\sigma(T)$ of $T$ bounded by $G$. It is clear that such a
projection is associated with every subset $\sigma$ of $\sigma(T)$ which is both open and closed in $\sigma(T)$. From the fact that the map $f \longrightarrow f(T)$ is a homomorphism it follows that the map $\sigma \longrightarrow E(\sigma)$ is a homomorphism of the Boolean algebra $B_{0}$ of open and closed sets in $\sigma(T)$ into a Boolean algebra of projection operators. It has the property (see [2])
$$
\sigma(T, E(\sigma) \mathcal{X}) \subset \sigma, \quad \sigma \in B_{0},
$$
where here we have used the notation $\sigma(T, E(\sigma) \mathcal{X})$ for the spectrum of $T$ when considered as an operator in $E(\sigma) \mathcal{X}$. Similarly $\rho(T, E(\sigma) X)$ is the resolvent set of $T$ when considered as an operator in $E(\sigma) \mathcal{X}$ and $\rho(T)$ is $\rho(T, \mathfrak{X})$. The symbol $B(X)$ will be used for the algebra of all bounded linear transformations in the $B$-space $\mathfrak{X}$.
3. Spectral operators. Let $B$ be a Boolean algebra of subsets of a set $p$. We suppose that $p$ and the void set $\varnothing$ are both in $B$. A homomorphic map $E$ of $B$ into a Boolean algebra of projection operators in the complex $B$-space $\mathfrak{X}$ is called a spectral measure in $\mathfrak{X}$ provided that it is bounded and $E(p)=I$. A spectral measure has then, by definition, the properties
\[

(\alpha)\left\{$$
\begin{array}{cc}
E(\sigma) E(\delta)=E(\sigma \delta), & E(\sigma) \cup E(\delta)=E(\sigma \cup \delta), \\
E\left(\sigma^{\prime}\right)=I-E(\sigma), \quad E(\varnothing)=0, \quad E(p)=I, & \sigma \in \mathbb{B} \\
|E(\sigma)| \leq K, & \sigma \in \mathbb{B}
\end{array}
$$\right.
\]

In the conditions ( $\alpha$ ) the union of two commuting projection operators is understood to be defined by the equation

$$
A \cup B=A+B-A B .
$$

This union is a projection whose range is the closed linear manifold determined by the ranges of $A$ and $B$.

An operator $T \in B(X)$ is said to be a spectral operator of class $(B, \Gamma)$ in case
( $\beta$ ) $B$ is a Boolean algebra of sets in the complex plane $p$;
( $\gamma$ ) $\Gamma$ is a linear manifold in $X^{*}$ which is total; that is, $\Gamma x=0$ only when $x=0$;
( $\delta$ ) there is a spectral measure $E$ in $\mathcal{X}$ with domain $B$ such that

$$
T E(\sigma)=E(\sigma) T, \quad \sigma\left(T, E_{\sigma} \mathscr{X}\right) \subset \bar{\sigma}, \quad \sigma \in \mathbb{B} ;
$$

and
$(\epsilon)$ for every $x \in \mathcal{X}, x^{*} \in \Gamma$, the function $x^{*} E(\sigma) x$ is countably additive on $\mathcal{B}$.
The condition $(\epsilon)$ means that if $\left\{\sigma_{n}\right\}$ is a sequence of disjoint sets in $B$ whose union $\sigma$ is also in $B$ then

$$
\sum_{n} x^{*} E\left(\sigma_{n}\right) x=x^{*} E(\sigma) x, \quad x \in \mathcal{X}, x^{*} \in \Gamma .
$$

In case $B$ is a $\sigma$-field and $\Gamma=\mathfrak{X}^{*}$, the Orlicz-Banach-Pettis theorem (see [11, Theorem 2.32] or [5, p.322]) shows that the operator-valued set function $E(\sigma)$, $\sigma \in B$, is countably additive on $B$ in the strong operator topology.

An operator $T \in B(X)$ is said to be a spectral operator of class $(\Gamma)$, or simply an operator of class ( $\Gamma$ ), in case it is a spectral operator of class ( $B, \Gamma$ ), where $B$ is the set of all Borel sets in the plane. An operator is said to be a spectral operator in case it is a spectral operator of class ( $\Gamma$ ) for some $\Gamma$ satisfying $(\gamma)$. If $T$ is a spectral operator of type ( $B, \Gamma$ ), then any spectral measure in $\mathfrak{X}$ with domain $\mathcal{B}$ which satisfies ( $\delta$ ) and $(\epsilon)$ is called a resolution of the identity for $T$.

Theorem 1. Let E be a resolution of the identity for the spectral operator T. Then

$$
E(\sigma(T))=I .
$$

Proof. Let $\sigma$ be a closed subset of the resolvent set $\rho=\rho(T)$. Then, in view of ( $\delta$ ), we see that the spectrum of $T$ as an operator in $E_{\sigma} \mathcal{X}$ is void and hence (see [15]) $E_{\sigma}=0$. Since $\rho$ is a denumerable union of closed sets we have from ( $\epsilon$ ) that

$$
x^{*} E_{\rho} x=0, \quad x \in \mathfrak{X}, \quad x^{*} \in \Gamma,
$$

and from $(\gamma)$ that $E_{\rho}=0$, and hence $E(\sigma(T))=l$.
For $\lambda \in \rho(T)$ we write, as usual, $T(\lambda)$ for $(\lambda I-T)^{-1}$. In the next theorem we shall show that, for spectral operators, every analytic extension of $T(\lambda) x$ is necessarily single-valued. That this is not the case for an arbitrary operator $T$ is elegantly shown by the following example due to S. Kakutani.

Consider the space $\mathfrak{X}$ of functions $f$ analytic in the unit circle $|z| \leq 1$ and for which

$$
f(z)=\sum_{n=0}^{\infty} c_{n} z^{n}, \quad \sum_{n=0}^{\infty}\left|c_{n}\right|^{2}=|f|^{2}
$$

In this space define $T$ by

$$
T(f, z)=\frac{f(z)-f(0)}{z}
$$

The spectrum of $T$ is the set of $z$ with $|z| \leq 1$, and for $\lambda \in \rho(T)$ the function $T(\lambda)(g, z)$ may be calculated by solving the equation

$$
(\lambda I-T) f=g
$$

for $f(z)$. An elementary calculation gives

$$
f(z)=\frac{z g(z)-f(0)}{\lambda z-1}
$$

Since $f(z)$ is analytic when $z=\lambda^{-1}$ we must have

$$
f(0)=\lambda^{-1} g\left(\lambda^{-1}\right),
$$

so that

$$
T(\lambda)(g, z)=\frac{z g(z)-\lambda^{-1} g\left(\lambda^{-1}\right)}{\lambda\left(z-\lambda^{-1}\right)} .
$$

Thus the vector-valued analytic function $T(\lambda) g, \lambda \in \rho(T)$, will have multiplevalued extensions if the function $g$ has a multiple-valued analytic continuation outside the unit circle.

In order to describe the situation discussed in the next theorem certain concepts are introduced. By an analytic extension of $T(\xi) x$ will be meant a function $f$ defined and analytic on an open set $D(f) \supset \rho(T)$ and such that

$$
(\xi I-T) f(\xi)=x
$$

for every $\xi$ in $D(f)$. It is clear that, for such an extension,

$$
f(\xi)=T(\xi) x
$$

for $\xi$ in $\rho(T)$. The function $T(\xi) x$ is said to have the single-valued extension property provided that for every pair $f, g$ of analytic extensions of $T(\xi) x$ we have $f(\xi)=g(\xi)$ for every $\xi$ in $D(f) D(g)$. The union of the sets $D(f)$ as $f$ varies over all analytic extensions of $T(\xi) x$ is called the resolvent set of $x$ and is denoted by $\rho(x)$. The spectrum $\sigma(x)$ of $x$ is defined to be the complement of $\rho(x)$. It is clear that if $T(\xi) x$ has the single-valued extension property then there is a maximal extension $x(\cdot)$ whose domain is $\rho(x)$. In this case $x(\xi)$ is a single-valued analytic function with domain $\rho(x)$ and with $x(\xi)=$ $T(\xi) x, \xi \in \rho(T)$.

Theorem 2. If $T$ is a spectral operator in $\mathfrak{X}$, then for every $x \in \mathfrak{X}$ the function $T(\xi) x$ has the single-valued extension property.

Proof. Let $f, g$ be two extensions of $T(\xi) x$ and define

$$
h(\xi)=f(\xi)-g(\xi), \quad \xi \in D(f) D(g)
$$

We suppose, in order to make an indirect proof, that for some $\xi_{0} \in D(f) D(g)$ we have $h\left(\xi_{0}\right) \neq 0$. Thus there is a neighborhood $N\left(\xi_{0}\right)$ of $\xi_{0}$ with $N\left(\xi_{0}\right) \subset$ $D(f) D(g)$ and

$$
\begin{equation*}
h(\xi) \neq 0, \quad(\xi I-T) h(\xi)=0, \quad \xi \in N\left(\xi_{0}\right) . \tag{i}
\end{equation*}
$$

The desired contradiction may be obtained from these equations and the following lemma.
I.emma 1. Let $E$ be a resolution of the identity for the spectral operator $T$. Let $\sigma$ be a closed set of complex numbers with $\xi_{0} \notin \sigma$. If $\left(\xi_{0} I-T\right) x_{0}=0$ then

$$
E(\sigma) x_{0}=0, E\left(\left\{\xi_{0}\right\}\right) x_{0}=x_{0},
$$

where $\left\{\xi_{0}\right\}$ is the set consisting of the single point $\xi_{0}$.
Proof. Let $T_{\sigma}(\xi)$ be the resolvent of $T$ as an operator in $E(\sigma) \mathcal{X}$, so that

$$
T_{\sigma}\left(\xi_{0}\right)\left(\xi_{0} I-T\right) E(\sigma)=E(\sigma)
$$

But since

$$
\left(\xi_{0} I-T\right) E(\sigma) x_{0}=E(\sigma)\left(\xi_{0} I-T\right) x_{0}=0,
$$

we have $E(\sigma) x_{0}=0$. Now let

$$
\sigma_{n}=\left[\xi| | \xi-\xi_{0} \mid \geq 1 / n\right]
$$

so that $E\left(\sigma_{n}\right) x_{0}=0$; by $(\delta),(\epsilon)$, therefore,

$$
x^{*}\left(I-E\left(\left\{\xi_{0}\right\}\right)\right) x_{0}=\lim _{n} x^{*} E\left(\sigma_{n}\right) x_{0}=0, \quad\left(x^{*} \in \Gamma\right)
$$

Condition $(\gamma)$ thus shows that $E\left(\left\{\xi_{0}\right\}\right) x_{0}=x_{0}$, and the lemma is proved.
Returning now to the proof of Theorem 2, let

$$
\xi_{n} \neq \xi_{0}, \quad \xi_{n} \in N\left(\xi_{0}\right), \quad \xi_{n} \longrightarrow \xi_{0} .
$$

Then $h\left(\xi_{n}\right) \longrightarrow h\left(\xi_{0}\right)$, and the lemma together with (i) gives

$$
0=E\left(\left\{\xi_{0}\right\}\right) h\left(\xi_{n}\right) \longrightarrow E\left(\left\{\xi_{0}\right\}\right) h\left(\xi_{0}\right)=h\left(\xi_{0}\right)
$$

which is a contradiction to (i) and proves the theorem.
Theorem 3. If $T$ is a spectral operator, the spectrum $\sigma(x)$ is void if and only if $x=0$.

Proof. Using Theorem 2, we see that if $\sigma(x)$ is void then $x(\xi)$ is everywhere defined, single-valued, and hence entire. Since, as $\xi \longrightarrow \infty$, we have

$$
x^{*} x(\xi)=x^{*} T(\xi) x \longrightarrow 0
$$

we see that $x^{*} x(\xi)=0$ for all $\xi$. Hence

$$
x^{*} x=x^{*}(\xi I-T) x(\xi)=0
$$

and $x=0$.
Theorem 4. Let $T$ be a spectral operator with resolution of the identity $E$, and let $\sigma$ be a closed set of complex numbers. Then

$$
E(\sigma) \mathscr{X}=[x \mid \sigma(x) \subset \sigma] .
$$

Proof. Let $E(\sigma) x=x$, and let $T_{\sigma}(\xi)$ be the resolvent of $T$ as an operator in $E(\sigma) X$. Then $(\delta)$ shows that

$$
T_{\sigma}(\xi) E_{\sigma} x=T_{\sigma}(\xi) x
$$

is an analytic extension of $T(\xi) x$ to $\sigma^{\prime}$, the complement of $\sigma$. Thus $\rho(x) \supset \sigma^{\prime}$, $\sigma(x) \subset \sigma$. Conversely, assume that $\sigma(x) \subset \sigma$ and let $\sigma_{1}$ be a closed subset of the complement $\sigma^{\prime}$ of $\sigma$. Then $T_{\sigma_{1}}(\xi) E\left(\sigma_{1}\right) x$ is an extension of $T(\xi) E\left(\sigma_{1}\right) x$ to $\sigma_{1}^{\prime}$. Also $E\left(\sigma_{1}\right) x(\xi)$ is an extension of $T(\xi) E\left(\sigma_{1}\right) x$ to $\rho(x)$. Thus, from Theorem 2, it is seen that

$$
E\left(\sigma_{1}\right) x(\xi)=T_{\sigma_{1}}(\xi) E\left(\sigma_{1}\right) x, \quad \xi \in \rho(x) \sigma_{1}^{\prime}
$$

Since $\sigma, \sigma_{1}$ are disjoint compact sets, there is an admissible contour $C_{1}$ with $\sigma_{1}$ inside $C_{1}$ and $\sigma$ outside. Now let $C$ be a large circle surrounding $\sigma(T)$ so that, since $x(\xi)$ is analytic and single-valued on and within $C_{1}$, we have

$$
\begin{aligned}
E\left(\sigma_{1}\right) x & =\frac{1}{2 \pi i} \int_{C} T(\xi) E\left(\sigma_{1}\right) x d \xi=\frac{1}{2 \pi i} \int_{C} T_{\sigma_{1}}(\xi) E\left(\sigma_{1}\right) x d \xi \\
& =\frac{1}{2 \pi i} \int_{C_{1}} T_{\sigma_{1}}(\xi) E\left(\sigma_{1}\right) x d \xi=\frac{1}{2 \pi i} \int_{C_{1}} E\left(\sigma_{1}\right) x(\xi) d \xi=0
\end{aligned}
$$

Let $\sigma_{n}$ be an increasing sequence of closed sets whose union is $\sigma^{\prime}$. Then

$$
x^{*} E\left(\sigma^{\prime}\right) x=\lim _{n} x^{*} E\left(\sigma_{n}\right) x=0, \quad\left(x^{*} \in \Gamma\right),
$$

and so $(\alpha),(\gamma)$ show that $E\left(\sigma^{\prime}\right) x=0, E(\sigma) x=x$.
Theorem 5. Let $T$ be a spectral operator and $A$ a bounded linear transformation which commutes with $T$. Then A commutes with every resolution of the identity for $T$.

Proof. Let $\sigma, \sigma_{1}$ be disjoint closed sets of complex numbers and let $E$ be a resolution of the identity for $T$. Since

$$
A T(\xi) x=T(\xi) A x
$$

we see that

$$
\rho(A x) \supset \rho(x), \quad \sigma(A x) \subset \sigma(x)
$$

Thus Theorem 4 shows that

$$
E(\sigma) A E(\sigma)=A E(\sigma), \quad E(\sigma) A E\left(\sigma_{1}\right)=E(\sigma) E\left(\sigma_{1}\right) A E\left(\sigma_{1}\right)=0 .
$$

Statements $(\gamma),(\epsilon)$ show then that $E(\sigma) A E\left(\sigma^{\prime}\right)=0$, and hence

$$
E(\sigma) A=E(\sigma) A\left[E(\sigma)+E\left(\sigma^{\prime}\right)\right]=E(\sigma) A E^{\prime}(\sigma)+E(\sigma) A E\left(\sigma^{\prime}\right)=A E(\sigma) .
$$

THEOREM 6. If $T$ is a spectral operator, its resolution of the identity is unique.

Proof. If $E, A$ are both resolutions of the identity for $T$, and $\sigma$ is a closed set of complex numbers, then Theorem 4 gives

$$
A(\sigma) E(\sigma)=E(\sigma), E(\sigma) A(\sigma)=A(\sigma),
$$

and ( $\delta$ ) together with Theorem 5 gives

$$
A(\sigma) E(\sigma)=E(\sigma) A(\sigma)
$$

Thus for closed sets $\sigma, A(\sigma)=E(\sigma)$, and $(y),(\epsilon)$ show that this same equality holds for every Borel set $\sigma$.

Theorem 7. Let $E$ be a spectral measure whose domain consists of the Borel sets in the plane and which vanishes on the complement of the compact set $\sigma$. Then, for every scalar function $f$ continuous on $\sigma$, the Riemann integral $\int_{\sigma} f(\lambda) E(d \lambda)$ exists in the uniform operator topology, and

$$
\left|\int_{\sigma} f(\lambda) E(d \lambda)\right| \leq \sup _{\lambda}|f(\lambda)| v(E)
$$

where $v(E)$ is a constant depending only upon E. Furthermore, for any two continuous functions $f$ and $g$ we have

$$
\left[\int f(\lambda) E(d \lambda)\right]\left[\int g(\lambda) E(d \lambda)\right]=\int f(\lambda) g(\lambda) E(d \lambda)
$$

Proof. Let $\delta>0$ be such that $\left|f(\lambda)-f\left(\lambda^{\prime}\right)\right|<\epsilon$ if $\left|\lambda-\lambda^{\prime}\right|<2 \delta$, and and let $\pi=\left(\sigma_{i}, \lambda_{i}\right), \pi^{\prime}=\left(\sigma_{j}^{\prime}, \lambda_{j}^{\prime}\right)$ be two partitionings of $\sigma$ with norms at most $\delta$. Then for $x \in \mathfrak{X}$ and $x^{*} \in \mathfrak{X}^{*}$, and the operator

$$
U(\pi) \equiv \Sigma f\left(\lambda_{i}\right) E\left(\sigma_{i}\right),
$$

we have the inequality

$$
\left|x^{*}\left(U(\pi)-U\left(\pi^{\prime}\right)\right) x\right| \leq \sum_{i} \sum_{j}\left|f\left(\lambda_{i}\right)-f\left(\lambda_{j}^{\prime}\right)\right|\left|x^{*} E\left(\sigma_{i} \sigma_{j}^{\prime}\right) x\right| \leq \underset{\sigma}{\operatorname{var}} x^{*} E(\sigma) x
$$

But

$$
\underset{\sigma}{\operatorname{var}} x^{*} E(\sigma) x \leq 4 \underset{\sigma}{4} \text { l.u.b. }\left|x^{*} E(\sigma) x\right| \leq 4 K|x|\left|x^{*}\right|
$$

where $K$ is an upper bound for $|E(\sigma)|$. Thus

$$
\left|U(\pi)-U\left(\pi^{\prime}\right)\right|=\underset{|x|=\left|x^{*}\right|=1}{\text { l.u.b. }} \quad\left|x^{*}\left(U(\pi)-U\left(\pi^{\prime}\right)\right) x\right| \leq 4 \in K .
$$

The final assertion is seen by using ( $\alpha$ ) to obtain the equation

$$
\left[\sum f\left(\lambda_{i}\right) E\left(\sigma_{i}\right)\right]\left[\sum_{j} f\left(\lambda_{j}\right) E\left(\sigma_{j}\right)\right]=\sum f\left(\lambda_{i}\right) g\left(\lambda_{i}\right) E\left(\sigma_{i}\right)
$$

Lemma 2. Let $\mathfrak{A}$ be a commutative subalgebra of $B(\mathfrak{X})$ which contains $I$ and the inverse of any of its elements provided that the inverse exists as an element of $B(X)$. Let $T, E \in \mathfrak{Z}, E^{2}=E$, and let $M=(m)$ be the set of maximal ideals in 2r. Then ${ }^{3}$

$$
\sigma(T, E X)=[\lambda \mid \lambda=T(m), m \in \mathbb{P}, E(m)=1] .
$$

Proof. The symbol $B(X)$, as always, is used for the algebra of all bounded linear operators in the space $\mathscr{X}$. It is normed by the bound of the operator. For an element $T_{0}$ of an algebra $\mathscr{M}_{0}$ with unit $E_{0}$, we write $\sigma\left(T_{0}, \mathscr{N}_{0}\right)$ for the spectrum of $T_{0}$ as an element of $\mathscr{U}_{0}$. This is the complement of the set of those $\lambda$ for which $\lambda E_{0}-T_{0}$ has an inverse in $\lambda_{0}$. According to our hypothesis, then, we have

$$
\begin{equation*}
\sigma(T, \mathfrak{H})=\sigma(T, \mathfrak{X})=\sigma(T) . \tag{i}
\end{equation*}
$$

I.et $2_{E}=22$, and note that this is a subalgebra of 22 with unit $E$. Each $V \in \sum_{E}$ maps $E X$ into itself and as an operator in $E X$ has the spectrum $\sigma(V, E X)$. Just as in (i) above we have

$$
\begin{equation*}
\sigma\left(V, \mathfrak{R}_{E}\right)=\sigma(V, E X) . \tag{ii}
\end{equation*}
$$

To see this, let

$$
V_{0}=(\lambda I-V) E \in 2 \mathcal{U}_{E},
$$

[^2]and suppose that $V_{0}$ has an inverse as an operator in $E \mathfrak{X}$. Define
$$
W=V_{0} E+E^{\prime},
$$
so that $\mathbb{W}^{-1} \in B(X)$. Thus $\mathbb{W}^{-1} \in \mathscr{A}, W^{-1} E \in \mathscr{A}_{E}$; and since $V_{0} W^{-1} E=E$ it is seen that $V_{0}$ has an inverse as an element of $\mathscr{U}_{E}$. This proves that $\rho(V, E X) \subset$ $\rho\left(V, \mathscr{H}_{E}\right)$. The converse inequality being obvious, we have proved (ii). Now let $\mathbb{M}=(m)$ be the set of maximal ideals in $\mathscr{U}$, and $M_{E}=\left(m_{E}\right)$ the set of maximal ideals in $\mathfrak{U}_{E}$. We shall next show that
\[

$$
\begin{equation*}
\mathbb{M}_{E}=[m E \mid m \in \mathbb{M}, E(m)=1] \tag{iii}
\end{equation*}
$$

\]

that is, the maximal ideals in $\mathfrak{U}_{E}$ are precisely those of the form $m_{E}=m E$, where $m$ is a maximal ideal in $\mathbb{I}$ for which $E(m)=1$. Since $E^{2}=E$, we have $E(m)$ always 0 or 1 , and so the statement $E(m)=1$ is equivalent to the statement $E \notin m$. To prove (iii), let $m$ be a maximal ideal in $\mathfrak{N}_{6}$ with $E \notin m$. The set $m_{E}=m E$ is clearly a proper ideal in $\mathscr{2}_{E}$. To see that $m_{E}$ is maximal, let $n_{E}$ be a proper ideal in $\mathfrak{U}_{E}$ which contains $m_{E}$, and let $n$ be the set of all $V \in \mathcal{Z}$ for which $V E \in n_{E}$. Then $n$ is a proper ideal in $\mathscr{U}$ which contains $m$. Since $m$ is maximal, we have $m=n$ and hence $m_{E}=n_{E}$. Conversely, let $m_{E}$ be a maximal ideal in $\mathscr{U}_{E}$; then $m=m_{E}+\mathfrak{U} E E^{\prime}$ is a proper ideal in $\mathfrak{U}$ with $m E=m_{E}$. To see that $m$ is maximal, suppose that $n$ is a proper ideal in $\hat{2}$ containing $m$ properly. Then we shall show that $n_{E}=n E$ is a proper ideal in $\mathfrak{n}_{E}$ which contains $m_{E}$ properly. Let $U \in n, U \notin m$. Then $U E \in n_{E}$. Since $E^{\prime} \in m$, we have $U E^{\prime} \in m$ and hence $U E \notin m$. Therefore, since $m_{E} \subset m$, we have $U E \notin m_{E}$, and this proves (iii). Thus we may say that for any $m \in \mathbb{M}$ for which $E(m)=1$ the difference algebras $\mathfrak{U}-m$, $\mathfrak{Z} E-m E$ are both isometrically isomorphic to the complex number system. There are, therefore, uniquely determined complex numbers $T(m), T E(m E)$ for which

$$
T-T(m) I \in m, \quad T E-(T E)(m E) E \in m E .
$$

From the first of these relations it follows that $T E-T(m) E \in m E$, and from the second, therefore, that $T(m)=(T E)(m E)$. But as $m$ varies over all points in $\Re$ for which $E(m)=1$, we see from (iii) that $m E$ varies over all maximal ideals in $A E$ and hence $(T E)(m E)=T(m)$ varies over the spectrum of $T E$ as an element of $\mathfrak{Z} E$. Hence the desired conclusion follows from (ii).

Definition 1. An operator $S$ is said to be of scalar type in case it is a spectral operator and satisfies the equation

$$
S=\int \lambda E(d \lambda)
$$

where $E$ is the resolution of the identity for $S$. According to Theorem 1, $S(e)=0$ if $e \subset \rho(S)$ so that the integral over the compact set $\sigma(S)$ exists in the uniform topology of operators.

Theorem 8. An operator $T$ is a spectral operator of class ( $\Gamma$ ) if and only if it is the sum $T=S+N$ of a scalar type operator $S$ of class ( $\Gamma$ ) and a generalized nilpotent operator $N$ commuting with $S$. Furthermore, this decomposition is unique and $T$ and $S$ have the same spectrum and the same resolution of the identity.

Proof. We shall first show that the sum $T=S+N$ of an arbitrary spectral operator $S$ of class ( $\Gamma$ ) and a generalized nilpotent $N$ commuting with $S$ is itself a spectral operator of class $(\Gamma)$. Let $E$ be the resolution of the identity for $S$, and let $\sigma$ be a Borel set of complex numbers. Then, by Theorem $5, N E(\sigma)=$ $E(\sigma) N$. Let $\{\mathcal{U}$ be the smallest commutative subalgebra of $B(X)$ containing $N$, $S, E(\sigma), I$, and also containing the inverse of any of its elements provided that the inverse exists as an element in $B(\mathfrak{X})$. Then, as established in equation (ii) during the proof of Lemma 2, we have

$$
\sigma(S+N, E(\sigma) \mathfrak{X})=\sigma(S+N, \mathfrak{2} E(\sigma)) .
$$

Thus if $M(\sigma)$ is the set of maximal ideals in $A E(\sigma)$, we have

$$
\begin{align*}
\sigma(T, E(\sigma) \mathfrak{X}) & =[\lambda \mid \lambda=S(m)+N(m), m \in \mathbb{M}(\sigma)]  \tag{*}\\
& =\left[\lambda \mid \lambda=S(m), m \in \mathbb{M}_{\sigma}\right] \\
& =\sigma(S, \mathfrak{Z} E(\sigma))=\sigma(S, E(\sigma) \mathfrak{X}) \subset \bar{\sigma} .
\end{align*}
$$

Thus $T$ is a spectral operator of class ( $\Gamma$ ), and its resolution of the identity is also $E$. Conversely, let $T$ be a spectral operator of class ( $\Gamma$ ) with resolution of the identity $E$. Using Theorem 7, define

$$
S=\int \lambda E(d \lambda), \quad N=T-S
$$

Clearly $S$ and $N$ commute. It will first be shown that $N$ is a generalized nilpotent. Let ${ }_{2}$ be the algebra generated by $T, E(\sigma)$ ( $\sigma$ a Borel set), $N, I$, and with the property that $U^{-1} \in \mathfrak{Z}$ if $U \in \mathbb{Z}$ and $U^{-1} \in B(X)$. Let $\mathbb{N}=(m)$ be the set of maximal ideals in $\mathfrak{A}$. Then $E(\delta)(m)$ is a zero-one valued additive set function, and hence determines uniquely a complex number $\lambda(m)$ with the property
that $E\left(\delta_{m}\right)(m)=1$ provided that $\delta_{m}$ is a neighborhood of $\lambda(m)$. Thus for every neighborhood $\delta_{m}$ of $\lambda(m)$ we have

$$
S(m)=\int \lambda E(d \lambda)(m)=\int_{\delta_{m}} \lambda E(d \lambda)(m)=\lambda(m)
$$

Since $E\left(\delta_{m}\right)(m)=1$ if $\delta_{m}$ is a neighborhood of $\lambda(m)$, it follows from Lemma 2 that

$$
T(m) \in \sigma\left(T, E\left(\delta_{m}\right) \mathscr{X}\right) \subset \delta_{m}
$$

and hence

$$
T(m)=\lambda(m)=S(m), \quad N(m)=0
$$

Thus by a theorem of Gelfand ${ }^{4}, N$ is a generalized nilpotent. It will next be shown that $S$ is a scalar type operator. For this it is sufficient to show that $E$ is the resolution of the identity for $S$. According to Lemma 2,

$$
\begin{aligned}
\sigma(S, E(\delta) \mathfrak{X}) & =[\lambda \mid \lambda=S(m), m \in \mathbb{M}, E(\delta)(m)=1] \\
& =[\lambda \mid \lambda=T(m), m \in \mathbb{M}, E(\delta)(m)=1] \\
& =\sigma(T, E(\delta) \mathfrak{X}) \subset \bar{\delta}
\end{aligned}
$$

and this shows that $E$ is the resolution of the identity for $S$. Finally it remains to be shown that $S$ and $N$ are uniquely determined by $T$. Let $T=S_{1}+N_{1}$, where $S_{1}$ is of scalar type and $N_{1}$ is a generalized nilpotent commuting with $S_{1}$. Let $E_{1}$ be the resolution of the identity for $S_{1}$. Then, by Theorem 5 ,

$$
N_{1} E_{1}(\sigma)=E_{1}(\sigma) N_{1}
$$

so that $E_{1}(\sigma)$ commutes with $T$. It was established in (*) above that $\sigma(T$, $\left.E_{1}(\sigma) \mathcal{X}\right) \subset \bar{\sigma}$, and hence $E_{1}$ is a resolution of the identity. By Theorem 6 , we have $E(\sigma)=E_{1}(\sigma)$, and hence $S=S_{1}, N=N_{1}$.

Definition 2. The decomposition, given in Theorem 8, of a spectral operator $T=S+N$ into a sum of a scalar type operator $S$ and a generalized nilpotent $N$ commuting with $S$ is called the canonical decomposition of $T$. The

[^3]operator $S$ is called the scalar part of $T$, and $N$ is called the generalized nilpotent part, or the radical part, of $T$.

Lemma 3. Let $E$ be the resolution of the identity for the spectral operator $T$, and let $N$ be its radical part. Then in the uniform topology of operators, and uniformly with respect to $\xi$ in any closed set $\rho \subset \rho(T)$, we have

$$
T(\xi)=\sum_{n=0}^{\infty} N^{n} \int \frac{E(d \lambda)}{(\xi-\lambda)^{n+1}} .
$$

Proof. By Theorem 7 the integral exists in the uniform operator topology, and

$$
\left|\int \frac{E(d \lambda)}{(\xi-\lambda)^{n+1}}\right| \leq r^{n+1} v(E),
$$

where $r=\max |\xi-\lambda|^{-1}$, the maximum being taken over $\lambda \in \sigma(T), \xi \in \rho$. Since $N$ is a generalized nilpotent,

$$
\sqrt[n]{\left|N^{n}\right|} \longrightarrow 0
$$

and hence the series

$$
\sum\left|N^{n}\right| r^{n+1}
$$

converges. Thus the series

$$
U=\sum_{n=0}^{\infty} N^{n} \int \frac{E(d \lambda)}{(\xi-\lambda)^{n+1}}
$$

converges in the uniform operator topology, and uniformly with respect to $\xi \in \rho$. From Theorem 7 we have

$$
(\xi l-S) \int \frac{E(d \lambda)}{(\xi-\lambda)^{n+1}}=\left[\int(\xi-\lambda) E(d \lambda)\right]\left[\int \frac{E(d \lambda)}{(\xi-\lambda)^{n+1}}\right]=\int \frac{E(d \lambda)}{(\xi-\lambda)^{n}}
$$

and so, if $S$ is the scalar part of $T$,

$$
(\xi I-T) U=(\xi I-S-N) \sum_{0}^{\infty} N^{n} \int \frac{E(d \lambda)}{(\xi-\lambda)^{n+1}}
$$

$$
=\sum_{0}^{\infty}\left\{N^{n} \int \frac{E(d \lambda)}{(\xi-\lambda)^{n}}-N^{n+1} \int \frac{E(d \lambda)}{(\xi-\lambda)^{n+1}}\right\}=I
$$

This proves the lemma.
Theorem 9. Let $T$ be a spectral operator and $N$ its radical part. Then for every scalar function $f$ analytic and single-valued on the spectrum $\sigma(T)$ we have, in the uniform topology of operators,

$$
f(T)=\sum_{n=0}^{\infty} \frac{N^{n}}{n!} \int f^{(n)}(\lambda) E(d \lambda)
$$

Proof. Let $C$ be an admissible rectifiable Jordan curve in $\rho(T)$ containing $\sigma(T)$ in its interior and such that $f$ is analytic on and within $C$. Then, using Lemma 3, we have

$$
\begin{aligned}
f(T) & =\frac{1}{2 \pi i} \int_{C} f(\xi) T(\xi) d \xi=\sum_{n=0}^{\infty} N^{n} \int_{C} f(\xi) \int_{\sigma(T)} \frac{E(d \lambda)}{(\xi-\lambda)^{n+1}} \\
& =\sum_{n=0}^{\infty} N^{n} \int_{\sigma(T)}\left[\int_{C} \frac{f(\xi) d \xi}{(\xi-\lambda)^{n+1}}\right] E(d \lambda) \\
& =\sum_{n=0}^{\infty} \frac{N^{n}}{n!} \int_{\sigma(T)} f^{(n)}(\lambda) E(d \lambda)
\end{aligned}
$$

Definition 3. An operator $T$ is said to be of type $m$ in case it is a spectral operator with resolution of the identity $E$ and

$$
f(T)=\sum_{n=0}^{m} \frac{N^{n}}{n!} \int f^{(n)}(\lambda) E(d \lambda), \quad f \in F(T)
$$

Theorem 10. Let $N$ be the radical part of the spectral operator $T$; then $T$ is of type $m$ if and only if $N^{m+1}=0$.

Proof. If $N^{m+1}=0$ then clearly the formula of Theorem 9 reduces to that of Definition 3. Conversely, if $T$ is of type $m$ we see, by placing

$$
f(\lambda)=\lambda^{m+1} /(m+1)!
$$

in these two formulas, that

$$
0=N^{m+1} \int E(d \lambda)=N^{m+1}
$$

Corollary. A spectral operator is of scalar type if and only if it is of type 0 .

We shall next endeavor to characterize operators of finite type in terms of the rate of growth of the resolvent. To this end we introduce the following definition.

Definition 4. Let $E$ be the resolution of the identity for the spectral operator $T$. If $\xi \notin \sigma(T, E(\sigma) \mathcal{X})$, and in particular if $\xi \notin \bar{\sigma}$, the operator $T_{\sigma}(\xi)$ is defined on $\mathfrak{X}$ as follows. For each $x$ in $\mathfrak{X}, T_{\sigma}(\xi) x$ is that uniquely determined point $y \in E(\sigma) X$ for which $(\xi I-T) y=E(\sigma) x$. Thus $T_{\sigma}(\xi)$ is a bounded linear operator in $\mathfrak{X}$ formed by first projecting with $E(\sigma)$ and then operating with the inverse of $(\xi I-T)$ in $E(\sigma) \mathcal{X}$.

Theorem 11. In Hilbert space a spectral operator $T$ is of type $m-1$ if and only if there is a constant $K$ such that, for every Borel set $\sigma$,

$$
\begin{equation*}
\left|\operatorname{dis}(\xi, \sigma)^{m} T_{\sigma}(\xi)\right| \leq K, \quad \xi \notin \sigma, \quad|\xi| \leq|T|+1 . \tag{*}
\end{equation*}
$$

Proof. In view of Theorem 10 it is sufficient to prove that the condition $\left(^{*}\right)$ is equivalent to the condition $N^{m}=0$. If $N^{m}=0$, and $\xi \notin \bar{\sigma}$, then

$$
T_{\sigma}(\xi)=\sum_{n=0}^{m-1} N^{n} \int_{\sigma} \frac{E(d \lambda)}{(\lambda-\xi)^{n+1}}
$$

from which the condition (*) follows.
The converse will require the following lemma.
Lemma 4. Let $T$ be a spectral operator in Hilbert space. $\mathfrak{X}$ and let $E$ be its resolution of the identity. Then there is a constant $M$ such that for any finite collection $A_{j}(j=1,2, \cdots, n)$ of bounded operators in $\mathfrak{X}$ which commute with $T$, and any collection $\sigma_{i}(j=1,2, \cdots, n)$ of disjoint Borel sets, we have

$$
\left|\sum_{j=1}^{n} A_{j} E\left(\sigma_{j}\right)\right| \leq M \sup _{1 \leq j \leq n}\left|A_{j}\right| .
$$

Proof. It is known (see [16]) that there is a linear one-to-one map $B$ with $B X=X$, with $B$ and $B^{-1}$ both continuous and such that for each Borel set $\sigma$ the projection

$$
P(\sigma)=B E(\sigma) B^{-1}
$$

is self-adjoint. If $B_{j}=B A_{j} B^{-1}$ then

$$
B\left\{\sum_{j=1}^{n} A_{j} E\left(\sigma_{j}\right)\right\} B^{-1}=\sum_{j=1}^{n} B_{j} P\left(\sigma_{j}\right) .
$$

By Theorem $5, A_{j}$ commutes with $E(\sigma)$ and hence $B_{j}$ commutes with $P(\sigma)$. Thus

$$
\begin{aligned}
\left|\sum_{j=1}^{n} B_{j} P\left(\sigma_{j}\right) x\right|^{2} & =\left|\sum_{j=1}^{n} P\left(\sigma_{j}\right) B_{j} x\right|^{2}=\sum_{j=1}^{n}\left|P\left(\sigma_{j}\right) B_{j} x\right|^{2} \\
& \leq \sup _{j}\left|B_{j}\right|^{2} \sum_{j=1}^{n}\left|P\left(\sigma_{j}\right) x\right|^{2} \leq \sup _{j}\left|B_{j}\right|^{2}|x|^{2}
\end{aligned}
$$

which proves the lemma.
Now let $T=S+N$ be the canonical form of the spectral operator $T$ which we assume enjoys the property (*) of the theorem. Since

$$
(T-\xi I)^{m}=(S+N-\xi I)^{m}=\sum_{r=0}^{m}\binom{m}{r}(S-\xi I)^{m-r} N^{r},
$$

and

$$
\begin{aligned}
& \int_{\sigma(T)}(S-\xi I)^{p} E(d \xi)=0 \\
& \quad N^{m}=\int_{\sigma(T)}(T-\xi I)^{m} E(d \xi) .
\end{aligned}
$$

Now let $\sigma(T)$ be partitioned into the Borel sets $\sigma_{j}(j=1,2, \cdots, n(\delta))$, each of diameter at most $\delta>0$, and let $\xi_{j} \in \sigma_{j}(j=1,2, \cdots, n(\delta))$. Let $C_{j}$ be the circle with center $\xi_{j}$ and radius $2 \delta$. Then since the distance from a point $\lambda$ on $C_{j}$ to
$\sigma_{j}$ is at least $\delta$ we have

$$
\left|\left(\lambda-\xi_{j}\right)^{m} T_{\sigma_{j}}(\lambda)\right| \leq 2^{m} K, \quad \lambda \in C_{j} .
$$

Let

$$
\lambda_{k}^{(j)}=\xi_{j}+2 \delta \exp (2 k \pi i / p)
$$

so that

$$
\begin{aligned}
\sum_{j=1}^{n(\delta)}\left(T-\xi_{j} I\right)^{m} E\left(\sigma_{j}\right) & =\sum_{j=1}^{n(\delta)} \frac{1}{2 \pi i} \int_{C_{j}}\left(\lambda-\xi_{j}\right)^{m} T_{\sigma_{j}}(\lambda) d \lambda \\
& =\lim _{p} \sum_{j=1}^{n(\delta)} \frac{1}{2 \pi i}\left\{\sum_{k=1}^{p}\left(\lambda_{k}^{(j)}-\xi_{j}\right)^{m} T_{\sigma_{j}}\left(\lambda_{k}^{(j)}\right)\left(\lambda_{k}^{(j)}-\lambda_{k-1}^{(j)}\right)\right\} E\left(\sigma_{j}\right) .
\end{aligned}
$$

But

$$
\begin{array}{r}
\sup _{j}\left|\frac{1}{2 \pi i} \sum_{k=1}^{p}\left(\lambda_{k}^{j}-\xi_{j}\right)^{m} T_{\sigma_{j}}\left(\lambda_{k}^{j}\right)\left(\lambda_{k}^{(j)}-\lambda_{k-1}^{(j)}\right)\right| \\
\leq 2^{m-1} K \pi^{-1} \sup _{j} \sum_{k=1}^{p}\left|\lambda_{k}^{(j)}-\lambda_{k-1}^{(j)}\right|<2^{m+1} K \delta,
\end{array}
$$

and by Lemma 4 therefore

$$
\left|\sum_{j=1}^{n(\delta)}\left(T-\xi_{j} I\right)^{m} E\left(\sigma_{j}\right)\right| \leq 2^{m+1} M K \delta,
$$

which shows that

$$
N^{m}=\int(T-\xi I)^{m} E(d \xi)=0
$$

Theorem 12. In Hilbert space a spectral operator $T$ whose spectrum is nowhere dense is of type $m-1$ if and only if its resolvent has at most $m$ th order rate of growth for $\xi$ near the spectrum.

Proof. This theorem is an immediate corollary of Theorem 11.
4. Algebras of spectral operators. In this section we shall characterize commutative algebras of spectral operators. To this end we shall need the following preliminary lemmas.

Lemma 5. If $T$ is of class ( $\Gamma$ ) with resolution of the identity $E(T)$, and $f \in F(T)$, then $f(T)$ is of class $(\Gamma)$ and its resolution of the identity is given by the formula

$$
E(f(T), \sigma)=E\left(T, f^{-1}(\sigma)\right)
$$

Proof. The foregoing formula clearly yields a spectral measure commuting with $f(T)$. Also $x^{*} E(f(T), \sigma) x$ is countably additive if $x^{*} \in \Gamma$. Now if $\lambda_{0} \notin \bar{\sigma}$ then the function

$$
h(\lambda) \equiv \frac{1}{\lambda_{0}-f(\lambda)}
$$

is analytic on the closure of $f^{-1}(\sigma)$ and hence if $C$ is an admissible contour surrounding the closure of $f^{-1}(\sigma)$ we have

$$
\left(\frac{1}{2 \pi i} \int_{C} h(\lambda) T_{f^{-1}(\sigma)}(\lambda) d \lambda\right)\left(\lambda_{0} I-f(T)\right) E\left(T, f^{-1}(\sigma)\right)=E\left(T, f^{-1}(\sigma)\right)
$$

which shows that

$$
\sigma(f(T), E(f(T), \sigma) X) \subset \bar{\sigma}
$$

and this completes the proof of the lemma.
At this point we introduce the notion of an integral which will be needed later. For the purposes of the following theorem the Riemann integral will suffice, but for subsequent work the next lemma will be needed for a more general integral. Accordingly let $M$ be a set, $B$ a field of its subsets with $\mathfrak{M} \in \mathcal{B}$, and let $B(\mathbb{R})$ be the normed linear space of all complex bounded functions on $\mathbb{M}$ which are measurable $B$. The norm in $B(\mathbb{M})$ is given by $|f|=$ $\sup _{m}|f(m)|$. Let $E$ be an additive operator-valued function on $B$ with

$$
|E(e)| \leq M, \quad e \in \mathbb{B}
$$

For a finitely valued function

$$
f=\sum_{i=1}^{n} \alpha_{i} \psi_{e_{i}} \in B(M)
$$

we define the integral

$$
\int_{M} f(m) E(d m)=\sum_{i=1}^{n} \alpha_{i} E\left(e_{i}\right)
$$

and note that this definition is independent of the representation of $f$. Also

$$
\begin{aligned}
& \left|\int_{M} f(m) E(d m)\right|=\sup _{|x|=\left|x^{*}\right|=1}\left|\sum \alpha_{i} x^{*} E\left(\sigma_{i}\right) x\right| \\
& \leq \sup _{i}\left|\alpha_{i}\right| \operatorname{var}_{e \in B} x^{*} E(e) x \leq \sup _{i}\left|\alpha_{i}\right| 4 \sup _{e \in B}\left|x^{*} E(e) x\right| \leq 4 M \sup _{m}|f(m)| .
\end{aligned}
$$

Thus if $f \in B(\mathbb{M})$ is the limit in $B(\mathbb{M})$ of two sequences $\left\{f_{n}\right\}$ and $\left\{g_{n}\right\}$ of finitely valued functions in $B(M)$ then

$$
\lim _{n} \int_{\mathfrak{M}} f_{n}(m) E(d m)=\lim _{n} \int_{\mathfrak{M}} g_{n}(m) E(d m)
$$

and this limit is taken as the definition of the integral

$$
\int_{\mathfrak{M}} f(m) E(d m)
$$

It is clear that in case $\mathbb{M}$ is a compact set in the plane and $f$ is continuous the integral as defined coincides with the Riemann integral. In case $E$ is a spectral measure on $B$ for which $x^{*} E(e) x$ is countably additive on $B$ for each $x \in \mathscr{X}$ and each $x^{*}$ in a total linear manifold $\Gamma \subset \mathfrak{X}^{*}$, we say that $E$ is a spectral measure of class $(B, \Gamma)$.

Lemma 6. Let $B$ be a $\sigma$-field of subsets of a set $\mathbb{M}$ with $\mathfrak{M} \in \mathbb{B}$. Let $E$ be a spectral measure of class $(B, \Gamma)$, and for $f \in B(\mathbb{M})$ let

$$
S(f) \equiv \int_{M} f(m) E(d m)
$$

Then there is a constant $v(E)$ such that

$$
|S(f)| \leq v(E)|f|, \quad f \in B(\mathbb{M})
$$

Also for every $f \in B(M)$ the operator $S(f)$ is a scalar type operator of class $(\Gamma)$ whose resolution of the identity $E(S)$ is given by the equation

$$
E(S, e)=E\left(f^{-1}(e)\right)
$$

Proof. The first conclusion follows from the foregoing definition of the integral. Now if $E$ is a spectral measure the map $f \longrightarrow S(f)$ of $B(M)$ into $B(X)$ is a homomorphism; that is, it preserves multiplication as well as addition. Thus, if $\lambda_{0} \notin \bar{\sigma}$, the operator

$$
U=\int_{\mathfrak{M}}\left(\lambda_{0}-f(m)\right)^{-1} \psi_{f^{-1}(\sigma)}(m) E(d m)
$$

satisfies the equation

$$
\left(\lambda_{0} I-S(f)\right) U=E\left(f^{-1}(\sigma)\right)
$$

which shows that

$$
\sigma\left(S(f), E\left(f^{-1}(\sigma)\right) \mathcal{X}\right) \subset \bar{\sigma} .
$$

Thus $S$ is a spectral operator whose resolution of the identity is given by

$$
E(S, \sigma)=E\left(f^{-1}(\sigma)\right) .
$$

To see that $S$ is a scalar type operator we decompose the closure of $f(\mathbb{M})$ into a finite number of disjoint parts $\sigma_{i}$, each of diameter at most $\epsilon$. Let $\lambda_{i} \in \sigma_{i}$. Then

$$
\left|\sum \lambda_{i} \psi_{\sigma_{i}}(f(m))-f(m)\right|<\epsilon, \quad m \in \mathbb{M}
$$

and so

$$
S(f)=\lim _{\epsilon \rightarrow 0} \sum \lambda_{i} E\left(f^{-1}\left(\sigma_{i}\right)\right)=\lim _{\epsilon \rightarrow 0} \int \sum_{i} \lambda_{i} \psi_{\sigma_{i}}(\lambda) E(S, d \lambda)=\int \lambda E(S, d \lambda)
$$

which proves that $S$ is of scalar type.
Definition 5. If $T, U, \ldots, V$ are in $B(X)$, the symbol $\mathfrak{X}(T, U, \ldots, V)$ will stand for the smallest subalgebra of $B(X)$ which is closed in the norm topology of $B(X)$, which contains $T, U, \ldots, V$, and $I$, and which contains the inverse $W^{-1}$ of any of its elements provided that the inverse exists as an element of $B(\mathscr{X})$. The algebra $\mathfrak{Z}(U, T, \cdots, V)$ will sometimes be called the full algebra generated by $U, T, \cdots, V$. If $\sigma$ is a compact set in the complex plane,
the symbol $C R(\sigma)$ will stand for the algebra of all complex functions $f(\lambda)$, $\lambda \in \sigma$ which may be approximated uniformly on $\sigma$ by rational functions. The norm in $C R(\sigma)$ is

$$
|f|=\max _{\lambda \in \sigma}|f(\lambda)|
$$

so that $C R(\sigma)$ is a subalgebra of $C(\sigma)$. Two $B$-algebras are said to be equivalent in case they are topologically and algebraically isomorphic.

Theorem 13. Let $T$ be a spectral operator and $S$ its scalar part. Then, as a vector direct sum,

$$
\mathfrak{u}(T, S)=\mathfrak{u}(S) \oplus \Re,
$$

 $C R(\sigma(T))$, and every operator in $2(T, S)$ is a spectral operator.

Proof. If $f$ is rational and analytic on $\sigma(T)=\sigma(S)$, then $f(\sigma(S))=\sigma(f(S))$ and thus

$$
\max _{\lambda \in \sigma(S)}|f(\lambda)| \leq|f(S)| \leq \max _{\lambda \in \sigma(S)}|f(\lambda)| v(E)
$$

Thus $\mathfrak{A}(S)$ is equivalent to $C R(\sigma(S))$. Since $\mathfrak{Z}(S)$ has no radical it is seen that $\Re(S) \oplus \Re$ is a direct vector sum contained in $\Re(T, S)$. Now let $N$ be the radical part of $T$. It follows from Theorems 8 and 9 and Lemma 6 that the canonical decomposition of $f(T)$ for $f \in F(T)$ is

$$
f(T)=f(S)+N_{1} .
$$

Hence in particular if $T^{-1}$ exists its canonical decomposition is

$$
\begin{equation*}
T^{-1}=S^{-1}+N_{2} \tag{i}
\end{equation*}
$$

Also

$$
T^{n}=S^{n}+N_{3}, \quad T^{n} S^{m}=S^{n+m}+N_{4}
$$

and thus for a polynomial $P$ in $T$ and $S$ we have

$$
P(T, S)=Q(S)+N_{5},
$$

where $Q$ is a polynomial and $N_{5}$ a generalized nilpotent. Since for $m$ in the space In of maximal ideals of $2(T, S)$ we have

$$
P(S(m), S(m))=P(T(m), S(m))=Q(S(m)),
$$

it is seen that $Q(S)=P(S, S)$ and thus

$$
\begin{equation*}
P(T, S)=P(S, S)+N_{5} \tag{ii}
\end{equation*}
$$

If $P_{1}$ is also a polynomial in two variables, the operator

$$
R(T, S)=P(T, S) P_{1}(T, S)^{-1}
$$

will be defined as an element of $2(T, S)$ if and only if $P_{1}(\lambda, \lambda) \neq 0$ for $\lambda \in \sigma(T)$. In this case we see from (i) and (ii) that

$$
\begin{equation*}
R(T, S)=R(S, S)+N_{6} . \tag{iii}
\end{equation*}
$$

Since $R(S, S)$ is of type 0 , this is the canonical form for $R(T, S)$. An arbitrary $U \in \Omega(T, S)$ is a limit, $U=\lim R_{n}$, of rational functions $R_{n}$ in $T$ and $S$. Since

$$
\sigma(T)=\sigma(S)=S(\mathbb{M})=T(\mathbb{M}),
$$

and $T(m)=S(m)$, we have

$$
\begin{array}{r}
\sup _{\lambda \in \sigma(S)}\left|R_{n}(\lambda, \lambda)-R_{p}(\lambda, \lambda)\right|=\sup _{m}\left|\left\{R_{n}(T, S)-R_{p}(T, S)\right\}(m)\right| \\
\leq\left|R_{n}(T, S)-R_{p}(T, S)\right| \rightarrow 0 .
\end{array}
$$

Hence $R_{n}(\lambda, \lambda)$ converges uniformly on $\sigma(S)$ to a function $f \in C R(\sigma(S))$. Thus $R_{n}(S, S) \longrightarrow f(S)$ in $\mathfrak{Z}(S)$, and $U \in \mathfrak{Z}(S) \oplus \mathfrak{H}$. It follows from Lemma 6 that every operator in $\mathfrak{Z}(S)$ is a scalar type operator and thus it is seen, by Theorem 8 , that every operator in $\mathcal{Z}(T, S)$ is a spectral operator.

Theorem 14. Let $E$ be the resolution of the identity of the spectral operator T. Let $\mathfrak{M}$ be the space of maximal ideals is the algebra

$$
\mathfrak{U}=\mathfrak{U}(E(\sigma), \sigma \text { a Borel set }) .
$$

Let $R_{1}$ be the radical in the algebra

$$
\mathfrak{U}_{1}=\mathfrak{Z}(T, E(\sigma), \sigma \text { a Borel set }) .
$$

Then $\mathfrak{d}$ is equivalent to $C(\stackrel{M}{M})$, and

$$
\mathscr{r}_{1}=\mathscr{A} \oplus \Re_{1} .
$$

Furthermore, every operator in $\chi_{1}$ is a spectral operator.
Proof. Elements of the form

$$
\begin{equation*}
U=\sum_{i=1}^{n} \alpha_{i} E\left(\sigma_{i}\right), E\left(\sigma_{i}\right) \neq 0, \quad \sigma_{i} \sigma_{j}=\varnothing, i \neq j,{\underset{i}{i}}^{\sigma_{i}}=\sigma(T) \tag{i}
\end{equation*}
$$

are dense in $\mathfrak{Z}$ since if such an element has an inverse the inverse is again of the same form. Furthermore, if $E\left(\sigma_{i}\right) \notin m \in \mathbb{R}$ then $U(m)=\alpha_{i}$. Thus, using Lemma 6, we have

$$
\sup _{m}|U(m)|=\sup _{i}\left|\alpha_{i}\right| \leq|U| \leq \sup _{i}\left|\alpha_{i}\right| v(E)=\sup _{m}|U(m)| v(E),
$$

and therefore

$$
\sup _{m}|U(m)| \leq|U| \leq \sup _{m}|U(m)| v(E), \quad U \in \mathbb{Z}
$$

which shows that $\mathbb{N}$ is equivalent to a subalgebra of $C(\mathbb{M})$. Since the projections $E(\sigma)$ generate $\mathbb{Z}$, they distinguish between points in $M$. Also it is clear that the element

$$
V=\sum \bar{\alpha}_{i} E\left(\sigma_{i}\right)
$$

is related to the operator $U$ given in (i) by

$$
\overline{U(m)}=V(m), \quad m \in \mathbb{M} .
$$

Thus, by the Stone-Weierstrass theorem, $\mathcal{N}$ is equivalent to $C(\mathbb{R})$. Hence $\mathbb{Z} \oplus \mathbb{R}$
 $m_{1}$ is a maximal ideal in $\mathscr{N}_{1}$ we have, for an arbitrary operator $U=S+N$ with $S \in \mathbb{Z}, N \in \mathbb{R}$,

$$
|S| v(E)^{-1} \leq \sup _{m_{1}}\left|S\left(m_{1}\right)\right|=\sup _{m}\left|U\left(m_{1}\right)\right| \leq|U| \leq|S|+|N| .
$$

Also since $\Re \simeq C(M)$ it is seen that $\Re \mathscr{M} \oplus \Re_{1}$ is a full algebra of operators;
that is, it contains the inverse $W^{-1}$ of any of its elements provided that $\mathbb{W}^{-1}$ exists as an element of $B(X)$. Thus $\mathfrak{N}_{1} \subset \mathfrak{Z}_{\mathscr{U}} \oplus \Re_{1} \subset \mathfrak{Z}_{1}$. Finally, to see that every operator in $\mathscr{U}_{1}$ is a spectral operator it will, in view of Theorem 8 , suffice to show that every $U \in \mathscr{A}$ is a scalar type operator. Consider a finitely valued measurable function

$$
f(\lambda)=\sum \alpha_{i} \psi_{\sigma_{i}}(\lambda), \quad \lambda \in \sigma(S)
$$

We may suppose that $\sigma_{i} \sigma_{j}=\varnothing(i \neq j)$, and $U_{\sigma_{i}}=\sigma(S)$, so that the values of $f$ are the numbers $\alpha_{i}$. The operator

$$
f(S)=\int_{\sigma(S)} f(\lambda) E(d \lambda)=\sum_{i} \alpha_{i} E\left(\sigma_{i}\right)
$$

as was shown above, has the property that except for $\lambda$ in a set $\sigma$ with $E(\sigma)=0$ we have $|f(\lambda)| \leq f(S)$. Thus if we define the norm

$$
|f|_{E} \equiv E \text {-ess. sup }|f(\lambda)| \equiv \inf _{E(\sigma)=I} \sup _{\lambda \in \sigma}|f(\lambda)|,
$$

the operator $f(S)$ satisfies the inequality

$$
|f|_{E} \leq|f(S)| \leq|f|_{E} v(E)
$$

The general operator $U$ in ${ }^{2}$ is the limit of a sequence $f_{n}(S)$, where $f_{n}(\lambda)$ is a finitely valued measurable function. Thus

$$
f(\lambda)=\lim f_{n}(\lambda)
$$

exists uniformly except on a set $\sigma \subset \sigma(S)$, where $E(\sigma)=0$, and

$$
U=\int_{\sigma(S)} f(\lambda) E(d \lambda)
$$

Hence, by Lemma 6, $U$ is a scalar type operator.
Definition 6. If $T=S+N$ is the canonical decomposition of the spectral operator $T$, and $E$ is its resolution of the identity, by $E B(\sigma(T))$ will be meant the space of all $E$-essentially bounded Borel measurable functions defined on $\sigma(T)=\sigma(S)$. The norm is

$$
|f|=E \text {-ess. } \sup _{\lambda \in \sigma(S)}|f(\lambda)| \equiv \inf _{E(\sigma)=I} \sup _{\lambda \in \sigma}|f(\lambda)| \text {. }
$$

According to what has just been shown we may state:
Theorem 15. In the notation of Theorem 14 we have $\mathfrak{\chi 2}$ equivalent to $E B(\sigma(T))$.

Theorem 16. If $S$ is a scalar type operator with resolution of the identity $E$, and $f$ is an E-essentially bounded Borel function on $\sigma(S)$, then

$$
\sigma(f(S))=\bigcap_{E(\sigma)=I} \overline{f(\sigma)} .
$$

Proof. If $\lambda_{0} \notin \overline{f(\sigma)}$, where $E(\sigma)=l$, then

$$
h(\lambda)= \begin{cases}\left(\lambda_{0}-f(\lambda)\right)^{-1} & , \lambda \in \sigma \\ 0 & , \lambda \notin \sigma\end{cases}
$$

is a bounded Borel measurable function and

$$
h(S)\left(\lambda_{0} I-f(S)\right)=I,
$$

so that $\lambda_{0} \in \rho(f(S))$. Thus $\overline{f(\sigma)} \supset \sigma(f(S))$ if $E(\sigma)=I$, and

$$
\bigcap_{E(\sigma)=I} \overline{f(\sigma)} \supset \sigma(f(S)) .
$$

Conversely, if $\lambda_{0} \in \rho(f(S))$ we see from Theorem 15 that $\left(\lambda_{0}-f(\lambda)\right)^{-1}$ is $E$-essentially bounded on $\sigma(T)$. Hence there is a Borel set $\sigma$ with $E(\sigma)=I$ and

$$
\left|\lambda_{0}-f(\lambda)\right|^{-1} \leq M, \quad \lambda \in \sigma .
$$

Hence $\lambda_{0} \notin \overline{f(\sigma)}$. This shows that

$$
\sigma(f(S)) \supset \overline{f(\sigma)} \supset \bigcap_{E(\sigma)=I} \overline{f(\sigma)}
$$

and completes the proof.

Theorem 17. Let $\hat{\mu}(\tau)$ be the full algebra generated by a family $\tau$ of commuting spectral operators together with their resolutions of the identity. If the Boolean algebra determined by the resolutions of the identity of the operators in $\tau$ is bounded, then, as a vector direct sum,

$$
\left\{(\tau)=\left\{\mathscr{N}_{1} \oplus \Re\right.\right.
$$

where $\Re$ is the radical in $\mathscr{N}(\tau)$ and $\mathbb{U}_{1}$ is equivalent to the algebra of continuous functions on the space of maximal ideals in $\mathfrak{A}(\tau)$.

Proof. Note first that if $T, U \in \mathcal{T}$ have resolutions of the identity $E(T, \cdot)$, $E(U, \cdot)$, respectively, then for every pair $\sigma, \mu$ of Borel sets in the plane the projections $E(T, \sigma), E(U, \mu)$ commute. This follows from a double application of Theorem 5. Thus the various projections $E(T, \sigma)$ determined by Borel sets $\sigma$ and operators $T \in \tau$ determine a Boolean algebra $\mathscr{A}_{0}$, and by assumption there is a constant $M$ with $|E| \leq M$ for $E \in \mathscr{U}_{0}$. We shall first show that there is a constant $K$ such that

$$
\begin{equation*}
\sum_{i=1}^{n}\left|x^{*} E_{i} x\right| \leq K|x|\left|x^{*}\right|, \quad x \in \mathfrak{X}, \quad x^{*} \in \mathfrak{X}^{*}, \tag{i}
\end{equation*}
$$

provided that $E_{i} \in \mathscr{N}_{0}$ and $E_{i} E_{j}=0$ for $i \neq j$. To see this, let $\left(x^{*} E x\right)_{r}$ be the real part of $x^{*} E x$. Then, if $E_{i} E_{j}=0 \quad(i \neq j)$, we have

$$
\begin{aligned}
\sum\left|\left(x^{*} E_{i} x\right)_{r}\right| & =\sum^{\prime}\left(x^{*} E_{i} x\right)_{r}-\sum^{\prime \prime}\left(x^{*} E_{i} x\right)_{r} \\
& =\left(x^{*}\left(\sum^{\prime} E_{i}\right) x\right)_{r}-\left(x^{*}\left(\sum^{\prime \prime} E_{i}\right) x\right)_{r} \leq 2 M|x|\left|x^{*}\right|
\end{aligned}
$$

where $\Sigma^{\prime}\left(\Sigma^{\prime \prime}\right)$ represents the sum over those $i$ for which $\left(x^{*} E_{i} x\right)_{r} \geq 0(<0)$. Similarly for the imaginary part of $x^{*} E x$. Thus

$$
\sum\left|x^{*} E_{i} x\right| \leq 4 M|x|\left|x^{*}\right|,
$$

which proves (i).
Now consider elements $U \in \mathfrak{Z}(\tau)$ of the form

$$
\begin{equation*}
U=S+N \tag{ii}
\end{equation*}
$$

where
(iii)

$$
S=\sum_{i=1}^{n} \alpha_{i} E_{i}
$$

with

$$
0 \neq E_{i} \in \mathbb{U}_{0}, \quad E_{i} E_{j}=0, \quad i \neq j, E_{1}+\cdots+E_{n}=I
$$

and where $N \in \Re$, the radical of $\mathfrak{M}(\tau)$. If $m \in \mathbb{M}$, the space of maximal ideals in $\mathfrak{Z}(\tau)$, then in view of (iii) there is an $i$ with $E_{i}(m)=1, E_{j}(m)=0 \quad(j \neq i)$. Thus $\alpha_{i}=U(m)=S(m)$ and
(iv)

$$
\sup _{i}\left|\alpha_{i}\right|=\sup _{m}|U(m)| \leq|U| \leq|S|+|N| .
$$

From (i) and (iii) it is seen that

$$
|S|=\sup _{|x|=\left|x^{*}\right|=1}\left|\sum \alpha_{i} x^{*} E_{i} x\right| \leq \sup _{i}\left|\alpha_{i}\right| K
$$

and hence, by (iv),
(v)

$$
K^{-1}|S| \leq|U| \leq|S|+|N|
$$

The inequality (v) shows that if $U_{n}=S_{n}+N_{n}$ is a convergent sequence of operators, each of the form (ii) with $S_{n}$ of the form (iii) and $N_{n} \in \Re$, then $\left\{S_{n}\right\}$ and $\left\{N_{n}\right\}$ are also convergent sequences. Let $\mathscr{U}_{1}$ be the algebra of all limits $S_{0}=\lim _{n} S_{n}$, where $S_{n}$ has the form (iii). Since for the operator (iii) we have, as shown above,

$$
\sup _{m}|S(m)| \leq|S| \leq \sup _{m}|S(m)| \cdot K
$$

it is seen that $\mathbb{U}_{1}$ is equivalent to a subalgebra $C$ of $C(\mathbb{M})$, and the Weierstrass theorem ${ }^{5}$ shows that $C=C(\mathbb{M})$. Clearly therefore, $\Re_{1} \oplus \Re$ is a direct sum, is contained in $2 C(\tau)$, contains every $E(T, \sigma)$ with $T \in \tau$ and $\sigma$ a Borel set in the plane, and contains every $T \in \tau$. This last statement, namely that $\tau \subset \mathbb{Z}_{1} \oplus \Re$, follows since the canonical reduction $T=S+N$ has the property that $N \in \Re$ and $S \in \mathbb{Z}_{1}$. To complete the proof it will suffice to show that $\mathbb{U}_{1} \oplus \mathscr{R}$ is a full algebra; that is, it will suffice to show that if $T \in\left\{\mathcal{R}_{1} \oplus \mathfrak{R}\right.$, and $T^{-1} \in B(X)$,

[^4]then $T^{-1} \in \Re_{1} \oplus \Re$. Let $T=S+N$ be the canonical form of $T$; then since $T(m)=S(m) \neq 0, m \in \mathbb{M}$, we see that $S^{-1}$ exists and is in $\mathscr{M}_{1}$ because $S^{-1}(\cdot) \in$ $C(\mathbb{M})$. Thus
$$
T\left(S^{-1}+M\right)=I
$$
where $M=-T^{-1} N S^{-1} \in \Re$. Thus $\Re_{1} \oplus \Re$ is a full algebra containing $\tau$ and every projection $E(T, \sigma)(T \in \tau)$, and hence $\mathfrak{A}(\tau)=\mathfrak{Z}_{1} \oplus \mathfrak{R}$.

Theorem 18. Let $B$ be the Borel sets in the compact Hausdorff space $\mathbb{M}$, and let $\mathfrak{Z}$ be an algebra of operators on the complex $B$-space $\mathfrak{X}$ which is equivalent to the algebra $C(\mathbb{M})$ of continuous functions on $\mathbb{M}$. Then there is a function $A$ on $B$ to $B\left(\mathfrak{X}^{*}\right)$ with the properties:
(i) $A$ is a spectral measure in $\mathfrak{X}^{*}$ of class $(\mathcal{B}, \mathfrak{X})$;
(ii) if $S(f)$ is the element in $\mathfrak{H}$ corresponding to the element $f$ in $C(\mathbb{M})$ under some homeomorphic isomorphism then, for every $x \in \mathfrak{X}$ and $x^{*} \in \mathfrak{X}^{*}$,

$$
x^{*} S(f) x=\int_{\mathfrak{M}} f(m) x A(d m) x^{*}, \quad f \in C(\mathfrak{M}) ;
$$

(iii) the adjoint $S^{*}$ of every $S$ in $\mathfrak{U}$ is a scalar type operator of class $\mathfrak{X}$;
(iv) if $\mathfrak{X}$ is reflexive, every $S$ in $\mathfrak{X}$ is a scalar type operator of class $\mathfrak{X}^{*}$.

Proof. Let $S(f)$ be the operator in $\mathfrak{H}$ corresponding to the function $f \in C(\mathbb{M})$ under some homeomorphic isomorphism of it onto $C(\mathscr{P})$. Then for $x$ in $\mathfrak{X}$ and $x^{*}$ in $X^{*}$ we have $x^{*} S(f) x$ a linear functional on $C(\mathscr{P})$ and hence, by the Riesz representation theorem, there is a uniquely determined regular measure $\mu(\cdot$, $\left.x, x^{*}\right)$ such that

$$
x^{*} S(f) x=\int_{\mathfrak{M}} f(m) \mu\left(d m, x, x^{*}\right), f \in C(\mathbb{M}), x \in \mathfrak{X}, x^{*} \in \mathfrak{X}^{*} .
$$

Since $\mu\left(e, x, x^{*}\right)$ is uniquely determined by $e, x, x^{*}$ it is, for each $e \in B$, bilinear in $x$ and $x^{*}$. Since

$$
\mid \mu\left(e, x, x^{*}|\leq \underset{e}{\operatorname{var}}| \mu\left(e, x, x^{*}\right)\left|=\sup _{|f|=1}\right| x^{*} S(f) x|\leq K| x| | x^{*} \mid,\right.
$$

it is seen that $\mu\left(e, x, x^{*}\right)$ is continuous in $x$ and $x^{*}$. Hence for fixed $e$ and $x^{*}$ there is a point $A(e) x^{*} \in \mathfrak{X}^{*}$ such that

$$
\mu\left(e, x, x^{*}\right)=x A(e) x^{*} .
$$

It follows from the bilinearity and boundedness of $\mu$ that $A(e) \in B\left(X^{*}\right)$. Thus (ii) is proved and a part of (i) is proved. To complete the proof of (i) we have, for every pair $f, g \in C(\mathbb{M})$,

$$
\begin{aligned}
\int_{\mathbb{M}} f(m) \int_{\mathbb{M}} g(\mu) x A(d \mu \cap d m) x^{*} & =\int_{\mathbb{M}} f(m) \int_{d m} g(\mu) x A(d \mu) x^{*} \\
& =\int_{\mathbb{M}} f(m) g(m) x A(d m) x^{*}=x^{*} S(f g) x \\
& =x^{*} S(f) S(g) x=\int_{\mathbb{M}} f(m) S(g) x A(d m) x^{*} \\
& =\int_{\mathbb{M}} f(m) \int_{\mathbb{M}} g(\mu) x A(d \mu) A(d m) x^{*} .
\end{aligned}
$$

Thus, since a functional on $C(M)$ determines the regular measure uniquely, we have

$$
A(\sigma \cap \delta)=A(\sigma) A(\delta), \quad \sigma, \delta \in B
$$

and this completes the proof of (i).
The integral instead of being thought of as a Lebesgue integral in the weak operator topology may be thought of as an integral in the uniform topology as defined immediately preceding Lemma 6. Thus, by Lemma 6, each of the operators

$$
S^{*}(f)=\int_{\mathfrak{M}} f(m) A(d m)
$$

is a scalar type operator in $\mathfrak{X}^{*}$ of class $\mathfrak{X}$, which proves (iii). In case $\mathfrak{X}$ is reflexive, $E(\sigma)=A^{*}(\sigma)$ is a spectral measure in $\mathfrak{X}$ and hence, by Lemma 6 ,

$$
S(f)=\int_{\mathfrak{M}} f(m) E(d m), \quad f \in C(\mathbb{M}),
$$

is a scalar type operator of class $\mathfrak{X}^{*}$, which proves (iv) and completes the proof of the theorem.

Theorem 19. The adjoint $T^{*}$ of every operator $T$ in the algebra $2(\tau)$ as defined in Theorem 17 is a spectral operator of class $\mathfrak{X}$. If $\mathfrak{X}$ is reflexive, every $T \in \mathbb{Z}(\tau)$ is a spectral operator of class $\mathfrak{X}^{*}$.

Proof. This follows immediately from Theorems 8, 17, and 18.
Theorem 19 shows that the sum and product of two spectral operators in a reflexive space $\mathfrak{X}$ will again be spectral operators provided that the Boolean algebra determined by all the projections in both resolutions of the identity is bounded. If $\mathfrak{X}$ is Hilbert space, J. Wermer [16] has shown that such is the case. In general, however, the Boolean algebra determined by two bounded Boolean algebras of projections, all of which commute, is not bounded. Also it is not always true that the sum of two spectral operators is a spectral operator. Examples proving both of these statements have been constructed by S. Kakutani [10].

Examples of spectral operators other than normal operators on Hilbert space are easy to construct, and some interesting classes have been discussed by J. Schwartz [12]. ${ }^{6}$

Besides Theorems $8,13,14,19$, which are useful in the construction of spectral operators, we shall mention one more which will be needed in the perturbation theory of J. Schwartz.

Theorem 20. If $T$ is a compact operator in a reflexive space $\mathfrak{X}$, then $T$ is a spectral operator if and only if the integrals

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{C} T(\lambda) d \lambda \tag{i}
\end{equation*}
$$

are bounded as $C$ varies over all admissible contours in the resolvent set. In this case the resolution of the identity is countably additive in the strong operator topology, and the integral (i) is the value of the resolution of the identity on the domain bounded by $C$.

Proof. Let $\lambda_{0}=0, \lambda_{n} \neq 0 \quad(n=1,2, \ldots)$ be the points in the spectrum of T. Let

$$
E\left(\lambda_{n}\right)=\frac{1}{2 \pi i} \int_{C_{n}} T(\lambda) d \lambda \quad(n=1,2, \ldots),
$$

where $C_{n}$ is a circle containing $\lambda_{n}$ but no other spectral point. Since the Boolean

[^5]algebra determined by the $E\left(\lambda_{n}\right)$ is bounded, it may be embedded in a complete ${ }^{7}$ Boolean algebra. We may therefore define
$$
E\left(\lambda_{0}\right)=I-\bigcup_{n=1}^{\infty} E\left(\lambda_{n}\right)
$$
and
$$
E(\sigma)=\bigcup_{\lambda_{n} \in \sigma}^{U} E\left(\lambda_{n}\right)
$$
$\sigma$ arbitrary. If $B$ is the Boolean algebra of all subsets of the plane, it is clear that the map $\sigma \longrightarrow E(\sigma)$ is a homomorphism of $B$ onto a Boolean algebra of projections in $\mathfrak{X}$. From our hypothesis it follows that
\[

$$
\begin{equation*}
|E(\sigma)| \leq K, \quad \sigma \in \mathcal{B} . \tag{ii}
\end{equation*}
$$

\]

Now let $\sigma_{n} \subset \sigma_{n+1} \subset \cdots$ and $\sigma=\cup \sigma_{n}$. Then

$$
\begin{equation*}
E(\sigma)=\underset{\lambda_{n} \in \sigma}{\cup} E\left(\lambda_{n}\right)=\cup_{n}^{\cup} \underset{\lambda_{m} \in \sigma_{n}}{\cup} E\left(\lambda_{m}\right)=\cup_{n} E\left(\sigma_{n}\right), \tag{iii}
\end{equation*}
$$

and since $E\left(\sigma_{n}\right) x=x \quad(n \geq m)$ if $x \in E\left(\sigma_{m}\right) X$, we see from (ii) and (iii) that $E\left(\sigma_{n}\right) x \longrightarrow x$ if $x \in E(\sigma) \mathfrak{X}$. Also since

$$
E\left(\sigma^{\prime}\right) X=\cap\left(E\left(\sigma_{n}^{\prime}\right) X\right)
$$

we have $E\left(\sigma_{n}\right) x=0$ if $x \in E\left(\sigma^{\prime}\right) X$. Thus $E\left(\sigma_{n}\right) x \rightarrow E(\sigma) x$ for every $x$ in $X$, and $E(\sigma)$ is countably additive on $B$ in the strong operator topology. To complete the proof that $T$ is spectral, it will suffice to show that

$$
\begin{equation*}
\sigma(T, E(\sigma) X) \subset \bar{\sigma}, \quad \sigma \in \mathcal{B} . \tag{iv}
\end{equation*}
$$

If $\lambda_{0} \notin \bar{\sigma}$, then $E(\sigma)$ has the form (i), from which (iv) follows. If $\lambda_{0} \in \bar{\sigma}$, then any spectral point $\lambda_{n} \notin \bar{\sigma}$ is in $\rho\left(T, E\left(\left\{\lambda_{n}\right\}^{\prime}\right) \mathcal{X}\right)$ and hence in $\rho(T, E(\sigma) \mathcal{X})$, which proves (iv).

Finally let $\sigma$ be an open and closed subset of $\sigma(T)$, and let $A(\sigma)$ be the projection defined by (i), where $\sigma$ is the intersection of $\sigma(T)$ and the domain bounded by $C$. Then, since

[^6]$$
\sigma(T, A(\sigma) X) \subset \sigma, \quad \sigma\left(T, A\left(\sigma^{\prime}\right) X\right) \subset \sigma^{\prime},
$$

Theorems 3 and 4 show that

$$
E(\sigma) A(\sigma)=A(\sigma), \quad E(\sigma) A\left(\sigma^{\prime}\right)=0,
$$

and hence that

$$
E(\sigma)=E(\sigma)\left(A(\sigma)+A\left(\sigma^{\prime}\right)\right)=A(\sigma) .
$$
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[^0]:    ${ }^{1}$ Formal definitions will be given later.
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[^1]:    ${ }^{2}$ That this conjecture of von Neumann, which was first proved by Fuglede, is a corollary of Theorem 4 was pointed out to the author by J. Schwartz.

[^2]:    ${ }^{3}$ The difference algebra $\mathcal{Z}-m$ is the complex number system [8]. We write, using Gelfand's notation, $U(m)$ for the complex number corresponding to an element $U \in \mathfrak{Z}$ under the natural homomorphism of $\mathfrak{Z V}$ onto $\mathfrak{N 2}-m$.

[^3]:    ${ }^{4}$ I. Gelfand [8] has shown that $N$ is a generalized nilpotent if and only if $N$ belongs to every maximal ideal.

[^4]:    ${ }^{5}$ As proved by M. H. Stone [13] for real algebras $C(\mathbb{M})$ and by I. Gelfand and G. Silov [9] for complex algebras $C(\mathbb{M})$.

[^5]:    ${ }^{6}$ Other spectral operators occurring in analysis will be found in the forthcoming book Spectral Theory by N. Dunford and J. Schwartz. Conditions on the rate of growth of the resolvent which are sufficient to ensure that $T$ be spectral will be found in [4].

[^6]:    ${ }^{7}$ Complete relative to the order $A \subset B(A B=A)$. See, for example [6].

